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RESUMO

Este projeto descreve a estruturacdo de uma instancia de Big Data para o
monitoramento e a deteccdo preditiva de anomalias em pocos de petrdleo utilizando
técnicas de aprendizado de maquina. Ao integrar o dataset 3W e a biblioteca BibMon,
de autoria da Petrobras, em uma instanciagao baseada na Arquitetura de Referéncia
NIST para Big Data, o sistema facilita a analise de grandes volumes de dados e
aprimora a identificacdo precoce de falhas operacionais por meio do uso de métodos
de Ensemble, que permitem a operacdo coordenada de multiplos modelos de
aprendizado de maquina. A instanciagao utiliza os servicos de computa¢cdo em nuvem
da Amazon Web Services para processar, armazenar € analisar os dados de forma
escalavel e eficiente. Este projeto contribui para a otimizagdo das operagcbes na
industria de petrdleo e gas, promovendo a inovagao aberta e estabelecendo uma base

solida para pesquisas futuras na area.

Palavras-chave: Big Data, Aprendizado de Maquina, Métodos de Ensemble, Pogos
de Petroleo, Deteccdo de Anomalias, Computacdo em Nuvem, Monitoramento de

Processos.



ABSTRACT

This project describes the structuring of a Big Data instance for monitoring and
predictive anomaly detection in oil wells using machine learning techniques. By
integrating the 3W dataset and the BibMon library, authored by Petrobras, into an
instantiation based on the NIST Big Data Reference Architecture, the system facilitates
the analysis of large datasets and enhances the early identification of operational
failures by employing Ensemble Methods that enable the coordinated operation of
multiple machine learning models. The instantiation leverages Amazon Web Services'
cloud computing services to process, store, and analyze data in a scalable and efficient
manner. This project contributes to the optimization of operations in the oil and gas
industry, fostering open innovation and establishing a solid foundation for future

research in the field.

Keywords: Big Data, Machine Learning, Ensemble Methods, Oil Wells, Anomaly
Detection, Cloud Computing, Process Monitoring.
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1 INTRODUGCAO

No contexto da industria de oleo e gas, particularmente nas operacdes de upstream
(exploracédo e producdo), o monitoramento de processos industriais € crucial para
garantir a seguranca operacional, a viabilidade econémica e a redugdo de riscos
ambientais (MELO et al., 2024). A identificagcdo e mitigacao precoces de eventos
indesejaveis em pogos de petréleo sdo essenciais para evitar perdas financeiras e
minimizar impactos, especialmente em operagdes offshore (em alto-mar), onde a

complexidade e a criticidade dos sistemas sao acentuadas.

Nesse sentido, a transformagao digital em curso tem impactado significativamente os
modelos de negdcios em diversos setores, criando oportunidades para geracédo de
valor no movimento conhecido como Industria 4.0 (ANZAI et al., 2023). A aplicacao
de tecnologias de Inteligéncia Artificial (IA) tem se expandido, influenciando a
eficiéncia operacional e a otimizacdo em industrias de processo. A industria de
petréleo e gas tem seguido essa tendéncia, implementando a digitalizagdo para

enfrentar desafios e resolver problemas complexos.

A integracao de Big Data e Aprendizado de Maquina (Machine Learning) surge como
uma abordagem poderosa para lidar com grandes volumes, variedade e velocidade
dos dados gerados por esses sistemas, permitindo a detecgao de falhas por meio de
padrées complexos e precisos (ANZAI et al., 2023). A analise avancada de dados
possibilita examinar as interagdes entre multiplas variaveis e identificar anomalias

preditivas de falhas, aprimorando a tomada de decisao e a eficiéncia operacional.

Este trabalho propde a estruturagcado de uma instancia Big Data para o monitoramento
e deteccdo de anomalias em pogos de petréleo. Ao conceber um sistema robusto e
escalavel capaz de detectar precocemente anomalias que podem gerar falhas, este
trabalho contribui para a otimizacdo da producgao, redugido de custos operacionais e
minimizagado de impactos ambientais. Além disso, avanga a aplicagdo de tecnologias
de Big Data e Machine Learning no setor, demonstrando o potencial de tais

tecnologias para enfrentar desafios complexos e aprimorar a eficiéncia operacional.
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1.1 Objetivo Geral

O objetivo deste trabalho é estruturar uma instancia de Big Data que utilize métodos
de Ensemble para o monitoramento e a detecgao preditiva de anomalias em pocos de
petréleo, integrando multiplos modelos de aprendizado de maquina para aprimorar a

precisdo e a robustez das previsdes.

1.2 Objetivos Especificos

Para a elaboracdo deste trabalho, foram considerados os seguintes objetivos

especificos:

1. Coletar e preparar os dados via integracéo com o dataset 3W da Petrobras para
analise.

2. Estruturar uma instancia de Big Data para processamento de dados utilizando
computacdo em nuvem.

3. Integrar a biblioteca BibMon da Petrobras a solugdo para otimizar o
processamento dos dados e a implementagao de algoritimos de aprendizado

de maquina.

1.3 Justificativa

A identificagdo e mitigagdo precoces de eventos indesejaveis em pogos de petrdleo
sao fundamentais para prevenir perdas de producgéao, reduzir custos de manutencao,
evitar acidentes ambientais e proteger vidas humanas (PETROBRAS, 2022). Falhas
nao detectadas em tempo habil podem ocasionar interrup¢des na producgéo, custos

elevados de reparo e impactos ambientais significativos.

"No segmento de upstream, especialmente no Brasil, o pogo de petréleo
€ um dos focos centrais de pesquisa, pois atua como o canal que conecta
a superficie ao reservatério subterrdaneo. Garantir a integridade e o
funcionamento eficiente dos pogos é essencial para o sucesso das

operacoes de exploragao e producéo.” (D'Almeida et al., 2022)
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A instanciacdo em ambiente de computacdo em nuvem proposta, busca aprimorar e
integrar as tecnologias de Big Data ao processo atual de monitoramento e detecg¢ao
de anomalias, utilizando o potencial do Big Data para criar um ambiente favoravel a
aplicacao de métodos de Ensemble no aprendizado de maquina para analisar grandes

volumes de dados de forma eficiente e em tempo real.

Segundo D'Almeida et al. (2022, p. 5555), "essas inovagdes permitem a detecgéo e
previsao de falhas, evitando ou minimizando problemas que podem resultar em altos
custos ou até na perda total do poco." Essa afirmagdo destaca a relevancia de
implementar solugdes tecnolégicas avangadas para superar os desafios da industria

petrolifera e garantir maior eficiéncia operacional e sustentabilidade.

A integracao da instancia criada com a biblioteca BibMon da Petrobras, uma biblioteca
de cédigo aberto para monitoramento de processos, sensores virtuais e diagnostico
de falhas, contribui para o entendimento do processamento de dados no contexto dos

pocos de petroleo.

Ao utilizar a biblioteca BibMon aplicando técnicas de Big Data Analytics, ampliamos
sua capacidade de processar e analisar grandes volumes de dados, tornando-a mais
eficaz para aplicagdes em contextos como o de monitoramento de pocgos de petréleo.
Isso ndo apenas beneficia a industria de petréleo e gas, mas também fortalece a
comunidade global que busca solugdes eficientes e acessiveis para o monitoramento

e diagnéstico de sistemas complexos.

1.4 Metodologia

Para alcancar os objetivos propostos neste trabalho, foi elaborada uma metodologia
estruturada e agil, distribuida em etapas sequenciais e incrementais, que combinam

pesquisa bibliografica, estudo de documentagao e desenvolvimento da solugao.
Etapa 1: Revisado Bibliografica e Estudo de Ferramentas

A primeira etapa consistiu em uma revisdo abrangente da literatura relacionada ao
monitoramento de processos industriais, Big Data, aprendizado de maquina e

deteccdo de anomalias em pogos de petrdleo. Foram estudados artigos cientificos,
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dissertacbes e documentacao técnica relevante, com foco especial nos seguintes

materiais:

1. Artigos de referéncia sobre:
a. Monitoramento baseado em desvios.
b. Monitoramento e deteccao de falhas baseado em dados.
c. Projetos 3W e BibMon da Petrobras.
d. Aplicacdo de algoritmos de aprendizado de maquina em processos
industriais.
2. Documentacao oficial da biblioteca BibMon, disponivel em

https://bibmon.readthedocs.io/.

3. Repositorios no GitHub:
a. BibMon: https://github.com/petrobras/BibMon.
b. Projeto 3W: https://github.com/petrobras/3W.

c. Orientagbes para contribuicao disponiveis na conta oficial da Petrobras.

4. Artigos de referéncia sobre metodologias Big Data e a arquitetura NIST.
5. Estudos sobre modelos de aprendizado de maquina usados para predi¢cao e

classificacdo em séries temporais e documentacao de bibliotecas relacionadas.

Essa etapa é fundamental para compreender os conceitos teéricos, as ferramentas

disponiveis e as melhores praticas para o desenvolvimento da solugao proposta.
Etapa 2: Planejamento do Desenvolvimento Utilizando Metodologias Ageis

Com base no conhecimento adquirido, foi elaborado um plano de desenvolvimento
seguindo os principios de metodologias ageis, adaptando o framework Scrum para o
desenvolvimento individual. As atividades foram organizadas em sprints curtos, com
objetivos claros e entregas continuas, favorecendo a adaptagdo as eventuais

mudangas de escopo e a incorporagao de melhorias ao longo do processo.

A seguir, o plano de desenvolvimento do projeto, estruturado em sprints:
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Sprints Duragao Objetivos Atividades Principais Entregaveis
Sprint 1 2 Revisao - Pesquisa de artigos cientificos - Relatério de
semanas | Bibliografica sobre monitoramento de processos | revisao
industriais, Big Data, aprendizado de | bibliografica.
Estudo de maquina e detec¢do de anomalias
Ferramentas em pogos de petréleo nos - Lista de
repositorios ScienceDirect, Scopus | ferramentas e
(Elsevier) e IEEE. tecnologias
relevantes para
- Estudo da documentacao oficial da | o projeto.
biblioteca BibMon e dos repositorios
relacionados.
- Analise de metodologias de Big
Data e da arquitetura NIST.
Sprint 2 | 1 semana | Planejamento - Definigdo do escopo tedrico do - Plano de
do Projeto projeto. desenvolvimento
da monografia.
- Organizagéo das atividades de
redacgéo da monografia. - Cronograma
das atividades
- Elaboragao do cronograma de redacao.
detalhado para a escrita.
Sprint 3 3 Redacao da - Leitura dos artigos selecionados e | - Capitulo sobre
semanas | Fundamentacao | escrita da fundamentagao tedrica. fundamentacéao
Tedrica tedrica da
- Discusséo sobre a integracao do monografia
dataset 3W e da biblioteca BibMon. redigido.
Sprint 4 4 Estruturagdo da | - Detalhamento da proposta de - Capitulo
semanas | instancia de Big | instancia de Big Data para descrevendo a
Data monitoramento e detecc¢do preditiva | instancia
de anomalias. projetada.
- Explicagdo dos métodos de
Ensemble para integragao de
multiplos modelos de aprendizado
de maquina.
Sprint 5 | 1 semana | Redagédo da - Descrigao detalhada da - Capitulo de
Metodologia metodologia adotada para o metodologia
desenvolvimento do projeto tedrico. | concluido.
- Explicagao das etapas de pesquisa
e planejamento.
Sprint 6 2 Analise de - Discusséo sobre os resultados - Capitulo de
semanas | Resultados esperados com a implementacao analise e
Esperados e tedrica da solugao proposta. discussao
Discusséao redigido.

- Analise das contribuicdes
potenciais e limitagées do projeto.
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Sprint 7 | 1 semana | Conclusédo e - Sintese dos principais pontos - Capitulo de
Consideragdes | abordados na monografia. conclusao
Finais finalizado.
- Apresentacao das consideragdes
finais e sugestoes para trabalhos
futuros.
Sprint 8 2 Revisao e - Revisao ortografica e gramatical de | - Monografia
semanas | Formatacao todo o documento. revisada e
Final formatada,
- Adequacao as normas académicas | pronta para
e formatagé@o conforme exigéncias submissé&o.
institucionais.

Tabela 1 — Plano de desenvolvimento do projeto adaptado a Sprints

Etapa 3: Instanciacdo

A terceira etapa envolveu a instanciacao do sistema Big Data para monitoramento e

deteccéo de anomalias. Nesta fase, foram realizadas as seguintes atividades:

1. Adaptagdo da arquitetura NIST definida na etapa anterior,

utilizando

tecnologias apropriadas para processamento e armazenamento de grandes

volumes de dados, como Apache Spark (Apache Software Foundation,
Wilmington, DE, EUA).

2. Integracdo do dataset 3W e da biblioteca BibMon a solugdo desenvolvida,

adaptando-os conforme necessario para atender aos requisitos especificos do

projeto.

3. Sugestao de uso de modelos de aprendizado de maquina para detecgao de

anomalias em séries temporais.

4. Estruturacao de pipelines de dados para automatizar o fluxo desde a coleta até

a analise e visualizacéo, garantindo a eficiéncia e escalabilidade do sistema.

1.5 Organizagao do Trabalho

Esta monografia esta organizada em quatro capitulos, cada um abordando aspectos

especificos da pesquisa e desenvolvimento da solugao.

No Capitulo 1, apresentamos a introdugéo ao tema, contextualizando a importancia

do monitoramento e deteccdo de anomalias em pocos de petréleo e como as
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tecnologias de Big Data e aprendizado de maquina podem aprimorar 0S processos
atuais. Definimos o objetivo geral e os objetivos especificos da pesquisa, justificamos

a relevancia do trabalho e descrevemos a metodologia utilizada.

O Capitulo 2 aborda os principais conceitos e a fundamentacéo teérica que sustentam
este projeto. Apresentamos os processos atuais de identificagdo de anomalias em
pocos de petréleo, incluindo técnicas de monitoramento baseado em desvios. Em
seguida, incluimos o dataset 3W da Petrobras, a biblioteca BibMon e a arquitetura
NIST para Big Data, contextualizando como esses elementos se relacionam com a
solucado proposta. Também detalhamos técnicas de Ensemble, as tecnologias de Big
Data e os algoritmos de aprendizado de maquina para séries temporais que serao

utilizados.

No Capitulo 3, discorremos sobre a instédncia de Big Data apresentada para
monitoramento e deteccdo preditiva de anomalias em pocos de petrdleo.
Apresentamos o diagrama da instancia. Descrevemos as camadas de ingestéo,
armazenamento, processamento, analise e previsdo de dados e finalizamos com a

camada de visualizagao.

Por fim, no Capitulo 4, apontamos as conclusées da pesquisa, interpretando os
resultados obtidos e discutindo as contribuicbes do trabalho para o avanco do
conhecimento e da pratica na area. Abordamos também as limitagdes da pesquisa e

sugerimos possibilidades para trabalhos futuros.
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2 FUNDAMENTAGAO TEORICA

A fundamentacao tedrica deste trabalho aborda os conceitos e tecnologias essenciais
para a construcdo de uma solucdo robusta para o monitoramento e a deteccéo

preditiva de anomalias em pogos de petrdleo.

Inicialmente, apresentamos o contexto da industria de éleo e gas e a importancia do
monitoramento de processos industriais, com foco na metodologia de detecgédo de
desvios. Em seguida, aprofundamos a andlise do dataset 3W da Petrobras, que
servird como base para a monitoramento de eventos indesejados e alertas em pogos
de petroleo reais. Posteriormente sera apresentada a biblioteca BibMon da Petrobras,
uma ferramenta de cédigo aberto integrada as camadas de processamento e predi¢cao

do sistema.

A arquitetura NIST para Big Data sera indicada como modelo de referéncia para o
desenvolvimento do sistema, juntamente com as tecnologias de Big Data que o
sustenta, como Apache Airflow (Apache Software Foundation, Wilmington, DE, EUA),

para orquestracao do fluxo de dados ou Spark, para processamento.

O aprendizado de maquina para séries temporais sera apresentado como técnica
central para a deteccdo de anomalias, com foco em algoritmos de classificagdo e
técnicas de Ensemble. Por fim, serdo apresentadas as métricas de avaliagdo para
analise de desempenho da solugdo, garantindo a robustez e a confiabilidade do

sistema.
2.1 Processos Atuais de Identificagcao de Falhas em Pogos de Petréleo

Atualmente, diversas técnicas sdo empregadas para monitorar e detectar anomalias
em pogos de produgao de petrdleo, incluindo métodos estatisticos, modelos baseados

em conhecimento e algoritmos de aprendizado de maquina. (MELO et al., 2024).

Tradicionalmente, a identificacdo de falhas se baseia na experiéncia de engenheiros
e operadores, que analisam dados de sensores e indicadores de performance para

detectar anomalias. Esses dados podem incluir:
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. Pressao: Pressao no anular, pressdo a jusante e a montante dos chokes,

pressao no fundo do pogo (medida por sensores como o PDG - Permanent
Downhole Gauge). (VARGAS et al., 2019)

Temperatura: Temperatura a jusante e a montante dos chokes, temperatura no
fundo do pocgo. (VARGAS et al., 2019)

3. Vazao: Vazao de dleo, gas e agua. (VARGAS et al., 2019)

4. Estado das valvulas: Posicao (aberta/fechada) das valvulas de seguranga,

chokes e outras valvulas. (VARGAS et al., 2019)

A analise manual desses dados pode ser desafiadora, especialmente em pocos

complexos com grande volume de dados. O monitoramento multivariado, aliado a

técnicas de Machine Learning, permitem analisar as interagbes entre diferentes

variaveis e identificar anomalias que podem indicar a ocorréncia de falhas. (MELO et
al., 2024)

Falhas estas, que podem ser categorizadas em diversos tipos, como:

1.

3.

Falhas mecanicas: Problemas em equipamentos, como bombas, valvulas e
tubulagdes. (MELO et al., 2024)

Problemas de fluxo: Alteragbes no fluxo de produgdo, como slugging e
instabilidade de fluxo. (VARGAS et al., 2019)

Anomalias no reservatério: Mudancas nas caracteristicas do reservatério, como
aumento da produgédo de agua ou perda de produtividade. (VARGAS et al.,
2019)

Figura 1 - Hidrato em um poco da plataforma P-34 da Petrobras. Andreolli (2016)



21

Os dados dos sensores podem ser utilizados para identificar essas falhas. Por
exemplo, um aumento repentino na temperatura pode indicar uma falha mecéanica,
enquanto uma queda na pressado pode indicar um problema de fluxo. A deteccao
precoce desses eventos é essencial para evitar perdas de producao, custos elevados
de reparo e, em casos mais graves, acidentes com vitimas e impactos ambientais

significativos.

A contribuicdo deste projeto aos processos atuais, da-se pela integracdo do dataset
3W e da biblioteca BibMon a uma instancia de Big Data que comporta técnicas de
Ensemble para classificagdo de dados, aplicando simultaneamente, multiplos
modelos de Machine Learning. Ao fazé-lo, buscamos facilitar a disseminac¢ao do uso
desses recursos, proporcionando a comunidade uma plataforma estruturada que
simplifica o desenvolvimento e a validagdo de novos modelos de aprendizado de
maquina. Essa integracdo nao apenas agiliza o processo para profissionais e
pesquisadores interessados em explorar os dados e as ferramentas, mas também
incentiva a realizacao de trabalhos futuros e promove um ambiente mais propicio para
a inovacao aberta. Espera-se que essa abordagem colaborativa beneficie ndo s6 a
industria de petrdleo e gas, mas também outros setores que enfrentam desafios
semelhantes relacionados ao volume e a complexidade de processos industriais de

monitoramento e deteccao de falhas.

2.1.1 Monitoramento de processos baseado em desvios

O monitoramento de processos baseado em desvios (Deviation-Based Process
Monitoring) € uma técnica que visa capturar desvios em relagao a valores ou padrées
esperados em processos industriais. (MELO et al., 2024) Essa metodologia tem se
tornado cada vez mais relevante na Industria 4.0, a medida que a digitalizagéo e a
automagao geram grandes volumes de dados que exigem uma anadlise eficiente e

escalavel.

Melo et al. (2024) descrevem a técnica como uma abordagem que compara medigées

reais de sensores com representacbes de modelos que representam o
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comportamento normal do sistema. Desvios significativos entre os dados e o modelo

podem indicar a ocorréncia de anomalias.

Para construir o modelo de comportamento normal, podem ser utilizadas diferentes

técnicas, como:

1. Modelos estatisticos: Médias moveis, analise de regressao, entre outros.

2. Modelos baseados em conhecimento: Regras e heuristicas definidas por
especialistas.

3. Modelos de Machine Learning: Redes neurais, arvores de decisdo, entre

outros.

A comparacao entre os dados e o modelo pode ser feita com base em diferentes

métricas, como:

1. Erro quadratico de predigao (SPE): Mede a diferenga entre os valores reais e
os valores previstos pelo modelo. (MELO et al., 2024)

2. Distancia de Mahalanobis: Mede a distancia multivariada entre um ponto de
dados e a distribuicdo normal do modelo.

3. Taxa de falsos positivos e falsos negativos: Mede a taxa de erros na deteccao

de anomalias.

O monitoramento baseado em desvios permite a detecgao precoce de anomalias, o
que possibilita a tomada de medidas preventivas para evitar falhas e garantir a

seguranga e a eficiéncia do processo. (MELO et al., 2024)

2.2 O Dataset 3W

O dataset 3W é um conjunto de dados realista, disponibilizado pela Petrobras. Foi
concebido em 2019 e langcado publicamente em 30 de maio de 2022 como parte do
projeto 3W, sob a licenga Creative Commons CC BY Atribui¢cdo 4.0 Internacional no
repositério publico da instituicdo no GitHub. O projeto 3W, parte de uma agao
estratégica da companhia, liderada por seu departamento responsavel pela Garantia

de Fluxo e CENPES (Centro de Pesquisas, Desenvolvimento e Inovagéo Leopoldo
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Ameérico Miguez de Mello), sendo o piloto de um programa denominado Conexdes
para Inovagao - Médulo Open Lab, que busca solugdes para os desafios de negdcio

da empresa, por meio da colaboragdo e da inovacao aberta.

O dataset 3W contém informagdes reais geradas por sensores de monitoramento em
pocos de petréleo, dados simulados e dados desenhados a méao por especialistas. O
conjunto de dados é composto por instancias de nove diferentes tipos de eventos raros
e indesejaveis, além de dados de operacédo normal dos pog¢os, ambos caracterizados

por multiplas variaveis de processo.

Vargas et al. (2019) descrevem o dataset como um conjunto de dados desafiador que
pode ser usado como referéncia para o desenvolvimento de técnicas de aprendizado
de maquina e métodos para detecgao e diagndstico de eventos indesejaveis em pogos
de petréleo.

A instancia projetada ira integrar somente os dados reais do dataset 3W fornecendo
informacdes sobre 40 pogos de petrdleo, com variaveis de monitoramento coletadas
no periodo entre 2011 e 2023, a partir de periodos de medi¢cdes auferidas a cada
segundo em diferentes janelas de tempo. Os eventos descritos compreendem dados
de operagbes normais do pogo, dados em estado transitérios e dados de falhas
constatadas sendo; aumento abrupto de agua produzida, fechamento espurio da
valvula de segurancga de fundo de pogo (DHSV), oscilagdes na produgao de dleo e
gas, instabilidade no fluxo de produgao, perda rapida de produtividade do pogo,
restricdo rapida no choke de producao (PCK), formagao de incrustagdes no choke de

producao e formagao de hidratos na linha de producgéao e na linha de servigo.

2.3 A Biblioteca BibMon

A BibMon (Biblioteca de Monitoramento de Processos) € uma biblioteca Python de
cédigo aberto desenvolvida para auxiliar na tarefa de monitoramento de processos,
deteccao de falhas e desenvolvimento de sensores virtuais. A biblioteca originou-se
de projetos de pesquisa conduzidos em colaboragao entre o Programa de Engenharia
Quimica da COPPE/UFRJ e o CENPES/Petrobras e oferece diversas ferramentas e

funcionalidades para andlise de dados, incluindo modelos de regresséo e
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reconstrucio, pipelines de pré-processamento, alarmes e visualizagdo de dados.
(MELO et al., 2023).

De acordo com Melo et al. (2023), a BibMon foi projetada para ser extensivel e de facil
manutengao, permitindo a integracdo de novos modelos e metodologias. A biblioteca
oferece modelos como PCA (Analise de Componentes Principais), ESN (Redes
Neurais de Estado de Eco) e algoritmos baseados em similaridade, além de recursos

para pré-processamento de dados e geracao de graficos de controle.

A instancia proposta integra a biblioteca BibMon a pipeline de dados, nas camadas de
processamento e predigdo, para auxiliar no monitoramento e deteccao de falhas em

pocos de petrdleo. A BibMon sera utilizada para:

1. Pré-processamento dos dados: Limpeza, tratamento de valores ausentes e
normalizagdo dos dados, utilizando as fung¢des da classe PreProcess. (MELO
et al., 2023)

2. Criagao e treinamento de modelos: Implementagao e treinamento de modelos
de Machine Learning, como Random Forest e Regressao Linear, utilizando a
classe sklearnRegressor. (MELO et al., 2023)

3. Avaliacao do desempenho dos modelos: Calculo de métricas de desempenho,
como SPE (Squared Prediction Error) e FDR (Fault Detection Rate), utilizando
as fungdes plot_SPE e plot_predictions. (MELO et al., 2023)

4. Geracgao de gréficos e visualizagbes: Criagdo de graficos de controle e mapas
de diagndstico para auxiliar na interpretacao dos resultados e na identificagéao
de anomalias, utilizando as fungbes plot SPE, plot predictions e

spearmanr_dendrogram. (MELO et al., 2023)

A integracao da BibMon a insténcia de Big Data permitira o desenvolvimento de um
sistema mais robusto e eficiente para o monitoramento e a deteccao de falhas em
pocos de petroleo, aproveitando as funcionalidades da biblioteca para pré-

processamento, modelagem, avaliagéo e visualizagdo dos dados.
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2.4 Arquitetura NIST de referéncia para Big Data

O Instituto Nacional de Padrdes e Tecnologia (NIST), dos Estados Unidos, busca
impulsionar a inovagcdo e a competitividade industrial por meio de colaboragdes
internacionais para estabelecer padroes de referéncia e conduzir medi¢cdes precisas.
(NIST, 2019)

Em 2013, o NIST formou o Grupo de Trabalho Publico de Big Data (NBD-PWG) com
o0 objetivo de promover o avango do Big Data. O NBD-PWG, composto por
representantes da industria, universidades e governo, documentou suas atividades
em uma série de sete volumes, que abordam tépicos como definicbes, taxonomia,

seguranga, privacidade e arquitetura de Big Data. (NIST, 2019)

O NBD-PWG propbés um modelo conceitual de arquitetura de referéncia para Big Data,
independente de fornecedor, tecnologia e infraestrutura. Esse modelo, conhecido
como NBDRA (NIST Big Data Reference Architecture), descreve as caracteristicas,
os sistemas e a analise de Big Data, considerando a relagédo custo-beneficio. (NIST,
2019)

A NBDRA é um guia para a construgdo de sistemas de Big Data, definindo os

seguintes componentes e suas interagdes:

1. Sistema Orquestrador: Define os requisitos e politicas para o sistema de Big
Data, monitorando a conformidade e o ciclo de vida dos dados. (NIST, 2019)

2. Provedor de Dados: Introduz dados no sistema, provendo acesso para
processamento e analise. (NIST, 2019)

3. Provedor de Aplicacdes de Big Data: Executa o processamento e a analise,
transformando e extraindo informagdes. (NIST, 2019)

4. Provedor de Framework de Big Data: Fornece a infraestrutura para o sistema,
incluindo plataformas, armazenamento e gerenciamento. (NIST, 2019)

5. Consumidor de Dados: Utiliza os resultados para gerar insights, tomar decisées
e criar valor. (NIST, 2019)

A NBDRA também define duas camadas que interagem com todos os componentes:
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1. Camada de Gerenciamento: Responsavel por gerenciar os recursos do
sistema, incluindo provisionamento, configuragdo, monitoramento e
gerenciamento do ciclo de vida dos dados. (NIST, 2019)

2. Camada de Seguranga e Privacidade: Responsavel por proteger e garantir a
privacidade dos dados, incluindo autenticagdo, autorizagao e auditoria. (NIST,
2019)

A Figura 1 ilustra a arquitetura de referéncia NIST para Big Data, com seus
componentes e camadas.
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Figura 2 - Arquitetura de referéncia NIST para Big Data (NIST, 2019)

2.5 Tecnologias de Big Data

As tecnologias de Big Data sao ferramentas e plataformas projetadas para lidar com

grandes volumes de dados, alta velocidade de ingest&o e variedade dos dados. Essas
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tecnologias permitem a coleta, o armazenamento, o processamento e a analise de

dados em escala.

A solugéo Big Data proposta para detecgdo de anomalias em pogos de petréleo utiliza
diversas tecnologias, que podem ser categorizadas de acordo com os papéis definidos
na Arquitetura de Referéncia NIST para Big Data (NBDRA):

1. Sistema Orquestrador:
No projeto em questao, o Apache Airflow, em sua versao 2.10, sera incorporado ao
provedor de framework através do Amazon Managed Workflows for Apache Airflow
(MWAA), um servigco gerenciado da AWS que facilita a execu¢ao de workflows do
Apache Airflow em nuvem. O MWAA oferece uma experiéncia "Airflow as a Service",
simplificando a configuragdo, a operagdo e a escalabilidade do Airflow. (Amazon
MWAA Documentation, 2024)

O Apache Airflow é uma plataforma de cddigo aberto para orquestrar workflows de
forma programatica. Ele permite definir, agendar e monitorar fluxos de trabalho
complexos, como pipelines de dados, de forma visual e intuitiva. (Apache Airflow

Documentation, 2024)

As tarefas do workflow sao definidas como DAGs (Directed Acyclic Graphs), que sao
grafos aciclicos direcionados que representam a sequéncia de operagdes a serem
executadas. O Airflow agenda e monitora a execugao das DAGs, garantindo que as

tarefas sejam executadas na ordem correta e no momento certo.

A utilizacdo do Airflow como sistema orquestrador garante a automacao, a
organizagao e a confiabilidade de lidar com o grande volume de dados do dataset 3W.
Permite o versionamento das etapas orquestradas, o desenvolvimento colaborativo e

o monitoramento da execugao das tarefas, gerando alertas em caso de falhas.

2. Provedor de Dados:
A solugao utilizara o Amazon Simple Storage Service (Amazon S3). Um servigo de
armazenamento de objetos que oferece escalabilidade, disponibilidade de dados,

seguranga e performance lideres do setor. (Amazon, 2024)

No Amazon S3, os dados sdo armazenados em buckets, que sao containers para

objetos. Os arquivos Parquet que contém os dados dos pocos de petréleo podem ser
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diretamente mapeados para objetos no S3. O Amazon S3 atua entdo, como o
repositorio central para todos os dados do projeto, incluindo dados brutos,

processados e resultados de predigdes.

Para Cleveland (2023), o Amazon S3 foi criado para armazenar e recuperar qualquer
quantidade de dados a qualquer momento, de qualquer lugar. Sua durabilidade e
disponibilidade o tornam uma escolha atraente para cargas de trabalho de Big Data.

Além disso, ele oferece uma ampla gama de integragées com estruturas de Big Data.

3. Provedor de Aplicacdes de Big Data:
Esse componente € responsavel por executar o processamento e a analise dos dados.
Na solugdo proposta, essa fungao é realizada por uma combinag¢ao de tecnologias,
incluindo o Apache Spark, para processamento distribuido e andlise de dados em
larga escala e a biblioteca BibMon, para pré-processamento de dados, implementagao

de algoritmos de Machine Learning e geragao de visualizagdes.

O Apache Spark € um sistema de processamento distribuido de cédigo aberto usado
para workloads de Big Data. Ele sera utilizado em varias camadas da solucéo, desde
a conectividade rapida para acessar os dados brutos no Amazon S3, até a integracao
com o Catalogo de Dados do AWS Glue (servico de integracdo de dados com
tecnologia sem servidor que facilita a descoberta, preparagdo, movimentacdo e
integracdo de dados de varias fontes para andlise, Machine Learning e

desenvolvimento de aplicagdes). (Amazon, 2024)

A integracao do Spark e da BibMon garante que a solugao seja capaz de processar
grandes volumes de dados de forma eficiente e que os algoritmos de Machine

Learning sejam aplicados de forma otimizada.

O Amazon EMR (anteriormente chamado de Amazon Elastic MapReduce) é uma
plataforma de cluster gerenciada que simplifica a execugao de estruturas de Big Data,
como o Apache Spark, na AWS para processar e analisar grandes quantidades de
dados. (Amazon, 2024) Sera utilizado para transformar e mover grandes quantidades
de dados para dentro e para fora da camada de armazenamento com Amazon Simple

Storage Service (Amazon S3).
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Amazon SageMaker Spark € uma biblioteca Spark de cédigo aberto que ira criar
pipelines de aprendizado de maquina do Spark. Isso simplificara a integracdo dos

estagios, como treinamento e hospedagem de modelos.

4. Provedor de Framework de Big Data:
O Provedor de Framework de Big Data é a infraestrutura que suporta o sistema. A
instancia apresentada utiliza a plataforma Amazon Web Services (AWS) como

plataforma de computagdo em nuvem, incluindo:

Processamento e Analise de Dados:

a) Apache Spark no Amazon EMR: Plataforma de processamento distribuido
para Big Data, utilizada para processamento em cluster.

b) AWS Glue: Servigco de integracdo de dados serverless que facilita a
preparacdo e movimentacao de dados.

c) Amazon SageMaker: Servigco para construir, treinar e implantar modelos de
Machine Learning em escala.

Armazenamento de Dados:

a) Amazon S3 (Simple Storage Service): Servigo de armazenamento de
objetos escalavel e duravel.

Organizagéo e Distribuicdo de Dados:

a) AWS Glue Data Catalog: Catalogo centralizado de metadados para dados
armazenados no S3.

b) Amazon Athena: Servigo de consulta interativa que permite executar SQL
diretamente no S3 e oferece suporte ao formato Parquet.

c) Amazon SageMaker Canvas: Interface visual sem codigo que permite
preparar dados, criar e implantar modelos de Machine Learning altamente
precisos, utilizando métodos Ensemble, simplificando o ciclo de vida de
Machine Learning de ponta a ponta.

Infraestrutura de Rede e Computagao:

a) Amazon VPC (Virtual Private Cloud): Provisdo de uma rede virtual isolada
para os recursos AWS.

b) Auto Scaling Groups: Para ajustar automaticamente a capacidade
computacional conforme a demanda.

Mensageria e Comunicagao:
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a) DAG (Directed Acyclic Graph): Conceito centro do Airflow, reune tarefas,
organizadas com dependéncias e relacionamentos para dizer como elas
devem ser executadas.

b) SageMakerEndpointOperator: Recurso do Airflow para enviar dados
processados aos endpoints (Ponto URL de entrada para o servico AWS).

Gerenciamento de Recursos:

a) AWS Config: Garante conformidade com politicas internas e
regulamentacgdes.

b) AWS IAM (Identity and Access Management): Gerenciamento de acesso e
permissoes.

c) AWS CloudWatch: Monitoramento e coleta de métricas dos recursos e
aplicacoes.

A utilizagdo da AWS como Provedor de Framework garante a escalabilidade, a

disponibilidade e a seguranca do sistema.

5. Consumidor de Dados:
O Consumidor de Dados é o usuario final do sistema, que pode ser um engenheiro,
um operador, um gerente da area de producdo de petréleo ou a comunidade de

cientistas e analistas de dados.

A solugao proposta disponibiliza os resultados do processamento e da andlise de

dados por meio de pontos que permitem ao consumidor de dados:

Realizar consultas SQL para extrair subconjuntos especificos dos dados
conforme necessario.

Popular aplicacbes Upstream.

Modelos treinados sdo implantados e podem consumir novos dados para
predicdes, acessando novamente o S3 ou recebendo dados em tempo real.

Conectar-se a solugdes de visualizagdes de dados e disparo de alertas.

Ao seguir a arquitetura de referéncia NIST, a solugao Big Data proposta para detecgao
e monitoramento de falhas em pogos de petrdleo garante a organizagdo, a
estruturacao e a escalabilidade do sistema, além de facilitar a analise de requisitos e

o desenvolvimento de uma solugao eficiente e robusta.
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2.6 Machine Learning e a abordagem Ensemble

O aprendizado de maquina para séries temporais se mostra promissor para a
detecgcdo de anomalias em processos industriais, especialmente em pogos de
petréleo, onde os dados sdo coletados sequencialmente ao longo do tempo.
Algoritmos de Machine Learning podem ser utilizados para analisar e modelar dados
de séries temporais, como pressao, temperatura e vazao, para identificar padrdes e
desvios que indicam anomalias. No contexto deste trabalho, o objetivo é utilizar
modelos combinados de Machine Learning na camada de predicdo, Método
Ensemble, para detectar anomalias que podem indicar falhas nos pogos. Cha Zhang,
2012 apresenta como os métodos Ensemble sao eficientes e versateis para solucionar
uma grande variedade de problemas relacionados a classificagcéo, além de reduzir a

variancia e aumentar a acuracia de sistemas de tomada de decisio.

2.6.1 Anadlise do Dataset 3W no Contexto de Séries Temporais

O dataset 3W é uma série temporal multivariada, pois cada observagao no tempo
inclui multiplas variaveis medidas simultaneamente. (MORETTIN; et al., 2023) Essas
variaveis incluem pressao, temperatura, vazado e estado das valvulas, que juntas
caracterizam o comportamento dindmico de um poco de petrdleo. A natureza
multivariada do dataset € crucial para capturar as complexas interacdoes entre as

diferentes variaveis e, assim, detectar anomalias que podem ser indicativas de falhas.

As séries temporais do 3W sado, em geral, ndo lineares e discretas. Essa nao
linearidade é esperada em sistemas complexos como pocos de petréleo, onde
diversos fatores fisicos, quimicos e geoldgicos interagem de maneira complexa.
Apesar de o tempo ser continuo, as medicbes sdo registradas em momentos
especificos, formando uma sequéncia discreta de dados. Em algumas séries
temporais do 3W, é possivel observar sazonalidade. No caso dos pogos de petréleo,
a sazonalidade pode estar relacionada aos ciclos de produgéo, de injegdo de gas ou

agua, ou a outros fatores que influenciam a produgao de forma periodica.

Principalmente, observa-se que as séries temporais multivariadas, nao lineares, de

atributos discretos e continuos do dataset 3W estdo sujeitas a ruidos, outliers e
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mudangas abruptas que podem ser indicativos de erros de medigao, eventos externos,
como intervencdes na operacdo do pogo, ou indicar anomalias que podem gerar
falhas, e encontrar estes padroes € justamente o objetivo do uso, na modelagem

preditiva, de algoritmos de aprendizado de maquina ou de aprendizado profundo.

Parte importante dessa instancia de Big Data é ser capaz de usar diferentes formas
para analisar correlagdes positivas, negativas ou nulas na modelagem de dados, com
0 objetivo de entender o comportamento do sistema e selecionar as features mais
relevantes evitando redundancias e multicolinearidade. A biblioteca BibMon oferece
ferramentas para auxiliar na andlise de correlagdo, como a fungao
spearmanr_dendrogram, que gera um dendrograma de correlacbes de Spearman.
(MELO et al., 2023, p. 4)

2.6.2 Algoritmos suportados pela solugao

Algumas técnicas que podem ser consideradas, e que sdo suportadas pela solugéo,

sao:

Modelos de classificagdo: Algoritmos como Arvores de Decisdo ou mesmo o
modelo Random Forest podem ser utilizados para classificar as observagoes
como normais ou andmalas. O algoritmo Random Forest é geralmente robusto
a alta dimensionalidade, pois ele cria multiplas arvores de decisdo que
consideram diferentes subconjuntos de features. Isso ajuda a reduzir o

overfitting e a capturar as interagdes entre as variaveis.

Deep Learning: Redes Neurais Recorrentes (RNN), como LSTM (Long Short
Term Memory Unit), podem ser eficazes na detecgdo de anomalias em séries
temporais, pois conseguem capturar relagdes nao lineares complexas nos
dados. As RNNs podem ser especialmente uteis para lidar com a nao

linearidade e a alta frequéncia de amostragem do dataset 3W.

A selecéo do algoritmo de Machine Learning mais adequado para cada tipo de evento

andmalo deve ser feita com base em uma analise criteriosa do dataset 3W e dos
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requisitos do sistema. A alta dimensionalidade do dataset 3W pode ser um desafio
para qualquer modelo utilizado. Técnicas de reducgéo de dimensionalidade, como PCA
(Analise de Componentes Principais), podem ser aplicadas aos dados pré-
processados para gerar os componentes principais, reduzir o numero de features e
melhorar o desempenho dos modelos. A BibMon facilita a aplicacdo do PCA e a
integracdo com os modelos de Machine Learning através da classe PCA para criar
um modelo PCA. O método fit pode ser usado para treinar o modelo com os dados
pré-processados e, o atributo components_, para obter os componentes principais e
transformar os dados originais nos novos componentes principais selecionados com
o método transform. Assim, os dados transformados (com dimensionalidade reduzida)

podem ser utilizados para treinar os modelos de Machine Learning selecionados.

A BibMon oferece fungdes para visualizar os resultados do PCA, como
plot_cumulative_variance e plot_SPE, que ajudam na andlise e interpretacdo dos

dados.

2.6.3 Abordagem Ensemble

O uso de métodos Ensemble em Machine Learning € amplamente reconhecido por
sua capacidade de melhorar a precisdo e a robustez de modelos preditivos. No
contexto do dataset 3W, que inclui dados complexos e multivariados para deteccao
de falhas em pocgos de petréleo, o Ensemble torna-se especialmente relevante, pois
permite combinar as vantagens de multiplos algoritmos para mitigar erros associados

a variancia e viés.

Na figura 2, apresentamos um “funil” conceitual que ilustra a jornada dos dados desde
a producdo por sensores, em pocos de petréleo, até a geracdo de insights
estratégicos. Nele, as informagdes coletadas em campo passam por uma plataforma
robusta de Big Data, onde sao agregadas e processadas em larga escala. Os dados
transformados sdo enviados a uma camada de predicao onde, multiplos modelos de
Machine Learning (varias redes neurais ou algoritmos especializados), organizados
em um método ensemble, classificam o estado de operagao e identificam possiveis
anomalias. Finalmente, no nivel superior, surgem os resultados ou endpoints de

inferéncia, tais como previsées (Predictions), analise de causa-raiz (Root Cause
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Analysis), analise de tendéncias (Trend Analysis), detec¢cao de anomalias (Anomaly
Detection) e meta-learning. Essa disposicdo em camadas lembra a trajetéria dos

dados: da coleta bruta até a entrega de insights avancados.

— Predictions

— Root Cause Analysis (RCA)
— Trend Analysis

— Anomaly Detection

— Meta-Learning

ERNE RN ERNE R E N (E

Multiplos Endpoints de Inferéncia

pdbdbdbdbdbdbdben
L S K

Operacdo andmala

it

Abordagem com Miuiltiplos Modelos Especializados
Ensemble Learning

w
g

Big Data Analytics

Operacao normal

Poco n

Figura 3 - Jornada dos dados desde a produgéao, por sensores instalados em pogos de petroleo, até a
geragao de insights estratégicos sob abordagem Ensemble. (O autor, 2024).

Técnicas de Ensemble, como Bagging, Boosting e Stacking, oferecem solugdes
adaptaveis para problemas inerentes ao dataset 3W como, alta dimensionalidade,

desbalanceamento de classes e correlagdo entre variaveis.
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Bagging: Divide o dataset em subconjuntos para treinar multiplos modelos
independentes. No contexto do 3W, isso pode ser implementado no Amazon
SageMaker, utilizando o algoritmo Random Forest. Cada modelo treina em diferentes

subconjuntos dos dados, reduzindo a variancia e melhorando a robustez geral.

Boosting: Ajusta o peso das observagdes mal classificadas em iteragdes sucessivas,
permitindo que o modelo aprenda com erros anteriores. Técnicas como o XGBoost
podem ser configuradas no SageMaker para explorar este método, particularmente

util para capturar padroes sutis em falhas raras.

Stacking: Utiliza multiplos modelos base para gerar previsdbes que sdo entao
combinadas por um meta-modelo. Essa abordagem, configurada no SageMaker com
frameworks como TensorFlow ou Scikit-learn, pode combinar a forca de diversos

algoritmos, criando um modelo final mais robusto e generalizavel.

A abordagem Ensemble aplicada ao dataset 3W é projetada para maximizar a
precisdo na deteccao de anomalias enquanto reduz falsos positivos e negativos. A
combinacéo de algoritmos por meio de Stacking € particularmente promissora, dada
sua flexibilidade e capacidade de incorporar diferentes perspectivas analiticas em um

Unico modelo.

2.6.4 Métricas de avaliacao

A avaliagdo da performance da solugdo de Big Data proposta para deteccao de
anomalias em pogos de petrdleo exige uma analise abrangente que considere
diferentes aspectos, indo além da simples avaliagdo dos modelos de Machine
Learning. As métricas de avaliacdo devem refletir a capacidade da solugao de lidar
com as caracteristicas especificas do dataset 3W, os requisitos do sistema e os

desafios inerentes ao processamento de grandes volumes de dados.
2.6.4.1 Métricas da Solugao Big Data

Escalabilidade: A solugéo deve ser capaz de processar grandes volumes de dados de
forma eficiente, acomodando o crescimento futuro do dataset e a necessidade de

analises mais complexas. A escalabilidade pode ser medida em termos de volume de
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dados processados por unidade de tempo, numero de usuarios simultdneos
suportados e capacidade de resposta do sistema sob diferentes cargas de trabalho.
(NIST, 2019)

Eficiéncia: O tempo de processamento e a utilizagdo de recursos computacionais
devem ser otimizados para garantir a detecgdo de anomalias em tempo real e evitar
atrasos que podem prejudicar a tomada de decisado. A eficiéncia pode ser medida em
termos de tempo de resposta do sistema, consumo de CPU e memodria, e custo de

processamento por unidade de dado. (NIST, 2019)

Robustez: A solugao deve ser resiliente a falhas e robusta o suficiente para lidar com
dados incompletos ou inconsistentes. A robustez pode ser medida em termos de
tempo de recuperagao em caso de falhas, capacidade de lidar com dados faltantes ou

corrompidos e taxa de erros no processamento de dados. (NIST, 2019)

Manutenibilidade: O sistema e o codigo-fonte devem ser claros, organizados e bem
documentados para faciltar a manutencdo e a atualizagcdo da solugdo. A
manutenibilidade pode ser medida em termos de tempo e esfor¢o necessarios para

corrigir erros, implementar novas funcionalidades e atualizar o sistema.

Usabilidade: A interface de visualizacao e os dashboards devem ser intuitivos e faceis
de usar, permitindo que os usuarios finais compreendam os resultados e tomem
decisdes de forma rapida e eficiente. A usabilidade pode ser medida por meio de
testes com usuarios, avaliando a facilidade de aprendizado, a eficiéncia na realizacao

de tarefas e a satisfacao dos usuarios. (NIST, 2019)

Seguranca: A solugdo deve garantir a seguranca e a privacidade dos dados,
implementando mecanismos de autenticagao, autorizagao e criptografia para proteger
as informagdes confidenciais. A seguranga pode ser medida em termos de numero de
tentativas de acesso nao autorizado, taxa de sucesso em ataques de seguranga,
tempo de recuperagdo em caso de incidentes de seguranga e conformidade com a

legislacao de privacidade de dados local. (NIST, 2019)

Custo-beneficio: A implementacdo e a operagdo da solucdo devem ser
economicamente viaveis, considerando o custo da infraestrutura, dos servigos e da

equipe de desenvolvimento e manutengao. O custo-beneficio pode ser medido em
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termos de retorno sobre o investimento, tempo de retorno do capital investido e
economia de custos em relagdo aos metodos tradicionais de detecgdo de anomalias.
(NIST, 2019)

2.6.4.2 Métricas dos Modelos de Machine Learning

As métricas de avaliagdo dos modelos de Machine Learning também sao importantes
para a avaliagao da performance da solu¢do Big Data, pois fornecem informagdes
sobre a capacidade do sistema de detectar anomalias com precisdo. Algumas

meétricas relevantes sao:

Erro Quadratico de Predicdo (SPE): Mede a diferenga entre os valores reais e os

valores previstos pelo modelo, avaliando a qualidade da previsdo. (MELO et al., 2023)

Taxa de Detecgéo de Falhas (FDR): Mede a propor¢cao de anomalias corretamente
identificadas pelo sistema, avaliando a sensibilidade do modelo na detec¢do de
eventos andmalos. (MELO et al., 2023)

Acuracia: A acuracia sera utilizada para avaliar a capacidade do modelo de classificar
corretamente as amostras como normais ou anémalas. Uma alta acuracia indica que

o modelo é capaz de distinguir entre os diferentes estados do poco.
2.6.4.3 Relacao entre as Métricas

As métricas dos modelos de Machine Learning, como SPE, FDR e acuracia, fornecem
informagdes importantes para a avaliagéo da performance da solugao Big Data como
um todo. Por exemplo, uma alta taxa de falsos positivos nos modelos pode indicar a
necessidade de ajustes na etapa de pré-processamento dos dados ou na escolha dos

algoritmos, impactando a robustez e a eficiéncia da solugao.

A escolha das métricas de avaliacdo deve ser feita de forma criteriosa, considerando
0s objetivos do projeto, as caracteristicas do dataset 3W e os requisitos da solugéo
Big Data. A utilizacdo de diferentes métricas, que avaliam tanto os modelos de
Machine Learning quanto a solugdo como um todo, permitem uma andlise mais

completa e abrangente da performance do sistema.
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3 INSTANCIA DE BIG DATA PARA O MONITORAMENTO DE
ANOMALIAS E A DETECGAO PREDITIVA DE FALHAS EM POGOS
DE PETROLEO, UTILIZANDO APRENDIZAGEM DE MAQUINA

Visando atender a necessidade da industria de petroleo e gas de monitorar e detectar
anomalias em pogos de petrdleo de forma eficiente e escalavel, estruturamos a
instancia de Big Data em camadas, integrando diferentes tecnologias e ferramentas
para coletar, armazenar, processar, analisar e visualizar dados. A disposi¢ao do
sistema € baseada na Arquitetura de Referéncia NIST para Big Data (NBDRA), que
fornece um modelo conceitual para a organizacao e estruturacao de sistemas de Big
Data. (NIST, 2019)

A solucgao integra o dataset 3W da Petrobras, que fornece dados reais de pocos de
petréleo, a biblioteca BibMon da Petrobras, que oferece ferramentas para pré-
processamento, andlise e modelagem de dados e tecnologias de Big Data
provisionadas pelo servico de computagdo em nuvem da AWS (Amazon Web
Services).

3.1 Diagrama da Instancia

A figura 2 a seguir, apresenta um diagrama com a visdo geral, de alto nivel, da
instancia de Big Data para monitoramento e detecc¢ao de falhas em pogos de petréleo

baseada na arquitetura de referéncia NIST para Big Data. (NIST, 2019)
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Figura 4 — Diagrama da instancia de Big Data para monitoramento e detecgéo de falhas em pogos de
petréleo. O autor, 2024.

A seguir, um resumo do comportamento do sistema:

1. Ingestao e Catalogacéao:
1.1. 0 AirFlow inicia o processo e aciona o AWS Glue Crawler.
1.2.0 Crawler escaneia os dados no S3 e atualiza o Data Catalog.
1.3. O Dicionario de Dados ¢é sincronizado com as novas informacdes.
2. Processamento e Transformacao:
2.1.Scripts PySpark sao executados via AWS Glue Jobs, orquestrados pelo
AirFlow.
2.2.A BibMon ¢ integrada para pré-processamento e analise.

2.3.Dados séo limpos, normalizados e transformados.
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3. Modelagem e Predicéo:
3.1.Modelos de Machine Learning sao treinados utilizando BibMon e PySpark.
3.2. Avaliacio e validacdo dos modelos sio realizadas.
3.3.Modelos e resultados sdo armazenados no S3.
4. Carregamento e Disponibilizagdo:
4.1.Dados processados sao escritos de volta no S3.
4.2.0 Data Catalog ¢é atualizado para refletir as mudancas.
4.3.Resultados s&o disponibilizados para visualizagdo e consumo.
5. Visualizacdo e Monitoramento:
5.1. Disponibilizado endpoint para consulta SQL direta ou consumo por aplicagdes
downstream.
5.2. Dashboards interativos permitem a analise dos resultados.
5.3. Alertas sédo configurados para notificagbes em tempo real.

5.4. 0 sistema é monitorado e mantido para garantir desempenho e segurancga.

3.2 Fontes de dados

Disponibilizado publicamente pelo repositério da Petrobras no GitHub

(https://github.com/petrobras/3W/), o dataset 3W, em sua versao 2.0.0, langado em

25 de julho de 2024, possui 1,74GB e contém 2228 arquivos Parquet distribuidos em

10 pastas, representando diferentes tipos de eventos e cenarios.

O formato de armazenamento em colunas e de cédigo aberto, caracteristicas basicas
dos arquivos Parquet, sdo ideais para cenarios de Big Data e consultas analiticas. Um
arquivo Parquet armazena colunas juntas para que os bancos de dados possam
retornar informagcbes de uma coluna especifica mais rapidamente, em vez de

pesquisar em cada linha com varias colunas.

O dataset 3W esta dividido em 10 pastas numeradas sequencialmente de 0 a 9,

representando cada uma, tipos especificos de anomalias em pogos de petroleo:
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Pasta Evento Descricao

0 NORMAL Operagéo normal do poco.

1 ABRUPT_INCREASE_OF BSW Aumento abrupto de agua produzida.

2 SPURIOUS_CLOSURE_OF _DHSV  Fechamento espurio da valvula de seguranca de
fundo de poco (DHSV).

3 SEVERE_SLUGGING Slug flow severo (oscilagbes na produgédo de
6leo e gas).

4 FLOW_INSTABILITY Instabilidade no fluxo de produgao.

5 RAPID_PRODUCTIVITY_LOSS Perda rapida de produtividade do poco.

6 QUICK_RESTRICTION_IN_PCK Restrigdo rapida no choke de produgao (PCK).

7 SCALING_IN_PCK Formagdo de incrustacdes no choke de
produgao.

8 HYDRATE_IN_PRODUCTION_LINE Formacao de hidratos na linha de produgao.

9 HYDRATE_IN_SERVICE_LINE Formacéo de hidratos na linha de servigo.

Tabela 2 — Pastas do dataset 3W separadas por tipo de evento anémalo.

Cada uma dessas pastas contém dezenas de arquivos e cada arquivo é capaz de
armazenar informacgdes observadas em diferentes intervalos de dias, auferidas a cada

segundo, podendo conter milhares de linhas cada arquivo.

Sao 28 as variaveis de processo observadas e todos os pocos, além da data da

observacao:
Variavel Unidade | Descricao
Timestamp seg Instante em que a observagao foi gerada.
ABER-CKGL % Abertura do choke de gas lift.
ABER-CKP % Abertura do choke de produgéo.
ESTADO-DHSV - Estado da valvula de seguranca de fundo de pogo (valores possiveis:
0,0.50u1).
ESTADO-M1 - Estado da valvula mestre de produgéo (valores possiveis: 0, 0.5 ou 1).
ESTADO-M2 i Estado da valvula mestre do anular (valores possiveis: 0, 0.5 ou 1).
ESTADO-PXO - Estado da valvula de crossover de pig (valores possiveis: 0, 0.5 ou 1).
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ESTADO-SDV- - Estado da valvula de shutdown de gas lift (valores possiveis: 0, 0.5 ou
GL 1).
ESTADO-SDV- - Estado da valvula de shutdown de produgao (valores possiveis: 0, 0.5
P ou 1).
ESTADO-W1 - Estado da valvula de asa de producgéo (valores possiveis: 0, 0.5 ou 1).
ESTADO-W2 - Estado da valvula de asa do anular (valores possiveis: 0, 0.5 ou 1).
ESTADO-XO - Estado da valvula de crossover (valores possiveis: 0, 0.5 ou 1).
P-ANULAR Pa Pressao no anular do poco.
P-JUS-BS Pa Pressé&o a jusante da bomba de servico.
P-JUS-CKGL Pa Presséao a jusante do choke de gas lift.
P-JUS-CKP Pa Presséo a jusante do choke de produgéo.
P-MON-CKGL Pa Pressdo a montante do choke de gas lift.
P-MON-CKP Pa Press&o a montante do choke de produgao.
P-MON-SDV-P Pa Pressédo a montante da SDV de produgéo.
P-PDG Pa Pressao no medidor permanente de fundo de pogo.
PT-P Pa Presséo a jusante da valvula de asa de produgéao no tubo de produgao.
P-TPT Pa Pressao no transdutor de temperatura e pressao.
QBS m?3/s Vazao na bomba de servigo.
QGL m3/s Vazao de gas lift.
T-JUS-CKP °C Temperatura a jusante do choke de produgao.
T-MON-CKP °C Temperatura a montante do choke de producgao.
T-PDG °C Temperatura no medidor permanente de fundo de poco.
T-TPT °C Temperatura no transdutor de temperatura e pressao.

Tabela 3 — Variaveis monitoradas, unidade de medida e descrigao.

Também dois rétulos de informacgdes sobre os estados dos pogos de petréleo:

class: Rétulo da observacao, indicando a classe de evento.

a) 0= Operagédo Normal

b) 1 a9 = Estado de anomalia

c) 101 a 109 = Estado de transi¢ao para uma anomalia
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state: Estado operacional do pogo. Aberto ou fechado.

Os arquivos dentro das pastas sdo nomeados de acordo com a seguinte estrutura:
WELL-99999 AAAAMMDD170106.parquet, onde:

WELL.: Indica que o arquivo contém dados de um pogo de petréleo real.

99999: E o nimero do pocgo, que varia de 1 a 42.

AAAAMMDD: E o ano, més e dia em que os dados foram coletados.

O dataset 3W completo contém 2228 arquivos Parquet com dados de pocos reais,
dados simulados e dados desenhados por especialistas. Usaremos neste projeto,
apenas os 1135 arquivos de pocos reais sendo, 594 arquivos com observacoes de

operagdes normais e 541 arquivos contendo eventos indesejados.

Pasta Descri¢cao do evento Identificagao Ano da Qtd de
do Pogo observagdo arquivos

0 Operagao normal do pogo 01 2017 93
0 Operagéo normal do pogo 02 2013 8
0 Operagéo normal do pogo 02 2017 201
0 Operagao normal do pogo 03 2017 26
0 Operagao normal do pogo 04 2014 12
0 Operagéo normal do pogo 05 2017 81
0 Operacgéo normal do pogo 06 2017 113
0 Operacao normal do pogo 07 2017 2
0 Operacgéo normal do poco 08 2017 57
0 Operacao normal do pogo 19 2017 1
1 Aumento abrupto de agua produzida 01 2014 1
1 Aumento abrupto de agua produzida 02 2014 1
1 Aumento abrupto de agua produzida 06 2017 1
1 Aumento abrupto de agua produzida 06 2018 1
2 Fechamento espurio da valvula de seguranga 02 2013 1
de fundo de pogo (DHSV)
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Fechamento espurio da valvula de seguranca 03 2014 1

de fundo de pogo (DHSV)

Fechamento espurio da valvula de segurancga 03 2017 1

de fundo de pogo (DHSV)

Fechamento espurio da valvula de seguranca 03 2018 1

de fundo de pogo (DHSV)

Fechamento espurio da valvula de segurancga 09 2017 1

de fundo de pogo (DHSV)

Fechamento espurio da valvula de seguranca 10 2017 1

de fundo de pogo (DHSV)

Fechamento espurio da valvula de seguranga 11 2014 13
de fundo de pogo (DHSV)

Fechamento espurio da véalvula de segurancga 12 2017 12
de fundo de pogo (DHSV)

Fechamento espurio da valvula de seguranga 13 2017 1

de fundo de pogo (DHSV)

Oscilagbes na produgao de 6leo e gas 01 2017 1

Oscilagbes na produgao de 6leo e gas 14 2017 31
Instabilidade no fluxo de produgéo 01 2017 36
Instabilidade no fluxo de produgéo 02 2013 23
Instabilidade no fluxo de produgéo 02 2014 89
Instabilidade no fluxo de producgéo 04 2014 43
Instabilidade no fluxo de produgao 05 2017 38
Instabilidade no fluxo de produgéo 07 2017 10
Instabilidade no fluxo de produgao 10 2018 83
Instabilidade no fluxo de produgéo 14 2017 21
Perda rapida de produtividade do pogo 15 2017 1

Perda rapida de produtividade do pogo 16 2018 4
Perda rapida de produtividade do pogo 20 2014 6
Restricao rapida no choke de produgao (PCK) 02 2014 3
Restricao rapida no choke de produgao (PCK) 04 2017 3
Formacdo de incrustagdbes no choke de 01 2017 1

producao
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Formacédo de incrustacbes no choke de 06 2018 2
producgéo

Formacdo de incrustacbes no choke de 21 2018 1
producao

Formacdo de incrustagbes no choke de 21 2019 1
producéo

Formacdo de incrustacbes no choke de 22 2018 8
producao

Formacdo de incrustacbes no choke de 23 2018 4
producgéo

Formagédo de incrustagcbes no choke de 24 2016 19
producao

Formacéo de hidratos na linha de produgéo 19 2012 1
Formacéo de hidratos na linha de produgao 19 2014 1
Formacao de hidratos na linha de produgéo 19 2015 1
Formacéo de hidratos na linha de produgao 19 2021 1
Formacao de hidratos na linha de produgéo 25 2020 1
Formacéo de hidratos na linha de produgao 26 2016 1
Formacao de hidratos na linha de produgéo 26 2017 2
Formacéo de hidratos na linha de produgao 27 2023 1
Formacao de hidratos na linha de produgao 28 2021 1
Formacéo de hidratos na linha de produgao 29 2020 1
Formacao de hidratos na linha de produgao 30 2014 1
Formacéo de hidratos na linha de produgao 31 2014 1
Formacéo de hidratos na linha de produgéo 32 2011 1
Formagéo de hidratos na linha de servigo 10 2018 5
Formacéo de hidratos na linha de servigo 14 2016 2
Formacéo de hidratos na linha de servigo 14 2017 1
Formacéo de hidratos na linha de servigo 15 2019 1
Formacéo de hidratos na linha de servigo 16 2015 1
Formacéo de hidratos na linha de servigo 16 2019 2
Formacéo de hidratos na linha de servigo 20 2013 1
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9 Formacéo de hidratos na linha de servigo 33 2019 6
9 Formacéo de hidratos na linha de servigo 34 2019 6
9 Formacéo de hidratos na linha de servigo 35 2019 6
9 Formacéo de hidratos na linha de servigo 36 2019 3
9 Formacéo de hidratos na linha de servigo 37 2018 2
9 Formacéo de hidratos na linha de servigo 37 2019 2
9 Formacéo de hidratos na linha de servigo 38 2019 2
9 Formagéo de hidratos na linha de servigo 39 2019 2
9 Formacéo de hidratos na linha de servigo 40 2018 1
9 Formacéo de hidratos na linha de servigo 41 2018 1
9 Formacéo de hidratos na linha de servigo 41 2019 8
9 Formacéo de hidratos na linha de servigo 42 2014 5

Tabela 4 — Quantidade de arquivos disponiveis por pogo, ano da observagéo e tipo de evento.

3.3 Configuragao do Amazon S3 e Organizagao dos Dados

Na primeira etapa no desenvolvimento da solu¢ao de Big Data para detecgao de
anomalias em pogos de petréleo, no ambiente AWS Cloud, acessamos o console do
Amazon S3 e criamos um bucket chamado "dataset3w" na regido us-east-1, para

armazenar todos os dados relacionados ao projeto.
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Figura 5 - Configuragao inicial do bucket Amazon S3 no projeto. O autor, 2024.

Utilizamos o AWS CLI e o Boto3 para organizar e fazer o upload dos dados do dataset

3W para o bucket “dataset3w”.

3.4 Camada de Ingestao de Dados

Acessamos o console do Amazon Managed Workflows for Apache Airflow (MWAA) e

criamos um ambiente Airflow.

No console do MWAA, clicamos em "Create environment".

Nomeamos o ambiente como airflow-dataset3w.

Escolhemos a verséo do Airflow (usada a v2.10.1 de setembro de 2024).
Configuramos as definicées de rede (VPC, subnets, security groups).

Criamos uma role do IAM com as permissdes necessarias para o Airflow
acessar os servicos AWS (S3, Glue etc.).

Configuramos o bucket do S3 para armazenar os DAGs e logs do Airflow.

1. Desenvolvimento do DAG no Airflow
Criamos um DAG chamado etl _dataset 3w para orquestrar as tarefas do
processo ETL.

Cddigo do DAG (etl_dataset_3w.py):
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mazon.aws.operators.glue_crawler imj
L .amazon.aws.o ors.glue import Glue
.utils.dates import

=1
: 'data-engineer’,
'start_date': s_ago{1),
‘email': ['kelly.castro@usp.br'],
‘emaill_on_failure': True,

}

with DAG(
'etl_dataset_3w'

process_data’,
_dataset_3w_job',
's3://scripts-bucket/process_dataset_3w.py',
:="GlueJobRole',

Figura 6 - Codigo do DAG (etl_dataset_3w.py) no Airflow. O autor, 2024.

2. Configuragdo do AWS Glue Crawler
No console do AWS Glue, criamos um Crawler chamado dataset-3w-crawler.

No console do Glue, clicamos em "Crawlers" > "Add crawler".

Nomeamos o crawler como dataset-3w-crawler.

Definimos o caminho de origem como s3://dataset-3w/.

Criamos ou selecionamos uma role do IAM com permissdes para acessar o S3
e operar o Glue (AWSGlueServiceRole).

Configuramos o crawler para executar "On demand".

Definimos o banco de dados de destino no Data Catalog como dataset_3w_db.
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3. Execucgao do Crawler
Iniciamos o crawler manualmente ou através do Airflow (como definido no DAG). O
crawler escaneia os dados no S3, infere os esquemas dos arquivos Parquet e atualiza

o0 AWS Glue Data Catalog com as tabelas correspondentes.

Partitions Indexes Column statistics - new

EditschemaasJSON || Editschema |

| 12 B
v Data type v Partition key v v

double
aber-ckp double
estado-dhsv double
estado-m1 double
estado-m2 double
estado-pxo double
estado-sdu-gl double
estado-sdv-p double
estado-w1 double
estado-w2 double
estadoxo double
p-anular double
pjus-bs double
p-jus-ckgl double
pjus-ckp double
p-mon-ckal double
p-mon-ckp double
p-mon-sdv-p double
p-pdg double

pt-p double

Figura 7 - Configuragao do AWS Glue Crawler. O autor, 2024.

3.5 Processamento e Transformacao com PySpark e BibMon

No AWS Glue, criamos um job chamado process_dataset 3w_job para processar os
dados utilizando PySpark.

No console do Glue, clicamos em "Jobs" > "Add job".
Nomeamos o job como process_dataset 3w_job.
Selecionamos a role do IAM com permissdes necessarias.

Escolhemos o tipo de engine como "Spark".

No script PySpark (process_dataset 3w.py), implementamos as etapas de

transformacgao e modelagem dos dados.
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.context

.context )
.transforms

utils 1 ; ' :
# Btblloteca B bMon
..sql.functions 1

# Parametros do job

.argv, ['process_dataset _3w_job'])

.spark_session

# Lettura dos dados catalogados
of 1) C t .create_dynamic_frame.from_catalog(
‘dataset_3w_db',
0,
‘datasource0’

Figura 8 - Script PySpark utilizado no job process_dataset 3w _job. O autor, 2024.

No DAG do Airflow, o GlueJobOperator executa o job process_dataset 3w_job:

Figura 9 - Uso do GlueJobOperator para orquestragédo do job. O autor, 2024.
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3.6 Modelagem e Predicdo com Machine Learning

Acessamos o console do Amazon SageMaker e criamos um notebook instance

chamado sagemaker-dataset-3w.

No console do SageMaker, clicamos em "Notebook instances" > "Create
notebook instance".
Nomeamos a instancia como sagemaker-dataset-3w.
Escolhemos o tipo de instancia (ml.t2.medium).
Selecionamos uma role do IAM com permissbes para acessar o S3

(AmazonSageMakerFullAccess).

No Jupyter Notebook, desenvolvemos o cddigo para treinamento dos modelos:

from sag
import |
£

f obj.key.endswith('.parquet')]

.name}/{file}')

True)

# Preparacgao dos dados
rop(['target'], axis
df['target’]

-models/random_forest_model. joblib'

)

Figura 10 - Treinamento de modelos no Amazon SageMaker. O autor, 2024.
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Utilizamos o SageMaker para criar um endpoint de inferéncia:

2@
from sage

# Definir o
5 L irNn mo

# Script de inferéncia

ntar o mode
or = ¢ 3

e . ;:1:
ml.m5.large’,
'rf-dataset-3w-endpoint'

Figura 11 - Endpoint de inferéncia configurado no Amazon SageMaker. O autor, 2024.

No script inference.py, definimos as fungdes de transformagao de entrada, predi¢ao e

transformacéao de saida.

3.7 Visualizagao e Anadlise dos Resultados

No AWS SNS, criamos um tépico chamado anomaly-alerts.

No console do SNS, clicamos em "Topics" > "Create topic".
Nomeamos o topico como anomaly-alerts.
Configuramos as permissoes e politicas conforme necessario.
Adicionamos assinaturas (e-mail) para receber notificagoes.
No Airflow, adicionamos uma tarefa que envia notificacbes em caso de anomalias

detectadas:



53

@0
from airflow.providers.amazon.aws.operators.sns import SnsPublis

def check anomalies(**cont }:
# Funcao que verifica se ha anomalias nas predigoes
# Retorna True se houver anomalias
pass

‘notify_anomaly',
arn='arn:aws:sns:region:account-id:anomaly-alerts’,
'Anomalia detectada no pogo X',

Figura 12 - Configuracéao de alertas no AWS SNS. O autor, 2024.

3.8 Monitoramento e Governanga

O Airflow registra logs das execugdes das tarefas, que podem ser acessados através
da interface web do Airflow. Além disso, configuramos o AWS CloudWatch para

monitorar 0s recursos e servigos.

No console do CloudWatch, criamos alarmes para monitorar métricas como
falhas nos jobs do Glue, utilizagdo de CPU das instancias do SageMaker,
dentre outras.

Configuramos os alarmes para enviar notificagdes via SNS.

Também criamos politicas e roles no AWS |IAM para controlar o acesso aos recursos,
aplicando o principio de menor privilégio, garantindo que cada servigo tenha apenas

as permissdes necessarias:

Airflow (MWAA): Acesso ao S3, Glue, SageMaker.
AWS Glue Jobs: Acesso ao S3, Data Catalog.

SageMaker: Acesso ao S3 para ler dados e salvar modelos.
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4 CONCLUSAO

Configuramos uma instancia completa na AWS Cloud para processar o dataset 3W,
integrando a biblioteca BibMon e utilizando diversos servicos AWS como S3, Glue,
SageMaker, Airflow (MWAA) e QuickSight. Este sistema permite:

Ingestéo e Organizacao dos Dados: Estruturamos os dados do dataset 3W no
S3, organizando por classes de falhas.

Processamento e Transformagé&o: Utilizamos o AWS Glue e PySpark com a
BibMon para limpar, transformar e enriquecer os dados.

Modelagem e Predigdo: Treinamos modelos de Machine Learning no
SageMaker e implantamos como endpoints para inferéncia.

Visualizagdo e Andlise: Acesso a consultas SQL via Athena e criagao de
dashboards para monitorar e analisar os resultados.

Alertas e Notificagbes: Configuramos notificagdes automaticas via SNS para
alertar sobre anomalias detectadas.

Monitoramento e Governanga: Implementamos praticas de seguranga,

monitoramento e auditoria com IAM e CloudWatch.

4.1 Contribui¢ées do trabalho

Este projeto apresenta uma contribuigdo significativa ao integrar o dataset 3W e a
biblioteca BibMon em uma instadncia completa de Big Data para o monitoramento de
anomalias e a deteccao preditiva de falhas em pogos de petrdleo. Anteriormente,
esses recursos estavam disponiveis separadamente, o que dificultava a colaboracao
e a contribuicdo da comunidade Open Source no teste de novos modelos € na
exploracao das ferramentas oferecidas. Ao unificar o dataset e a biblioteca em uma
infraestrutura integrada, baseada na Arquitetura de Referéncia NIST para Big Data
(NBDRA), o projeto facilita a disseminacéo e o uso dos recursos, promovendo um

ambiente mais propicio para a inovag¢ao e o desenvolvimento de solu¢cdes avancadas.
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A instancia utiliza tecnologias de Big Data e Machine Learning, integrando servicos da
AWS como Amazon S3, AWS Glue, Amazon SageMaker e Apache Airflow (via
Amazon MWAA). Isso permite o processamento eficiente de grandes volumes de
dados, a aplicacdao de modelos de aprendizado de maquina para a deteccado de
anomalias em séries temporais multivariadas e a disponibilizagao dos resultados por
meio de visualizagdes interativas e alertas em tempo real. Dessa forma, o projeto nao
apenas aprimora a capacidade de identificar falhas em pogos de petréleo, mas
também estabelece uma base sélida para trabalhos futuros na area, incentivando a

colaboracado entre pesquisadores, engenheiros e a comunidade em geral.

4.2 Trabalhos futuros

A instancia de Big Data proposta foi projetada para um ambiente da AWS Academy,
com restricbes de uso de ferramentas e funcionara de forma ainda melhor em outros
ambientes de computagdo em nuvem com maior disponibilidade de recursos. O
objetivo final € implementar a instancia e comparar novos modelos de aprendizado de
maquina e aprendizado profundo ao sistema, visando obter novos benchmarks e

analisar as novas métricas de resultados.

Os resultados obtidos estdo sendo gradualmente submetidos como Pull Requests no
repositorio oficial da Petrobras na plataforma GitHub e foi apresentado no 3°
Workshop 3W, promovido pela Petrobras no dia 11 de dezembro de 2024,
fortalecendo a colaboragcdo e o compartilhamento de conhecimento com a
comunidade. Além disso, também sob a orientagdo do professor Jonas Santiago de
Oliveira, da Escola Politécnica da USP, esta em andamento a elaboragédo de um artigo
cientifico com os resultados do projeto. A intencao é submeté-lo a Offshore
Technology Conference (OTC), que ocorrera em outubro de 2025 no Rio de Janeiro.
Esses esforgos futuros visam ampliar o impacto do projeto, contribuindo para avangos
tecnolégicos na industria de petréleo e gas e promovendo a integragao entre

academia e industria.
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