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RESUMO

Este trabalho aborda o desafio de classificar emogdes em musicas utilizando as
caracteristicas de audio disponibilizadas pela APl do Spotify. Inserido no contexto da
crescente influéncia das plataformas de streaming na industria musical e no consumo
de midia, o estudo foca na exploracdo do campo do Reconhecimento de Emocgdes
Musicais (MER). O objetivo central é avaliar a eficacia das caracteristicas de audio do
Spotify, como ritmo, timbre, harmonia, entre outras, na classificacdo das emocgdes
musicais, baseando-se nos quadrantes de Russell. A metodologia adotada envolveu
a construcdo e analise de um conjunto de dados com 900 faixas musicais, a
preparagédo e normalizacdo desses dados, e a aplicacdo de diferentes modelos de
aprendizado de maquina, incluindo K-Nearest Neighbors, Gaussian Naive Bayes,
Support Vector Machine, Random Forest, Gradient Boosting e XGBoost. Os
resultados evidenciaram variagdes significativas no desempenho dos modelos, com
alguns exibindo maior precisdo em classes emocionais especificas. Conclui-se que as
caracteristicas de audio do Spotify possuem potencial para a classificacdo de
emocdes em musicas, porém a complexidade e variacées das emogdes musicais
exigem estratégias mais integradas ou hibridas, combinando diferentes modelos para
melhor precisdo. As descobertas deste trabalho abrem novos caminhos para a
personalizacao de listas de reproducgao e aplicagdes em musicoterapia, destacando a
relevancia da interacdo entre ciéncia de dados, engenharia de audio e psicologia

musical.

Palavras-chave: Reconhecimento de Emog¢des Musicais, Aprendizado de Maquina,
Modelo Circumplexo de Russell.



ABSTRACT

This study addresses the challenge of classifying emotions in music using the audio
features provided by the Spotify API. Set against the backdrop of the growing influence
of streaming platforms in the music industry and media consumption, the research
focuses on exploring the field of Musical Emotion Recognition (MER). The primary goal
is to assess the effectiveness of Spotify's audio features, such as rhythm, timbre,
harmony, and others, in classifying musical emotions, based on Russell's quadrants.
The methodology involved constructing and analyzing a dataset of 900 musical tracks,
preparing and normalizing this data, and applying various machine learning models,
including K-Nearest Neighbors, Gaussian Naive Bayes, Support Vector Machine,
Random Forest, Gradient Boosting, and XGBoost. The results showed significant
variations in the performance of the models, with some demonstrating higher accuracy
in specific emotional classes. It concludes that Spotify's audio features have potential
for classifying emotions in music, but the complexity and nuances of musical emotions
require more integrated or hybrid strategies, combining different models for improved
accuracy. The findings of this work pave new avenues for playlist personalization and
applications in music therapy, highlighting the significance of the interplay between

data science, audio engineering, and musical psychology.

Keywords: Musical Emotion Recognition, Machine Learning, Emotion Classification,

Russell's circumplex model
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1 INTRODUCAO

A evolucdo do consumo de musica na era digital tem sido notavel, particularmente
com o surgimento de servigos de streaming como o Spotify. Esta plataforma, que hoje
oferece mais de 70 milhdes de faixas, tem transformado a maneira como as pessoas
acessam e interagem com a musica. Paralelamente, o campo do Reconhecimento de
Emocdes Musicais (MER) vem ganhando destaque ao explorar as complexas
relagdes entre musica e emocgdes. MER investiga como a musica evoca emogdes nos
ouvintes e busca quantificar essas experiéncias emocionais através da analise
computacional das caracteristicas de audio das faixas musicais. (GRIFFITHS et al.,
2021). Portanto, emogéao musical pode ser entendida como o conjunto de respostas
emocionais que a musica pode suscitar em quem a ouve, sendo essas emogdes
influenciadas por aspectos intrinsecos a musica, tais como sua estrutura, elementos

e performance.

Assim, partindo da crescente influéncia das plataformas de streaming na industria
musical e o impacto direto no consumo de midia, destacando o Spotify devido a sua
popularidade, observou-se ndo apenas acesso a uma vasta biblioteca de musicas,
mas também a disponibilidade de dados de audio que oferecem oportunidades para
analise e pesquisa em MER. No entanto, apesar dessa disponibilidade, existe uma
lacuna na compreensdo de como as caracteristicas de audio fornecidas pelo Spotify
podem ser empregadas como métricas representativas no campo do MER. Embora o
foco do Spotify tenha sido construir personalizacdes baseadas principalmente no
historico de escuta dos usuarios, com menos énfase no conteudo de audio devido a
complexidade da tarefa computacional, a analise dessas caracteristicas de audio pode
fornecer insights valiosos para a compreensdo da Emocao Musical (PANDA et al.,
2021).

1.1 Objetivo

O objetivo geral deste trabalho é fazer uma analise comparativa dos modelos de
aprendizagem de maquina para a classificagdo das emocgdes com base nas

caracteristicas de audio fornecidas pela APl do Spotify. Um conjunto de dados
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baseado nos quadrantes de Russell (RUSSELL, 1980) é utilizado, apds a analise

comparativa o modelo mais eficaz para esta tarefa é identificado.

Os objetivos especificos para atingir a meta proposta sao:

Objetivos Especificos

Construcao e Analise do Conjunto de Dados: Construir um conjunto de
dados apropriado que utilize os quadrantes de Russell para a classificagcao das
emocdes em musicas e analisar as caracteristicas de audio fornecidas pela API
do Spotify;

Preparagcdao dos Dados: Descrever as etapas de preparacao dos dados,
incluindo a limpeza, normalizacdo e transformacao dos dados de audio para
garantir que sejam adequados para o treinamento dos modelos de
aprendizagem de maquina;

Treinamento e Validagcao de Modelos de Aprendizagem de Maquina: K-
Nearest Neighbors (KNN): Treinar um modelo KNN, explicar a selecao do
ndamero de vizinhos e avaliar a eficacia do modelo para a classificagdo de
emogdes musicais. Naive Bayes: Aplicar o modelo Naive Bayes, discutir sua
simplicidade e eficiéncia e avaliar seu desempenho no conjunto de dados.
Gradient Boosting: Implementar o modelo de Gradient Boosting, detalhar a
escolha de parametros como a taxa de aprendizagem e o nimero de arvores,
e avaliar sua precisao e eficiéncia. Random Forest. Treinar e validar um modelo
de Random Forest, abordar o papel do nimero de arvores na decisdo e a
importancia de features aleatérias, e testar sua eficacia. Support Vector
Machine (SVM): Implementar um modelo SVM, explorar a escolha do kernel e
parametros como margem e C, e testar sua capacidade de classificar emocgdes
em musicas.

Analise Comparativa dos Modelos: Comparar os modelos de aprendizagem
de maquina com base em métricas como precisao, recall, F1-score e tempo de
treinamento, destacando os pontos positivos e negativos de cada modelo no
contexto da classificacdo das emogdes musicais.

Selecao do Melhor Modelo: Identificar o modelo mais eficaz para a
classificacao de emog¢des musicais com base nas caracteristicas de audio do

Spotify, considerando os resultados da analise comparativa.
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1.2 Justificativa

A popularidade no uso das plataformas de streaming de musica, como o Spotify, no
cotidiano das pessoas aumenta a relevancia de compreender como as caracteristicas
de audio influenciam as emog¢des, uma questao central no campo do Reconhecimento

de Emocgodes Musicais (MER).

Um aspecto fundamental desta pesquisa € a potencial aplicagdo de MER na
musicoterapia, especialmente no tratamento de pacientes psiquiatricos. O estudo de
(LAZAROV; PINE; BAR-HAIM, 2017), demonstra como intervencgdes terapéuticas que
integram musica podem ser eficazes no tratamento de transtornos emocionais, como
o transtorno de ansiedade social. Este trabalho sugere que a aplicagao direcionada
de musica em contextos terapéuticos pode ter efeitos benéficos significativos no bem-
estar emocional dos pacientes (LAZAROV; PINE; BAR-HAIM, 2017).

Além disso, as caracteristicas de audio podem ser usadas de maneira confiavel para
inferir emogdes em musicas, o que € relevante para a selecdo de musicas na
musicoterapia, permitindo intervengées mais personalizadas e potencialmente mais
eficazes (GRIFFITHS et al., 2021)

Este trabalho visa contribuir para o campo do MER e fornecer ideias de solugdes
praticas que pode ser aplicado no tratamento de condi¢des psiquiatricas. Avaliar a
eficacia das caracteristicas de audio do Spotify pode levar a avancgos significativos na

personalizagcdo da musicoterapia, oferecendo beneficios tangiveis para os pacientes.

1.3 Metodologia

O método de pesquisa adotado para esta trabalho € um estudo exploratério e aplicado,
que utiliza a abordagem de mineragcdo de dados para analisar os modelos de
aprendizagem de maquina na classificacdo de emog¢des em musicas por meio das
caracteristicas de audio do Spotify. A pesquisa foi realizada em varias etapas
sequenciais que envolvem a coleta de dados, pré-processamento, aplicacdo de
modelos de aprendizagem de maquina e analise estatistica dos resultados.
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Na execucao do experimento, seleciona-se um conjunto de dados preenchido com as
caracteristicas de audio de musicas e suas respectivas classificagdes emocionais
baseadas nos quadrantes de Russell. E feito um pré processamento no conjunto de
dados, para assegurar a qualidade e a uniformidade dos dados. Aplicam-se diversos
modelos de aprendizagem de maquina - como KNN, Naive Bayes, Gradient Boosting,
Random Forest, e SVM - para realizar a analise comparativa e ao final identificar o
modelo que tem a melhor eficiéncia na classificacdo das emog¢des segundo o
guadrante de Russell.

Cada modelo € avaliado de acordo com um protocolo estabelecido, que envolve a
divisao dos dados em conjuntos de treinamento e teste, a otimizacao de parametros
por meio da validagdo cruzada e o ajuste fino baseado em métricas de desempenho
como precisao, recall e F1-score. Discutem-se os pontos positivos e negativos de

cada modelo, considerando o desempenho e a complexidade computacional.

Os resultados desta analise sdo detalhados no capitulo do experimento, onde se
apresenta uma comparacgao entre os modelos, resultando na sele¢cdo do modelo mais

eficiente para a tarefa proposta.

1.4 Organizac¢ao do Trabalho

O presente trabalho esta estruturado em capitulos de uma forma que visem facilitar a

compreensao do estudo e dos resultados obtidos.

Capitulo 1: Introdugcao — Define-se o contexto da pesquisa, apresentando-se a
relevancia do estudo no campo do Reconhecimento de Emocgdes Musicais (MER) e a
utilizacao das caracteristicas de audio do Spotify. Discutem-se também a motivacao

e os objetivos do trabalho.

Capitulo 2: Referencial Teorico — Aborda-se a fundamentagao teérica, revisando-se
os conceitos relacionados ao MER, as caracteristicas de audio relevantes, as
plataformas de streaming de musica e aos modelos de aprendizagem de maquina.
Também sao descritos os modelos de aprendizagem de maquina pertinentes a este

estudo, proporcionando um entendimento dos métodos e tecnologias envolvidas.
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Capitulo 3: Desenvolvimento — Detalha-se a selecdo e preparacao do conjunto de
dados e implementacao dos modelos, a configuracdo dos experimentos, o processo

de treinamento e validacéo e a analise dos resultados.

Capitulo 4: Analise dos Resultados — Compara-se os modelos de aprendizagem de
maquina quanto a sua eficacia na classificacao das emog¢des musicais, discutindo-se

os pontos positivos e negativos de cada um.

Capitulo 5: Conclusao e Trabalhos Futuros — Conclui-se sobre a eficacia das
caracteristicas de audio do Spotify e a adequagédo dos modelos de aprendizagem de
maquina, sugerindo-se dire¢des para pesquisas futuras com base nas descobertas do

estudo.
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2 FUNDAMENTAGAO TEORICA

Neste capitulo, sdo abordada a fundamentacdo tedrica para o estudo do
Reconhecimento de Emocg¢bes Musicais (MER), enfatizando a importéncia de
caracteristicas de audio especificas e a influéncia das plataformas de streaming de
musica, como o Spotify, no contexto da musica e emogdes. Adicionalmente, sado
explorados os modelos de aprendizagem de maquina pertinentes a este estudo,

proporcionando um entendimento dos métodos e tecnologias envolvidas.
2.1 Reconhecimento de Emog¢des Musicais (MER)

O estudo do Reconhecimento de Emogdes Musicais (MER) explora a relagao entre
musica e emocgéo. Esta area combina analise musical e ciéncia de dados para
entender como a musica influencia os sentimentos. O MER é importante para
descobrir como diferentes musicas evocam reagdes emocionais variadas em ouvintes,

usando métodos analiticos e computacionais para essa finalidade.

As raizes histéricas do (MER) parte da interse¢do da musica, psicologia e ciéncia da
computacao. Uma compreensao solida dos fundamentos histéricos do MER torna-se
relevante para contextualizar o desenvolvimento posterior desta area multidisciplinar.
Um dos marcos mais importantes na histéria do MER remonta a antiga Grécia, onde
filosofos como Aristoteles e Platdo exploraram as conexdes entre musica e emocao.
Eles acreditavam que a musica poderia influenciar o estado emocional das pessoas e

desempenhar um papel na catarse e na terapia emocional (XU et al., 2023).

Durante os séculos seguintes, a musica continuou a ser considerada uma poderosa
ferramenta para expressar e evocar emogdes. No século XIX, compositores
romanticos como Beethoven e Wagner criaram obras que visavam provocar fortes

respostas emocionais em seus ouvintes (SENA MOORE, 2016).

A influéncia do MER na musica e na psicologia cresceu a medida que novas
tecnologias, como a analise de audio computacional, permitiram a quantificacdo das
caracteristicas musicais associadas as emoc¢des. Hoje, o MER combina analise

musical, teorias psicolégicas e algoritmos de aprendizagem de maquina para entender
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como a musica evoca emog¢des humanas. A pesquisa nessa area tem implicacdes
significativas, desde a criacao de lista de reprodugao emocionais personalizadas até

aplicacdes na terapia musical (XU et al., 2023).

2.1.1 Métodos Analiticos e Computacionais

A analise de caracteristicas musicais desempenha um papel fundamental, e
representa uma etapa relevante que envolve a extracao e a quantificagao de atributos
especificos das musicas, como ritmo, timbre, harmonia, melodia e dinAmica. Essas
caracteristicas sao essenciais para compreender como a musica evoca emog¢oes nos
ouvintes. Através da analise detalhada desses elementos, & possivel identificar
padroées que estao relacionados as emocdes especificas transmitidas pela musica
(GOMEZ-CANON et al., 2021).

O uso de algoritmos de aprendizado de maquina e reconhecimento de padrées € uma
parte relevante do MER. Esses algoritmos sao treinados com base em conjuntos de
dados que associam caracteristicas musicais a etiquetas emocionais, permitindo que
os modelos aprendam a reconhecer padrées emocionais nas musicas. Abordagens
como Support Vector Machines (SVM), Redes Neurais Artificiais (RNA) e Random
Forest sao comumente empregadas para esse fim. Essas técnicas séo capazes de
generalizar a relagdo entre caracteristicas musicais e emocgdes, tornando possivel

prever as emocgdes evocadas por musicas nao vistas anteriormente (Han et al., 2022).

E importante mencionar o desenvolvimento de conjuntos de dados benchmark no
MER. Esses conjuntos de dados contém faixas musicais rotuladas com emogdes
especificas, permitindo uma avaliagao objetiva do desempenho dos algoritmos de
reconhecimento de emogdes. Além disso, o desenvolvimento de benchmarks para
analise emocional da musica é essencial para promover a consisténcia e a
comparacéo entre diferentes abordagens de MER. Ter acesso a conjuntos de dados
de alta qualidade e devidamente rotulados € um pré-requisito para avancar na
pesquisa nessa area (ALJANAKI; YANG; SOLEYMANI, 2017).

Além da analise de audio, as abordagens multimodais estdo se tornando cada vez
mais relevantes no MER. Isso envolve a combinagao de informagées de audio com

outros tipos de dados, como informacgdes visuais, contextuais ou até mesmo dados
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fisiologicos dos ouvintes. A inclusdo de varias fontes de informacao pode enriquecer
a compreensao das emocgdes evocadas pela musica. Por exemplo, a combinacao de
audio com informagdes visuais de videoclipes pode proporcionar uma representagao
mais completa das emocgbes transmitidas pela musica. Essa abordagem
multidimensional esta se tornando um tépico de pesquisa importante no campo do
MER (HAN et al., 2022).

2.1.2 Modelo Circumplexo de Russel

Um dos conceitos fundamentais no estudo das emogdes em musica € o modelo
circumplexo de afeto de Russell. Este modelo propde que as emogdes podem ser
mapeadas em um espaco bidimensional com dois eixos principais: ativacdo e
valéncia. A ativagao refere-se a intensidade da emocgéo, enquanto a valéncia descreve
a qualidade positiva ou negativa da emocdo. O modelo é dividido em quatro
quadrantes, cada um representando diferentes combinagdes de ativacado e valéncia
(RUSSELL, 1980).

No primeiro quadrante, com alta ativacao e valéncia positiva, encontram-se emocgdes
como 'excitacao' e 'felicidade’. Ja o segundo quadrante, que também tem alta ativagao,
mas com valéncia negativa, inclui emog¢des como 'raiva' e 'ansiedade'’. No terceiro
quadrante, com baixa ativagéo e valéncia positiva, estdo emogdes como 'relaxamento’
e 'calma’. Por fim, o quarto quadrante, com baixa ativagao e valéncia negativa, engloba
emocdes como 'tristeza' e 'depressao’. A Figura 1 apresenta o Modelo Circumplexo
de Afeto (RUSSELL, 1980).



Figura 1 = Modelo Circumplexo de Afeto (adaptado de Russel (1980) (RUSSELL, 1980)).
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Esta abordagem circular e bidimensional das emogdes oferece uma maneira de

entender como as pessoas categorizam suas experiéncias afetivas, desviando-se de

visdes anteriores que viam as emog¢des como fendmenos independentes e isolados

(SCHLOSBERG, 1952). Em vez disso, o modelo circumplexo sugere uma

continuidade e inter-relacdo entre diferentes estados afetivos, fornecendo uma

perspectiva mais integrada e holistica das emog¢des humanas.

2.2 Caracteristicas de Audio

As caracteristicas de audio sdo elementos intrinsecos a musica, como ritmo, timbre,

harmonia, melodia e dinamica, que desempenham um papel fundamental na

evocacao de emocgdes nos ouvintes. Explorar as principais caracteristicas de audio

utilizadas no Reconhecimento de Emocgdes Musicais (MER) e como elas estédo

relacionadas as reagdes emocionais dos ouvintes torna-se relevante.

2.2.1 Ritmo

Ritmo, um elemento fundamental da musica, € a organizagédo temporal de sons e

siléncios, criando padrées que estruturam a musica. Em termos de Reconhecimento
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de Emocgdes Musicais (MER), o ritmo & essencial, pois atua como um dos principais
indicadores das emocgdes transmitidas por uma peca musical. O ritmo influencia a
percepgao de energia € movimento na musica, impactando diretamente a resposta
emocional dos ouvintes (THAUT; MCINTOSH; HOEMBERG, 2015).

Diferentes padrées ritmicos possuem a capacidade de evocar emogdes variadas. Por
exemplo, ritmos rapidos e regulares tendem a ser associados a sentimentos de alegria
ou excitagcado, enquanto ritmos lentos e irregulares podem evocar tristeza ou calma.
Essa relacao € explicada pela maneira como o cérebro humano processa padrbes
ritmicos e os associa a estados emocionais especificos. A sincronizagao do ritmo com
as batidas cardiacas ou respiragcao pode também influenciar a resposta emocional
(JUSLIN; VASTFJALL, 2008).

2.2.2 Timbre

O timbre é a qualidade do som que permite distinguir diferentes fontes sonoras,
mesmo quando elas produzem notas na mesma frequéncia. Ele & determinado por
aspectos como a forma da onda sonora e a sua espectrografia. No contexto do MER,
o timbre é relevante, pois diferentes timbres podem alterar significativamente a
percepcdo e a emocdo evocada por uma peca musical (IVERSON; KRUMHANSL,
1993).

Para exemplificar a diferenga do timbre, a Figura 2 representam um conjunto de
graficos com a espectografia de trés instrumentos distintos:trompete, bateria e

contrabaixo.
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Figura 2 — Espectrografia comparativa do trompete, bateria e contrabaixo.
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e Trompete : O espectro do trompete mostra picos agudos em frequéncias mais
altas, refletindo seu som brilhante e penetrante. O trompete tem uma presenca
marcante em harmdnicos elevados, o que contribui para sua qualidade sonora
distintiva. A energia concentrada em frequéncias altas é tipica dos instrumentos
de metal.

e Bateria : A bateria, sendo um conjunto de instrumentos de percussao, exibe um
espectro mais irregular, com variagcbes amplas em amplitude ao longo de todo
o espectro de frequéncia. Isso reflete a natureza percussiva e a diversidade de
sons que a bateria pode produzir, desde graves profundos de tambores até
sons agudos de pratos.

e Contrabaixo: O espectro do contrabaixo € dominado por frequéncias mais
baixas, com um decaimento gradual em frequéncias mais altas. Isso ilustra o
som profundo e ressonante do contrabaixo, um instrumento fundamental na

producao de linhas de baixo e na adi¢ao de profundidade harmdnica a musica.

O timbre tem um impacto profundo na emocgéao transmitida pela musica. Variagdes
sutis no timbre podem mudar a atmosfera de uma musica, influenciando como as

emocgdes sdo percebidas e processadas pelo ouvinte. Por exemplo, um timbre mais
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escuro e mais profundo pode evocar sentimentos de melancolia ou serenidade,
enquanto timbres mais claros e nitidos podem ser associados a sentimentos de alegria
ou excitacdo (IVERSON; KRUMHANSL, 1993).

2.2.3 Harmonia

Harmonia, em musica, refere-se a forma como as notas sdo combinadas
simultaneamente, criando acordes, e sequencialmente, formando progressées
harmeénicas. E um aspecto que influencia a estrutura, textura e cor emocional de uma
peca musical. No contexto do MER (Reconhecimento de Emog¢des Musicais), a
harmonia desempenha um papel significativo na inducdo de emocgdes, pois diferentes

progressdes harmdnicas podem evocar sentimentos distintos (KRUMHANSL, 1997).

A relagdo entre harmonia e emogao é complexa e profundamente enraizada na
psicologia humana. Acordes maiores sdo frequentemente associados a emocgdes
positivas, como alegria e felicidade, enquanto acordes menores tendem a ser
relacionados a sentimentos de tristeza ou melancolia. A tenséo e resolugéo criadas
pelas progressdes harmoénicas também tém um impacto significativo na experiéncia
emocional do ouvinte (HURON, 20086).

2.2.4 Melodia

Melodia é a sequéncia linear de notas musicais que é percebida como uma Unica
entidade. Ela guia o ouvinte através da musica, oferecendo o tema central ao redor
do qual a harmonia e o ritmo s&o construidos. No contexto do MER (Reconhecimento
de Emocgdes Musicais), a melodia é relevante, pois carrega a identidade emocional da

musica, transmitindo sentimentos e estados de a&nimo (MEYER, 1956).

A melodia tem um impacto direto na emocao percebida em uma peca musical.
Melodias ascendentes frequentemente sdo associadas a sentimentos de otimismo e
alegria, enquanto melodias descendentes podem evocar tristeza ou nostalgia. A
variagdo melddica, incluindo o alcance e a velocidade das notas, também
desempenha um papel significativo na expressdo emocional (JUSLIN; LAUKKA,
2003).
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2.2.5 Dinamica

A dindmica na musica refere-se ao grau de intensidade ou volume com que uma nota,
frase ou peca é tocada. Ela € um elemento que contribui para a expressdo emocional
na musica, oferecendo variagdes de suavidade e forca. No MER (Reconhecimento de
Emocdes Musicais), a dinamica representa diferentes niveis de intensidade e podem
transmitir diferentes emocoes, desde a sutileza de um pianissimo até a forca de um
fortissimo (SCHUBERT, 2004).

A dindmica afeta profundamente a experiéncia emocional da musica. Passagens
tocadas suavemente podem evocar sentimentos de calma ou tristeza, enquanto
passagens mais fortes podem expressar alegria ou raiva. A variagao dinamica dentro
de uma peca também pode criar um senso de tenséo e liberagéo, contribuindo para a
narrativa emocional da musica(JUSLIN, 1993).

2.3 Plataformas de Streaming de Musica e Influéncia nas Emogodes

O impacto cultural e social exercidos pelas plataformas de streaming de mdusica
promove a necessidade de se observar o consumo musical e suas influéncias nas
emocdes humanas. Em particular, destaca-se o papel do Spotify, que, por meio de
sua API, oferece uma janela para a analise detalhada das caracteristicas de audio e
€ tratada aqui como represente das demais plataformas enquanto agentes de

mudancas na relagdo entre musica, ouvinte e sociedade.

2.3.1 Impacto no consumo de Musica

As plataformas de streaming de musica redefiniram a industria musical, alterando o
comportamento do consumidor € a economia da musica. A facilidade de acesso e a
personalizacao oferecidas por esses servicos mudaram a maneira como as pessoas
descobrem e interagem com a musica. Este paradigma de acesso, em oposicao a
posse, sugere uma nova era na qual o valor esta menos na propriedade do contetudo
e mais na experiéncia proporcionada pelo servico (ALMEIDA SANTOS; FREIRE,
2013). Além disso, a presenga da musica por meio do streaming influencia o ambiente
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social e cultural, promovendo a diversificacao da experiéncia musical e oferecendo

novas oportunidades para artistas emergentes e estabelecidos.

A curadoria, tanto algoritmica quanto humana, desempenha um papel relevante na
orientagdo dos ouvintes através de vastas colegbes de musica, permitindo a
descoberta personalizada e a criagao de comunidades em torno de gostos musicais
compartilhados (MOSCHETTA; VIEIRA, 2018). Este novo modelo também levanta
qguestdes sobre a sustentabilidade econémica para os artistas, uma vez que os
mecanismos de remuneracao baseados em streaming diferem significativamente das

vendas tradicionais de albuns e faixas individuais.

A Figura 3 apresenta um comparativo sobre o mercado fonografico brasileiro entre
2018 e 2022.

Figura 3 - Grafico comparativo da receita do mercado musical brasileiro de 2018 a 2022 (adaptado de
(PRO-MUSICA, 2022)).
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As receitas de streaming (em azul) mostram um crescimento significativo ao longo dos
anos, refletindo a crescente popularidade e adogéo deste formato de consumo de
musica no Brasil. Por outro lado, as receitas de vendas fisicas e downloads (em
vermelho) apresentam uma tendéncia de declinio durante o mesmo periodo,
indicando uma mudanca clara na preferéncia dos consumidores em direcdo ao
streaming.
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Em resumo, as plataformas de streaming tém efeitos profundos nao apenas na
economia da musica, mas também na cultura musical global. Elas democratizam o
acesso a musica, mas também criam desafios e dinamicas tanto para consumidores
qguanto para criadores de musica(SINCLAIR; TINSON, 2017).

2.3.2 Influéncia das Plataformas de Streaming nas Emogoes

As plataformas de streaming de musica tém um papel significativo na influéncia das
emocgodes dos ouvintes. Estudos indicam que o uso dessas plataformas pode facilitar
a regulacdo emocional, permitindo que os usuarios selecionem musicas que
correspondam ao seu estado emocional desejado ou atual (WADLEY et al., 2019). A
capacidade de escolher entre uma variedade quase ilimitada de musicas e a criagcao
de lista de reproducdo personalizadas contribuem para que o ouvinte encontre

conforto, alegria ou até mesmo companhia em momentos de solidao.

A personalizacdo e o acesso imediato a musica em streaming também podem
intensificar a experiéncia emocional da musica. A plataforma de streaming atua como
um intermediario que oferece nao apenas entretenimento, mas também um espacgo
para experiéncias emocionais profundas e significativas (MOSCHETTA; VIEIRA,
2018). Esta interacao continua com a musica através do streaming pode ter um
impacto duradouro no bem-estar emocional dos individuos, influenciando o humor, a

produtividade e até a saude mental.

As plataformas de sfreaming sdao uma ferramenta poderosa para a regulagao
emocional e para a criagdo de uma atmosfera personalizada que pode elevar ou
acalmar o espirito do ouvinte, desempenhando um papel essencial na vida diaria e na
saude emocional (HAGEN, 2015).

2.3.3 A API do Spotify e suas caracteristicas.

A API (Application Programming Interface) do Spotify desempenha um papel relevante
na analise de caracteristicas de audio das faixas disponiveis em seu catalogo. Através
dela, é possivel obter uma analise detalhada de baixo nivel da estrutura musical e do

contetido de uma faixa, abrangendo elementos como ritmo, pitch (afinagéao) e timbre,
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elementos essenciais para compreender a influéncia da musica nas emocgbes do
ouvinte (VOLOKHIN; AGICHTEIN, 2018).

A API do Spotify fornece uma analise detalhada das caracteristicas de audio das
faixas (SPOTIFY, 2024). Estas caracteristicas incluem:

e Acousticness: Medida de quao acustica € uma faixa.

e Danceability: Quao adequada uma faixa é para dancar.

e Duration: Duragéo da faixa em milissegundos.

e Energy. Medida de intensidade e atividade de uma faixa.

e Instrumentalness: Previsao de se uma faixa contém vocais.
e Liveness: Presenca de publico na gravagéo.

e [oudness: Volume geral da faixa em decibéis.

e Speechiness: Presenca de palavras faladas em uma faixa.
e Valence: Positividade musical transmitida por uma faixa.

e Tempo: Tempo estimado da faixa em batidas por minuto.
e Key: Tonalidade em que a faixa esta.

e Mode: Modalidade (maior ou menor) da faixa.

Essas caracteristicas permitem analises sobre como diferentes aspectos da musica
podem influenciar as emogdes dos ouvintes, fornecendo um recurso para pesquisa e

desenvolvimento de aplicagdes relacionadas a musica e emocéao.

2.4 Modelos de Aprendizagem de Maquina

A aprendizagem de maquina, uma vertente fundamental da inteligéncia artificial, tem
desempenhado um papel revolucionario em diversos campos, desde o
reconhecimento de padrées até a tomada de decisées complexas (M. BISHOP, 2006).
Esta area da ciéncia da computacao é dedicada ao desenvolvimento de algoritmos
que permitem que as maquinas aprendam e melhorem suas performances baseadas
em experiéncias passadas, sem serem explicitamente programadas para cada tarefa
especifica(GOODFELLOW; BENGIO; COURVILLE, 2016).
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Existem diferentes tipos de aprendizagem de maquina, cada um com caracteristicas

e aplicacbes especificas:

Aprendizagem Supervisionada: Neste tipo, o algoritmo é treinado em um conjunto
de dados rotulado, aprendendo a mapear entradas para saidas. Este é o tipo mais
comum de aprendizagem de maquina e € amplamente utilizado em aplicagées como

classificacao de e-mails em spam e nao spam (JAMES et al., 2013).

Aprendizagem Nao Supervisionada: Aqui, o algoritmo é treinado usando um
conjunto de dados que nao possui rétulos, explorando a estrutura dos dados para
extrair padrées ou insights (M. BISHOP, 2006).

Aprendizagem por Reforg¢o: Neste caso, o algoritmo aprende a tomar decisbes
sequenciais, descobrindo através de tentativa e erro quais agées maximizam uma
recompensa ou minimizam uma penalidade ao longo do tempo (SUTTON; BARTO,
2018).

Esses métodos possibilitam a analise de dados complexos, fornecendo ferramentas
para descobrir padrées ocultos, fazer previsées precisas e melhorar a tomada de
decisdes baseadas em dados (RUSSELL; PETER, 2020).

2.4.1 Modelos utilizados na tarefa de classificagciao do MER

K-Nearest Neighbors (KNN): Este € um algoritmo simples e eficaz, utilizado para
problemas de classificacdo e regressdo. No contexto da monografia, foi empregado
para classificar emog¢des em musicas. Matematicamente, a classificacdo pelo KNN é
baseada na distancia entre os pontos de dados. Seja x um ponto a ser classificado, e
X o conjunto de dados de treinamento com rétulos conhecidos. O KNN identifica os
k pontos mais préximos de x em X e atribui a x a classe mais frequente entre esses
k pontos (COVER; HART, 1967).

Support Vector Machine (SVM): O SVM é um modelo robusto e versatil, adequado
para a classificacdo linear e nao linear. Funciona construindo um hiperplano ou
conjunto de hiperplanos em um espaco de alta dimensao, que pode ser usado para

classificacdo ou regressdo. Matematicamente, para um conjunto de dados de
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treinamento (x1,y1), ..., (xn, yn) onde yi € a classe de xi, 0 SVM procura o hiperplano
gue maximiza a margem entre as classes. A solugao envolve resolver um problema
de otimizacao quadratica (CORTES; VAPNIK; SAITTA, 1995).

Naive Bayes: Este modelo é baseado no teorema de Bayes e é particularmente
eficiente para grandes volumes de dados. Na monografia, foi utilizado para classificar
emoc¢des musicais. Matematicamente, para uma dada variavel de classe y e um vetor
de atributo x1,...,xn, o teorema de Bayes & usado para calcular a probabilidade
(P(y]x_1, \ldots, x_n)), que €& proporcional a. P(x1,...,xn|y)P(y) . Na pratica, o
modelo assume que as varidveis de entrada sao independentes entre si, o que
simplifica o calculo P(x1, ...,xn | y). (RISH; RISH, 2001).

Random Forest: Este modelo € um ensemble de arvores de decisdo. Funciona
criando multiplas arvores de decisao durante o treinamento e produzindo a classe que
€ a moda das classes (classificagcdo) ou a média das previsbes (regressao) das
arvores individuais. Matematicamente, cada arvore € construida a partir de uma
amostra aleatéria dos dados de treinamento. A decisdo final € uma média ou uma

votacao majoritaria das decisdes de cada arvore (BREIMAN, 2001).

Gradient Boosting: Este modelo constroi um ensemble de arvores de decisao de
maneira sequencial, onde cada arvore subsequente tenta corrigir os erros da arvore
anterior. E formulado como um problema de otimizacao, onde a fungéo de perda a ser
minimizada é definida com base na diferenca entre as previsées atuais e os valores
reais. A cada iteracdo, um modelo € ajustado ao gradiente negativo da funcao de
perda (FRIEDMAN, 2001).

XGBoost: Uma extensdo do Gradient Boosting, o XGBoost € conhecido por sua
eficiéncia e desempenho. Ele se diferencia pela sua capacidade de fazer ajustes
rapidos e precisos. Matematicamente, o XGBoost adiciona regularizacdo ao modelo
de Gradient Boosting, o que ajuda a prevenir o overfitting. O modelo & otimizado para
ser altamente eficiente e escalavel (CHEN; GUESTRIN, 2016).
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3 DESENVOLVIMENTO

Nessa etapa, a teoria e a pratica se unem no contexto da Engenharia de Dados e Big
Data. Aqui, é feita a ponte entre os conceitos fundamentais discutidos anteriormente
e a sua aplicacao pratica, necessaria para a compreensao e o manejo eficaz dos

dados no estudo das emogbes na musica.

O experimento comega com uma exploragcéo detalhada do conjunto de dados. Esta
secao delineia a origem e as caracteristicas dos dados escolhidos, e explica a razédo
deles serem essenciais para este estudo. A preparacao dos dados, incluindo etapas
de limpeza e normalizacdo é abordado, garantindo que a base para as analises

subsequentes seja solida e confiavel.

A Analise Exploratéria de Dados (EDA) é o primeiro passo do entendimento dos
dados, onde padrdes e tendéncias sao identificados, proporcionando uma
compreensdo melhor dos dados. E feita a modelagem de dados e os modelos de
aprendizado de maquina selecionados sao cuidadosamente descritos, justificando a
escolha de cada um e detalhando sua implementagéo.

O processo de treinamento e validacdo desses modelos € feito e os resultados
analisados. Esta secdo analisa o desempenho dos modelos, das técnicas e
abordagens adotadas. O capitulo, apresenta os desafios enfrentados e as limitagdes
encontradas, tem-se os resultados obtidos e contribui com uma compreensao mais

detalhada do campo em estudo.

Com este capitulo, aspira-se ndo s6 a atender aos requisitos académicos, mas
também a fazer uma contribuigéo significativa para a area de MER, refletindo as
habilidades adquiridas no curso de especializagdo e demonstrando a aplicabilidade

pratica dos conceitos de Engenharia de Dados e Big Data.

3.1 Descri¢ao do Conjunto de Dados

Os dados selecionados para o experimento, € fruto do trabalho realizado por (PANDA
et al., 2021) e fornece uma analise detalhada da APl do Spotify, enfatizando sua

aplicabilidade no campo do Reconhecimento de Emogdes Musicais (MER). O conjunto



30

de dados gerado nesse trabalho foi composto por 900 faixas de audio com a marcacgéao
dos quadrantes de Russell e caracteristicas de audio obtidas pelo “The AllMusic” de
forma balanceada, tanto em termos de quadrantes emocionais quanto de géneros

musicais.

Descreve-se ainda em (PANDA et al., 2021) que a correspondéncia entre as tags de
humor do AllMusic e as normas de valéncia e excitagao para palavras em inglés de
Warriner (PANDA; MALHEIRO; PAIVA, 2020) foi usada para transformar as tags em
anotacdes de quadrantes, seguindo uma validagdo manual feita por voluntarios. Esta
abordagem assegurou que as anotagdes refletissem as emogdes expressas pelas
faixas de maneira equilibrada e representativa. A construgcdo balanceada deste
conjunto de dados visavam garantir a validade e a aplicabilidade dos resultados da

pesquisa na identificacdo automatica de emogdes em musica.

A Figura 4 apresenta a uma linha de exemplo do conjunto de dados original

Figura 4 - Linha do Conjunto de Dados Original

Song MT0000004637

Artist Charlie Poole

Title Bulldog Down in Sunny Tennessee
Quadrant
PQuad
MoodsTotal
Moods

MoodsFoundStr circular; greasy; messy

MoodsStr Circular; Greasy; Messy
MoodsStrSplit Circular; Greasy; Messy
Genres 2
GenresStr Country; International

Sample 1

SampleURL http://rovimusic.rovicorp.com/playback.mp3?c=L...

Fonte: Autor (2023)
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3.1.1 Processamento e Geragao do Conjunto de dados

Para a preparacao especifica do conjunto de dados a ser utilizado neste projeto, foi
desenvolvida uma rotina em Python. Esta rotina foi responsavel por gerar o conjunto
de dados da principal fonte de dados para o experimento. Este procedimento permite

personalizar e otimizar os dados para as necessidades especificas deste estudo.

A rotina em Python executa um procedimento de extracao e analise de dados musicais
através da API do Spotify, utilizando as bibliotecas Python requests e pandas e segue

a seguinte ordem:

1. Autenticacdo na APl do Spotify para obtencdo de um token de acesso,

utilizando credenciais de cliente armazenadas de maneira segura.

2. Definicao de uma fungéo para a recuperagéao de caracteristicas de audio de
faixas especificas, baseando-se nos nomes das faixas e dos artistas.

3. Extracao de informacdes de um conjunto de dados carregado de um arquivo

CSV, incluindo titulo da faixa, nome do artista, género, entre outros.

4. Busca das caracteristicas de audio de cada faixa na APl do Spotify e

armazenamento dos resultados em um DataFrame dos pandas.

5. Tratamento de casos em que as faixas nao sao encontradas, com

armazenamento desses casos em um DataFrame separado.

6. Salvamento dos DataFrames - um com as caracteristicas das faixas
encontradas e outro com as faixas ndo encontradas para analises posteriores

ou uso em aplicagcdes de dados.

Os detalhes estao presentes no ANEXO A.
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3.1.2 Caracteristicas do Conjunto de Dados e sua Relevancia para o MER

O conjunto de dados gerado, contém variaveis necessarias para a analise de emocdes
em musicas. Estas variaveis incluem, mas nao se limitam a, caracteristicas de audio

como ritmo, timbre, tonalidade, entre outras, que séo fornecidas pela APl do Spotify.

A relevancia deste conjunto de dados para o estudo de emog¢des musicais reside no
fato de que ele oferece informacdes sobre as propriedades sonoras das faixas
musicais. Essas propriedades sdo fundamentais para o entendimento de como
diferentes aspectos da musica podem influenciar as emog¢des dos ouvintes. Além
disso, a possibilidade de comparar esses dados com benchmarks de MER de estado-
da-arte permite uma analise mais contextualizada dentro do campo do

Reconhecimento de Emocées Musicais.

3.1.3 Tamanho e Diversidade do Conjunto de Dados

O conjunto de dados é composto por 706 registros, com uma diversidade de géneros
musicais e estilos. Essa diversidade permite garantir a abrangéncia e a robustez das
analises, permitindo que os resultados sejam generalizaveis para um amplo espectro

musical.

3.2 Pré-processamento e Limpeza dos Dados

O pré-processamento e a limpeza dos dados € necessaria principalmente na area do
Reconhecimento de Emog¢des Musicais (MER), pois a precisdo e a qualidade dos

dados sdo importantes para um resultado mais assertivo.

3.2.1 Verificacao e Tratamento de Valores Ausentes

Inicialmente, foi realizado uma exploragao dos dados para identificar valores ausentes
ou nulos. Valores ausentes podem distorcer os resultados analiticos e, portanto,
devem ser tratados adequadamente.
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Figura 5 - Evidéncia da inexisténcia de valores ausentes no Dataset

Valores Ausentes:
Nome da Faixa
Cantor ou Compositor
Genero

Quadrante
acousticness
danceability
energy
instrumentalness

key

liveness

loudness

mode

speechiness

tempo

time_signature

valence

000 000000 DDOO

Fonte: Autor (2023)

Como pode ser observado na Figura 5, ndo foram encontrados valores ausentes para
o conjunto de dados, além dos tipos de dados estarem adequados para as proximas
etapas conforme Figura 6.

Figura 6 - Evidéncia de tipos de dados adequados

Tipos de Dados:

Nome da Faixa object
Cantor cu Compositor object
Genero object
Quadrante object
arousticness floathd
danceability float64
energy floate4
instrumentalness floats4
key int64
liveness floated
loudness float64
mode int64
speechiness floate4
tempo float64
time_signature int64
valence float64
dtype: object
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Fonte: Autor (2023)

3.2.2 Normalizacao dos Dados.

A normalizacao dos dados foi aplicada para assegurar que as caracteristicas de audio
estivessem em uma escala comum. Para isso foi utilizada a classe “StandardScaler”

da biblioteca do “Sklearn”.

Para cada caracteristica do conjunto de dados, é calculado a média e o desvio padrao.

Cada valor de caracteristica x é transformado usando a férmula:

Asas x € o valor original, u € a média e o € 0 desvio padrado. Essa normalizagédo é

conhecida como Z-score.

Apoés a transformacéao, cada caracteristica tem uma média aproximada de 0 e um
desvio padrao de 1 e significa que os valores da caracteristica sdo comparaveis em

uma escala comum.

Isso & particularmente importante quando diferentes variaveis possuem escalas
distintas, o que pode levar a um desequilibrio na influéncia dessas variaveis nos

modelos de aprendizado de maquina.

3.3 Analise Exploratéria de Dados (EDA)

A Analise Exploratéria de Dados (EDA) permite a compreensao do conjunto de dados,
permitindo identificar padrdées, tendéncias e possiveis anomalias que podem
influenciar no resultado da analise final. Esta fase € caracterizada pelo uso de técnicas
estatisticas e visualizagcbes de dados para explorar as propriedades e relagdes

intrinsecas nos dados.

Os detalhes dessa etapa, pode ser consultado no Apéndice A. Para exemplificar, ha

uma amostragem dos seguintes elementos:



Histograma para a variavel ‘energy’ na Figura 7

Figura 7 - Histograma da variavel energy

Distribuic&o da Energia das Faixas

100

20

o4

0.0 0.2 0.4 0.6 0.8
Energia

Fonte: Autor (2023)

Matriz de correlagéo das variaveis numéricas na Figura 8

1.0

35
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Figura 8 - Correlagéo das varidveis numéricas

Maftriz de Correlacao das Varidveis Numéricas
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Energy -
)
i
key -
Eveness -
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Fonte: Autor (2023)

Distribuicdo da variavel ‘valence’ por "Quadrante" conforme observado na

Figura 9

Figura 9 - Distribuigdo da variavel valence por Quadrante de Russell

Distribuigao de valence por Quadrante

1.0 4

Q.84

0.6

valerce

0.4

0.2

0.0

Cuadrants

Fonte: Autor (2023)
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e Grafico de Dispersao para explorar relagdes entre o par de variaveis ‘energy’ e

‘valence’ na Figura 10

Figura 10 - Relagéo de dispersao entre energy e valence

Relacdo entre energy e valence
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Energy

Fonte: Autor (2023)

Esta etapa ajudou a identificar padrées de distribuicdo, como normalidade ou

assimetria, e destacar quaisquer outliers ou anomalias.

3.4 Modelagem e Algoritmos de Aprendizado de Maquina com

Preparacao de Dados e Otimizacao

A escolha dos modelos foi baseada em sua adequacéao para o objetivo da monografia,
que é analisar e prever emogdes musicais com base em caracteristicas de audio

extraidas de faixas musicais.

3.4.1 Preparacao dos Dados

Antes da aplicacdo dos modelos de aprendizado de maquina, foi realizada uma

preparacao dos dados. A rotina em Python desenvolvida para este fim incluiu:

1. Carregamento do conjunto de dados.
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2. Separacao dos dados em caracteristicas de audio (feature) e target (variavel
'Quadrante).

3. Codificacao da variavel alvo categérica utilizando LabelEncoder.

4. Divisao dos dados em conjuntos de treinamento e teste.

5. Pré-processamento com Pipeline incluindo imputacao de valores ausentes e
normalizacao das variaveis numéricas.

6. Exportagcéo do pré-processador e do LabelEncoder para uso futuro.

Esses passos garantiram que os dados estivessem limpos, normalizados e prontos
para serem aplicados aos modelos de aprendizado de maquina e estao disponiveis
em detalhe no ANEXO B

3.4.2 Modelagem e Otimizacao de Hiperparametros

Para cada um dos modelos selecionados, foi estabelecida uma grade de hiper
parametros para ser utilizada no GridSearchCV. Este método permite uma busca
exaustiva sobre os parametros especificados, utilizando validagdo cruzada para
determinar a melhor combinagdo de hiper parametros. Os modelos explorados

incluiram:
1. K-Nearest Neighbors (KNN):

o Vantagens: Simplicidade e eficacia para classificacdo baseada em

proximidade.

e Limitagoées: Sensivel a dados nao normalizados e de alta
dimensionalidade; desempenho pode ser afetado em grandes conjuntos

de dados.
2. Support Vector Machine (SVM):

« Vantagens: Eficiente em espacos de alta dimensdo; eficaz na

separacgao de classes.

o Limitagoes: Selecado de kernel e parametros pode ser complexa; nao

ideal para conjunto de dados muito grandes.
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3. Naive Bayes:

e« Vantagens: Simples, rapido e eficaz para conjunto de dados de

tamanho moderado.

o Limitagdes: Suposicao de independéncia entre variaveis pode ser um
ponto fraco; performance pode ser limitada em comparagao com outros

modelos mais complexos.
4. Random Forest:

« Vantagens: Bom para lidar com muitas variaveis; robusto contra

overfitting.

e Limitagbées: Pode ser lento para treinar; interpretabilidade dos

resultados pode ser desafiadora.
5. Gradient Boosting:
o Vantagens: Alta precisao; bom para lidar com diferentes tipos de dados.

« Limitagoes: Mais suscetivel a overfitting; o tempo de treinamento pode

ser longo.
6. XGBoost:
e Vantagens: Rapido e eficiente; frequentemente supera outros modelos.

o Limitagoes: Pode ser desafiador ajustar; overfitting € uma preocupacao

se nao for bem regulado.

A escolha e a aplicacao destes modelos foram realizadas com uma compreensao das
suas vantagens e desvantagens. A otimizacdo de hiper parametros e a validagcao
cruzada reforcaram a adequacao dos modelos ao contexto especifico do estudo, com

foco em classificar emog¢des musicais com base em caracteristicas de audio.
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3.5 Avaliacao dos Modelos

Os resultados de desempenho de cada modelo, incluindo métricas sao apresentadas
para que se possa fazer a analise comparativa entre eles e identificar qual obteve

melhor desempenho no contexto do estudo.

3.5.1 K-Nearest Neighbors (KNN)

O modelo KNN foi otimizado através do GridSearchCV, considerando um conjunto
de hiperparémetros, incluindo o nimero de vizinhos (n_neighbors), o método de
ponderacao (weights) e a métrica de distancia (metric). Os melhores parametros
identificados foram ‘metric’: ‘manhattan’, ‘'n_neighbors': 11, e 'weights’: ‘uniform’,

com uma pontuacéo de validagéo cruzada (acuracia) de aproximadamente 0.608.
Os resultados no conjunto de teste foram os seguintes:

Precisao e Recall por Classe: Classe 0: Teve a maior taxa de recall (0.76) mas com
precisao relativamente baixa (0.46), indicando uma tendéncia do modelo em identificar
corretamente esta classe, embora com um numero significativo de falsos positivos.
Classe 1: Apresentou um equilibrio melhor entre preciséo (0.74) e recall (0.68). Classe
2 e 3: Tiveram tanto precisao quanto recall mais baixos, sugerindo uma dificuldade do

modelo em identificar corretamente estas emocdes.

F1-Score: As variagdes nos valores de F1-Score refletem a capacidade inconsistente
do modelo em equilibrar precisao e recall entre as classes, com melhor desempenho
na Classe 1 (0.71) e pior na Classe 2 (0.41).

Acuracia Geral: A acuracia total de 0.542 mostra um desempenho moderado,
indicando que o modelo teve sucesso em algumas areas, mas também apresentou

limitaces.

O modelo KNN, com os parametros otimizados, demonstrou ser eficaz em algumas
areas, mas enfrentou desafios na classificacdo consistente de todas as emocdes
musicais. A escolha da métrica de Manhattan e o nimero de vizinhos indicam um

enfoque na proximidade das caracteristicas, o que pode ter beneficiado algumas
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classes em detrimento de outras. A variagdo nas métricas de desempenho entre as
classes sugere que o KNN, apesar de ser um modelo valioso, pode nao ser suficiente

por si s6 para capturar a complexidade total das emogdes musicais.

3.5.2 Gaussian Naive Bayes

O modelo Gaussian Naive Bayes foi otimizado utilizando GridSearchCV para explorar
um conjunto maiores de valores para o parametro var_smoothing. Este parametro
auxilia no ajuste da suavizacdo das probabilidades no modelo. O melhor
var_smoothing encontrado foi 1e-09, com uma pontuacgéo de validagado cruzada em

acuracia de cerca de 0.583.
O modelo foi avaliado no conjunto de teste, resultando nas seguintes métricas:

Precisao e Recall por Classe: Classe 0: Precisdo de 0.43 e recall de 0.62, indicando
uma tendéncia do modelo em identificar corretamente esta classe, mas com uma taxa
consideravel de falsos positivos. Classe 1: Melhor equilibrio entre precisdo (0.67) e
recall (0.76). Classe 2 e 3: Precisdo e recall moderados, sugerindo desafios na

classificagcao precisa destas emocgées.

F1-Score: Os valores de F1-Score variam entre as classes, com o melhor

desempenho na Classe 1 (0.71) e desempenhos mais baixos nas Classes 2 e 3.
Acuracia Geral: A acuracia total de 0.535 mostra um desempenho geral moderado.

O Gaussian Naive Bayes, apesar de sua simplicidade e eficiéncia computacional,
mostrou limitagdes na classificagdo das emogdes musicais. A variagdo nas métricas
de precisao e recall por classe sugere que o modelo teve dificuldades em capturar a
complexidade e as diferencas sutis na classificagdo das emocgdes. A escolha do
var_smoothing de 1e-09 indica a necessidade de uma suavizagao minima, refletindo

as caracteristicas dos dados.
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3.5.3 Support Vector Machine (SVM)

O modelo SVM foi otimizado usando GridSearchCV para avaliar uma variedade de
hiperparametros, incluindo 'C' (par@metro de regularizagao), 'gamma’ (coeficiente para
os kernels 'rbf', 'poly' e 'sigmoid'), 'kernel' (tipo de kernel usado no algoritmo) e 'degree’
(grau do polinémio para o kernel 'poly'). O melhor conjunto de parametros encontrado
foi 'C": 0.1, 'degree’: 2, 'gamma’: 'scale’, 'kernel’: 'linear', com uma pontuacao de

validagao cruzada (acuracia) de aproximadamente 0.612.
A avaliacao do modelo no conjunto de teste produziu as seguintes métricas:

Precisao e Recall por Classe: Classe 0: Precisdo de 0.51 e recall de 0.65, mostrando
uma capacidade moderada do modelo em identificar corretamente esta classe. Classe
1: Precisao de 0.72 e recall de 0.82, indicando um bom desempenho na classificagéo
desta classe. Classe 2 e 3: Precisdes e recalls mais baixos em comparagéo, sugerindo

dificuldades na identificacao correta destas emocdes.

F1-Score: F1-Scores variados, com a Classe 1 apresentando o melhor desempenho
(0.77) e a Classe 3 o mais baixo (0.39).

Acuracia Geral: Uma acuracia de 0.563 reflete um desempenho moderadamente
bom, com o modelo exibindo capacidade razoavel em classificar as emocdes

musicais.

O modelo SVM com kernel linear e os parametros otimizados mostrou ser eficaz em
algumas classes, mas enfrentou desafios em outras. A escolha do kernel linear sugere
que uma fronteira de decisdo linear foi adequada para algumas das classes de
emocao, enquanto outras poderiam se beneficiar de abordagens mais complexas. As
diferencas nas métricas de desempenho entre as classes sugerem que o SVM, apesar
de ser uma ferramenta poderosa, pode nao ser totalmente adequado para capturar a
complexidade de todas as emogdes musicais.
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3.5.4 Random Forest

O modelo Random Forest foi otimizado com o uso do GridSearchCV, considerando
uma variedade de hiperparametros como 'n_estimators' (numero de arvores),
'max_depth' (profundidade maxima da arvore) e 'min_samples_split' (ndmero minimo
de amostras necessarias para dividir um nd). Os melhores parametros identificados
foram 'max_depth': 10, 'min_samples_split': 6, e 'n_estimators': 400, alcancando

uma pontuacgao de validagdo cruzada em acuracia de aproximadamente 0.619.
A avaliacao no conjunto de teste revelou as seguintes métricas:

Precisao e Recall por Classe: Classe 0: Precisdo de 0.47 e recall de 0.62, sugerindo
uma capacidade razoavel do modelo em identificar esta classe com uma taxa de falsos
positivos moderada. Classe 1: A melhor precisédo (0.75) e recall (0.71), indicando um
bom desempenho nesta classe. Classe 2 e 3: Precisbes e recalls mais baixos,

apontando para desafios na identificacao correta destas emocdes.

F1-Score: As variacbes de F1-Score refletem a capacidade variada do modelo em

equilibrar precisao e recall entre as diferentes classes.
Acuracia Geral: Uma acuracia de 0.556 mostra um desempenho geral moderado.

O modelo Random Forest, com os parametros otimizados, exibiu um desempenho
consideravel, especialmente na Classe 1. A escolha de uma profundidade maxima de
10 e um minimo de 6 amostras para divisao de nés, juntamente com um numero
robusto de 400 arvores, sugere um modelo equilibrado que evita overfitting enquanto
mantém uma boa capacidade de generalizacdo. No entanto, as métricas de
desempenho por classe indicam que o modelo ainda enfrenta desafios em capturar
com precisao a complexidade das emoc¢des musicais em algumas classes. Este
resultado sugere que o Random Forest, apesar de suas qualidades, pode beneficiar-
se de abordagens complementares ou da integragdo com outros modelos para uma

analise mais abrangente.



44

3.5.5 Gradient Boosting

O modelo Gradient Boosting foi otimizado usando GridSearchCV, explorando um
conjunto de hiperparametros como 'n_estimators' (numero de arvores), 'learning_rate'
(taxa de aprendizado) e 'max_depth' (profundidade maxima da arvore). Os melhores
parametros identificados foram ‘'learning_rate': 0.01, 'max_depth': 4, e
'n_estimators': 50, com uma pontuacdo de validacdo cruzada (acuracia) de

aproximadamente 0.606.
A avaliacao do modelo no conjunto de teste produziu as seguintes métricas:

Precisao e Recall por Classe: Classe 0: Precisdo de 0.45 e recall de 0.65, indicando
uma capacidade razoavel do modelo em identificar corretamente esta classe. Classe
1: A melhor precisao (0.77) e recall (0.68), sugerindo um desempenho mais forte na
classificacao desta classe. Classe 2 e 3: Precisdes e recalls mais baixos, apontando

para desafios na identificacao precisa destas emocgoes.

F1-Score: Variagdes nos F1-Scores entre as classes, com o melhor desempenho na
Classe 1 (0.72) e o mais baixo na Classe 2 (0.32).

Acuracia Geral: Uma acuracia de 0.521 mostra um desempenho geral moderado.

O modelo Gradient Boosting, com uma taxa de aprendizado baixa e um numero
relativamente pequeno de arvores, mostrou ser eficiente em algumas classes, mas
enfrentou dificuldades em outras. A escolha de parametros sugere uma abordagem
cautelosa para evitar overfitting, mas pode ter limitado o potencial do modelo em
capturar a complexidade total das emog¢des musicais. As métricas de desempenho
variadas por classe indicam que o Gradient Boosting, embora seja uma ferramenta
poderosa, pode precisar de ajustes adicionais ou de ser complementado com outros

modelos para uma analise mais abrangente das emog¢des musicais.

3.5.6 XGBoost

O modelo XGBoost foi otimizado usando GridSearchCV, avaliando uma variedade de

hiperparametros, incluindo 'n_estimators' (nimero de arvores), 'learning_rate' (taxa de
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aprendizado) e 'max_depth' (profundidade maxima da arvore). Os melhores
parametros identificados foram ‘'learning_rate': 0.01, 'max_depth': 4, e
'n_estimators’: 50, alcangando uma pontuacgéo de validagao cruzada em acuracia de
aproximadamente 0.622.

A avaliagdo do modelo no conjunto de teste produziu as seguintes métricas:

Precisado e Recall por Classe: Classe 0: Precisao de 0.44 e recall de 0.59, indicando
uma capacidade moderada do modelo em identificar corretamente esta classe. Classe
1: A melhor precisdo (0.76) e recall (0.74), sugerindo um desempenho forte na
classificacao desta classe. Classe 2 e 3: Precisdes e recalls mais baixos, apontando

para desafios na identificacao precisa destas emocgoes.

F1-Score: Variagdes nos F1-Scores entre as classes, com o melhor desempenho na
Classe 1 (0.75) e o mais baixo na Classe 2 (0.34).

Acuracia Geral: Uma acuracia de 0.507 reflete um desempenho geral moderado.

O modelo XGBoost, com uma taxa de aprendizado baixa e um numero limitado de
arvores, mostrou ser eficaz em algumas classes, mas enfrentou dificuldades em
outras. A escolha dos parametros sugere uma abordagem cautelosa para evitar
overfitting, mas isso pode ter restringido o potencial do modelo em capturar a
complexidade das emocdes musicais. As métricas de desempenho variadas por
classe indicam que o XGBoost, apesar de ser uma ferramenta avancada de
aprendizado de maquina, pode precisar de ajustes adicionais ou combinagao com
outros métodos para abordar todas as diferencas sutis das emog¢des musicais.

3.6 Classificacao de Novas Musicas Utilizando Modelos de Aprendizado

de Maquina

Neste segmento do capitulo, destaca-se a aplicacdo pratica dos modelos de
aprendizado de maquina desenvolvidos. Para ilustrar a funcionalidade dos modelos,
foi implementada uma rotina em Python capaz de classificar novas musicas com base
em suas caracteristicas de audio obtidas através da APl do Spotify. Esta rotina permite

a aplicacao dos modelos em cenarios reais, como a classificacdo automatica de



46

musicas em plataformas de streaming. Os detalhes podem ser verificados no

Apéndice A.

3.6.1

Detalhes Técnicos da Rotina de Classificagcao

A rotina desenvolvida realiza os seguintes passos:

3.6.2

Autenticacao e Acesso a API do Spotify: Utiliza-se as credenciais do Spotify
para obter um token de acesso, permitindo a interagcdo com a API.

Busca de Informagdes da Musica: Através da API, busca-se informacdes
detalhadas de uma faixa especifica, incluindo o nome da musica, artista, album
e outras informacgdes relevantes.

Extracdo de Caracteristicas de Audio: Obtém-se as caracteristicas de audio
da musica, como danceabilidade, energia, valéncia e outras, essenciais para o
processo de classificagao.

Preparacdo e Normalizagao dos Dados: Os dados sdo preparados e
normalizados de acordo com o mesmo procedimento aplicado ao conjunto de
dados original, garantindo a consisténcia na entrada dos modelos.
Carregamento dos Modelos Treinados e Classificagao: Carregam-se os
modelos treinados (KNN, SVM, Naive Bayes, Random Forest, Gradient
Boosting e XGBoost) e utilizam-se para prever o quadrante emocional da
musica.

Resultados da Classificagcao: Exibem-se os quadrantes emocionais previstos

por cada modelo, oferecendo uma visdo comparativa das previsdes.

Exemplo Pratico de Classificagao

A rotina foi aplicada a musica "Halo" de Beyoncé. Cada modelo de aprendizado de

maquina forneceu uma previsdo para o quadrante emocional da musica. Os

resultados foram:

KNN: Q2 - Baixa Valéncia, Alta Ativagao (Tensa, Nervosa)

SVM: Q3 - Baixa Valéncia, Baixa Ativagao (Triste, Melancoélica)
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¢ Naive Bayes: Q1 - Alta Valéncia, Alta Ativacao (Alegre, Energética)
e Random Forest: Q3 - Baixa Valéncia, Baixa Ativacao (Triste, Melancélica)
e Gradient Boosting: Q4 - Alta Valéncia, Baixa Ativacao (Calma, Relaxante)

e XGBoost: Q3 - Baixa Valéncia, Baixa Ativacao (Triste, Melancélica)

Esses resultados destacam as variagbes nas previsdes dos diferentes modelos e a
complexidade inerente a tarefa de classificacdo de emog¢des em musicas. A
variabilidade nas previsées sublinha a necessidade de uma analise mais aprofundada

e talvez de uma abordagem hibrida ou enriquecida para melhorar a preciséo.

3.6.3 Implicagoes e Potenciais Aplicagoes

A implementacado desta rotina de classificagdo demonstra o potencial pratico dos
modelos de aprendizado de maquina no campo do Reconhecimento de Emocgdes

Musicais (MER). As aplicagdes incluem:

e Recomendacgao Personalizada de Musicas: Plataformas de streaming podem
utilizar estes modelos para recomendar musicas que correspondam ao estado
emocional desejado dos ouvintes.

e Analise de Tendéncias Musicais: A industria da musica pode se beneficiar da
analise automatizada para entender as preferéncias emocionais dos ouvintes
em diferentes contextos.

e Terapia Musical: A rotina pode ser adaptada para selecionar musicas que
auxiliem em tratamentos terapéuticos, proporcionando uma experiéncia
personalizada e eficaz.

A inclusdo desta rotina realca a aplicabilidade pratica dos conceitos e técnicas
estudados. Demonstra-se assim, ndo apenas a viabilidade teérica, mas também a
utilidade pratica dos modelos de aprendizado de maquina em contextos reais

relacionados a musica e as emogdes humanas.

Este avanco abre portas para futuras pesquisas e desenvolvimentos, visando

aprimorar ainda mais a precisao e a eficacia dos modelos na classificacdo de emocgdes
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em musicas e na aplicacao pratica em diversas areas relacionadas a musica e bem-

estar humano.



4 ANALISE DOS RESULTADOS
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4.1 Comparagao dos Modelos de Aprendizagem de Maquina

Neste capitulo, sera comparado os modelos de aprendizado de maquina utilizados

para classificar emog¢des musicais com base nas caracteristicas de audio do Spotify.

Os modelos incluiram K-Nearest Neighbors (KNN), Naive Bayes (Gaussian), Support
Vector Machine (SVM), Random Forest, Gradient Boosting e XGBoost.

Tabela 1 - Comparagéo dos Modelos de Aprendizagem de Maquina

Melhor Acuracia de Acuracia no
Modelo Melhores Parametros
Validagao Cruzada | Conjunto de Teste
Metric: manhattan, n_neighbors:
KNN 0.6082 0.5423
11, weights: uniform
Naive Bayes 0.5834 0.5352 var_smoothing: 1e-09
C: 0.1, degree: 2, gamma: scale,
SVM 0.6118 0.5634
kernel: linear
Random max_depth: 10, min_samples_split:
0.6188 0.5563 .
Forest 6, n_estimators: 400
Gradient learning_rate: 0.01, max_depth: 4,
) 0.6064 0.5211 )
Boosting n_estimators: 50
learning_rate: 0.01, max_depth: 4,
XGBoost 0.6224 0.5070 ]
n_estimators: 50

Fonte: Autor (2023)
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4.2 Discussao dos Resultados

A comparagao dos modelos revela que cada um tem seus pontos fortes e fracos na
classificacdo das emogdes musicais. Enquanto alguns modelos, como o SVM e o
Random Forest, mostraram eficacia em classes especificas, outros enfrentaram
dificuldades em abranger um conjunto mais completo de emocgdes. Isso sugere que a
complexidade das emogdes musicais pode exigir abordagens mais integradas ou
hibridas, combinando diferentes modelos para melhor capturar a variedade e

diferencas sutis das emocgdes musicais.

Os resultados indicam a importancia de uma selecéo cuidadosa de hiperparametros
e estratégias de modelagem. Por exemplo, o equilibrio entre overfitting e underfitting
foram importantes em modelos como Gradient Boosting e XGBoost, onde a escolha
da taxa de aprendizado e o numero de estimadores tiveram um impacto no

desempenho.

4.3 Conclusao sobre os resultados

A andlise dos modelos de aprendizado de maquina demonstra que, embora cada
modelo tenha suas qualidades, nenhum deles é superior em todos os aspectos para
a classificacado das emocgdes musicais. Isso destaca a necessidade de estratégias de
modelagem mais complexas e combinacao de diferentes abordagens para melhorar
a precisao na classificacao das emogdes musicais. A escolha do modelo ideal pode
depender das especificidades das emogdes que estdo sendo analisadas, bem como

das caracteristicas particulares dos dados de audio disponiveis.
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5 CONCLUSAO E TRABALHOS FUTUROS

5.1 Conclusao

Este estudo analisou a eficacia das caracteristicas de audio do Spotify na classificacao
de emocgdes musicais, utilizando uma variedade de modelos de aprendizado de
maquina. A analise revelou que cada modelo possui pontos fortes e limitagdes
distintas ao abordar a complexidade das emogdes musicais. Modelos como o SVM e
Random Forest mostraram eficiéncia em classes especificas, enquanto o Gradient
Boosting e XGBoost, apesar de avancados, apresentaram desafios na generalizacao

para todas as emogdes.

As caracteristicas de audio do Spotify fornecem uma base soélida para o
Reconhecimento de Emocgdes Musicais (MER), mas a eficacia na classificagao
depende significativamente do modelo de aprendizado de maquina escolhido e da
configuracdo de seus parametros. A complexidade inerente as emogdes musicais
sugere que abordagens mais integradas ou hibridas podem ser necessarias para

capturar com precisao toda a gama de emocdes.

5.2 Direcoes para Pesquisas Futuras

Com base nas descobertas deste estudo, propdem-se as seguintes diregdes para

pesquisas futuras:

5.2.1 Exploracao de Modelos Hibridos:

Investigar a combinacdo de diferentes modelos de aprendizado de maquina para
aproveitar as forcas de cada um e melhorar a classificagdo geral das emocgdes

musicais.
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5.2.2 Uso de Técnicas Avangadas de Aprendizado Profundo:

Explorar redes neurais profundas e convolucionais, que tém mostrado resultados
promissores em outras areas de processamento de audio e podem oferecer melhorias

na classificagcdo de emog¢des musicais.

5.2.3 Aplicacoes Praticas e Comerciais:

Personalizagao de Experiéncias Musicais: Explorar como as caracteristicas de
audio relacionadas a emog¢des musicais podem ser utilizadas para criar sistemas de
recomendagcdo mais sofisticados. Além de considerar o histérico de escutas dos
usuarios, as plataformas de streaming podem incorporar analises emocionais para
sugerir musicas que se alinhem com o estado emocional atual do ouvinte ou objetivos

emocionais, como levantar o animo ou acalmar.

Terapia Musical Assistida: Desenvolver ferramentas baseadas em inteligéncia
artificial que utilizem a classificacdo de emog¢des musicais para auxiliar profissionais
de saude mental na selecdo de musicas para terapia musical. Tais ferramentas
poderiam personalizar sessées de terapia para atender as necessidades emocionais
especificas dos pacientes, potencializando os beneficios terapéuticos da musica.

Anadlise de Tendéncias e Marketing Musical: Utilizar insights sobre emocdes
musicais para entender melhor as preferéncias dos ouvintes e as tendéncias de
consumo musical. Isso poderia ajudar artistas e gravadoras a criar musicas que
atendam a demandas emocionais especificas do mercado ou a desenvolver
campanhas de marketing que ressoem melhor com o estado emocional do publico-

alvo.

Educacao Musical e Engajamento: Empregar analises de emog¢des musicais para
desenvolver ferramentas educacionais que ensinem sobre a conexao entre musica,
emocao e expressao artistica. Isso pode aumentar o engajamento dos estudantes
com a musica, fornecendo uma compreensao mais profunda de como diferentes

aspectos da musica afetam as emocgoes.
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5.3 Reflexao Final

Este estudo contribui para o crescente campo do Reconhecimento de Emocdes
Musicais, oferecendo ideias sobre a intersecéo entre a ciéncia de dados, engenharia
de audio e psicologia musical. As descobertas deste estudo ndo apenas avangam o
conhecimento académico, mas tém o potencial de influenciar a industria da musica e

a experiéncia musical do ouvinte no futuro.

Ao expandir o entendimento e a aplicagdo de emogdes musicais, este estudo abre
portas para uma gama diversificada de aplicagdes que transcendem a experiéncia de
escuta tradicional. Essas aplicagdes ndo apenas tém o potencial de revolucionar a
industria da musica, mas também de enriquecer a vida das pessoas, oferecendo
novas maneiras de interagir com a musica de forma mais pessoal e significativa. Ao
aproveitar a ciéncia por tras das emogdes musicais, as plataformas de streaming
podem liderar a caminho para uma era de consumo musical mais conectada e

emocionalmente inteligente.
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APENDICE A - REPOSITORIO DE DADOS

Os dados e notebooks utilizados para a construcdo das rotinas em Python estao
disponiveis no enderecgo: https://github.com/lubohen/eEDB-018.

A.1. Cébdigos Fontes

Os codigos fontes nos dois préximos anexos complementa a etapa de Construcao do

Conjunto de Dados e Pré-processamento explicada no capitulo de desenvolvimento.
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ANEXO A - GERAGAO DO CONJUNTO DE DADOS

import requests
import pandas as pd
from config import SPOT CLIENT SECRET, SPOT CLIENT ID

# Fung¢do para obter o token de acesso ao Spotify
def get spotify token(client id, client secret):

Obtém um token de acesso ao Spotify.

Parametros:

client id (str): ID do cliente Spotify

client secret (str): Segredo do cliente Spotify
Retorna:

str: Token de acesso

mwmwn

auth url = "https://accounts.spotify.com/api/token"

auth header =
base64.b6dencode (f"{client id}:{client secret}".encode('utf-
8')).decode ('utf-8")

headers = {"Authorization": f"Basic {auth header}"}

data = {"grant type": "client credentials"}

response = requests.post (auth url, headers=headers, data=data)

if response.status code '= 200:

raise Exception(f"Erro ao obter token. Cdéddigo

{response.status code}: {response.text}")

return response.json() ['access token']

# Obter o token de acesso

CLIENT ID = SPOT CLIENT ID

CLIENT_SECRET = SPOT_CLIENT_SECRET

TOKEN = get spotify token(CLIENT ID, CLIENT SECRET)

# Cabegalhos para solicitagbes a API do Spotify
headers = {"Authorization": f"Bearer {TOKEN}"}

# Funcdo para buscar caracteristicas de audio de uma faixa especifica
def get audio features(track name, artist name):

mwmwn

Busca caracteristicas de adudio de uma faixa especifica usando a API do
Spotify.

Parametros:
track name (str): Nome da faixa
artist name (str): Nome do artista

Retorna:

dict: Caracteristicas de adudio da faixa ou None se ndo encontrada

mmn

response =
requests.get (f"{BASE URL}search?g=track: {track name}+artist:{artist name}&t
ype=track", headers=headers)
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response_json = response.json()

if 'tracks' not in response_ json:
print (f"Erro na resposta para: {track name} de {artist name}.
Resposta: {response json}")
not found tracks.append([track name, artist name])
return None

items = response json['tracks']['items']

if not items:
print (f"Nd&o foi possivel encontrar: {track name} de {artist name}")
not found tracks.append([track name, artist name])
return None

track id = items[0]['id"]

track response = requests.get (f"{BASE URL}audio-features/{track id}",
headers=headers)

return track response.json()

# Carregar dados do arquivo CSV

basedir = r"C:\Users\luboh\OneDrive\Area de
Trabalho\USP\EngDadosBigData\eEDB-018 REPO\DEVELOPER\eEDB-018\prj\DATA"
data file = basedir + r'\panda dataset taffc metadata.csv'

data source = pd.read csv(data file)

# Processamento de faixas

tracks = data source[['Title', 'Artist', 'GenresStr', 'Quadrant']].values
not found tracks = []
data = []

for track name, artist name, genre, quadrant in tracks:
audio features = get audio features(track name, artist name)

if audio features is None:
continue

data.append ([
track name, artist name, genre, quadrant,

audio features['acousticness'], audio features|['danceability'],
audio features['energy'], audio features['instrumentalness'],
audio features['key'], audio features['liveness'],

audio features['loudness'], audio features['mode'],

audio_ features|['speechiness'], audio_ features['tempo'],

audio features['time signature'], audio features['valence']

1)

# Criacdo dos DataFrames
df = pd.DataFrame (data, columns=][

'Nome da Faixa', 'Cantor ou Compositor', 'Genero', 'Quadrante',
'acousticness', 'danceability', 'energy', 'instrumentalness',
'key', 'liveness', 'loudness', 'mode', 'speechiness', 'tempo',
'time signature', 'valence'

1)

df not found = pd.DataFrame (not found tracks, columns=['Nome da Faixa',

'Cantor ou Compositor'])

# Salvando os DataFrames



df.to _csv('spotify dataset.csv', index=False)
df not found.to csv('not found spotify.csv',

index=False)
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ANEXO B - PRE-PROCESSAMENTO

import pandas as pd

from sklearn.model selection import train test split
from sklearn.preprocessing import StandardScaler
from sklearn.compose import ColumnTransformer

from sklearn.pipeline import Pipeline

from sklearn.impute import SimpleImputer

from sklearn.preprocessing import LabelEncoder
import joblib

# Fungdo para carregar e preparar os dados
def prepare data(file path, target column, numeric features, test size=0.2,
random state=42):

# Carregar dados

df = pd.read csv(file path)

# Separar em features e target

X = df [numeric features] # SupSe-se que todas as features sejam
numéricas

y df [target column]

# Codificar a varidvel alvo categdrica
label encoder = LabelEncoder ()
y_encoded = label encoder.fit transform(y)

# Dividir os dados em conjuntos de treinamento e teste
X train, X test, y train, y test = train test split(X, y encoded,

test size=test size, random state=random state)

# Construir o pré-processador para features numéricas

numeric transformer = Pipeline(steps=[
('imputer', SimplelImputer (strategy='median')), # Preencher valores
ausentes
('scaler', StandardScaler()) # Normalizar dados
numéricos

1)

# Coluna Transformer para aplicar as transformag¢des nas colunas
numéricas
preprocessor = ColumnTransformer (
transformers=][
("num', numeric transformer, numeric features)

1)

# Pré-processar os dados de treinamento e teste
X train processed = preprocessor.fit transform(X train)
X test processed = preprocessor.transform(X test)

# Salvar o pré-processador e o label encoder
joblib.dump (preprocessor, scaler path)
joblib.dump (label encoder, label encoder path)



# Retorna os conjuntos de dados processados e o pré-processador para

uso futuro
return X train processed, X test processed, y train, y test,
preprocessor, label encoder

# Uso da funcgédo

file path = 'spotify dataset.csv'

target column = 'Quadrante'

numeric_ features = ['acousticness', 'danceability', 'energy',
'instrumentalness', 'key', 'liveness', 'loudness', 'speechiness',
'valence', 'mode', 'time signature']

scaler path = 'preprocessor.joblib'

label encoder path = 'label encoder.joblib'

# Prepare os dados
X train, X test, y train, y test, preprocessor, label encoder =
prepare data(file path, target column, numeric features)

# Agora X train, X test, y train e y test estdo prontos para serem usados

em qualquer modelo de ML.

'tempo’
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