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Resumo

GUERIN, Arnaud Francis Jean. Previsao do volume de vendas de um bem de consumo.
2006. 116f. Trabalho de conclusdo de curso (Trabalho de formatura) — Escola Politécnica,
Universidade de Sao Paulo. Sao Paulo, 2006.

O propésito deste trabalho de formatura é melhorar a precisdo dos métodos de
previsdo de volume de vendas empregados pela empresa Procter & Gamble. O trabalho se
limitara a previsdo do volume de vendas de um bem de consumo do mercado de sabdo em po
brasileiro. Hoje a empresa Procter & Gamble utiliza modelos de extrapolacéo para prever o
volume de vendas. Primeiramente € feita uma revisao bibliografica dos métodos de previsio,
assim como a determinacdo dagquele mais adequado a luz das caracteristicas do problema.
Como o problema envolve variavels quantitativas bem conhecidas e que o volume de vendas
apresenta variagdes grandes, verificouse que a técnica mais adequada € a de regressao linear.
Em seguida, comparouse as precisdes obtidas pelos modelos de previsdo vigentes
(extrapolagcdo) com os modelos propostos (regresséo linear). Para isto, adotourse como
critério de comparacdo o valor do erro padréo. Os modelos de extrapolacdo apresentam erros
padres em torno de 14%. Ja para os modelos de regressdo linear, os valores dos erros
padrdes sdo proximos e até inferiores a 11%. Portanto foi possivel concluir que os modelos de
regressao linear sdo efetivamente mais precisos. Por outro lado, constatouse que o método de
regressdo linear tem uma complexidade maior do que os métodos de extrapolacdo. Desta
forma, este fato deve ser levado em consideragcdo no momento da sua escolha, pelo grande
investimento em tempo gue este implica. Eventualmente, a melhoria da precisdo do modelo

pode n&o compensar tantos investimentos.

Palavras-chave: Previsdo de vendas. Bens de consumo.



Abstract

GUERIN, Arnaud Francis Jean. Sales’ volume for ecasting of a consumer good. 2006. 116p.
Course's conclusion work (Graduation essay) — Polytechnic School, University of Sdo Paulo.
Séo Paulo, 2006.

The purpose of this essay is to improve the precision of sale€'s volume forecasting
models used by the Procter & Gamble Company. This essay will be limited to the sal€’'s
volume forecasting of a consumer good in the powder detergent market in Brazil. Procter &
Gamble is currently using extrapolation methods to forecast its sal€'s volume. First, a
bibliographical revision of forecasting methods is done, as well as a choice of the most
adequate one, based on the problem characteristics. As this problem evolves well known
guantitative variables and the sales volume varies a lot, it has been verified that the better
technique is the linear regression. After that, the precision obtained by the current forecasting
models (extrapolation) are compared with the precision of linear regression models. The
criterion of comparison adopted is the value of the standard error. The extrapolation models
present standard error around 14%. On the other hand, linear regresson models present
standard error value close to 11%. So, can be concluded that linear regression method are
really more precise. On the other hand, the linear regression method is more complex than the
extrapolation ones. The consequence is a bigger time requested by the linear regression
method. This large investment must be considered in the decision making process in order to

determine if the effort is worth or a waste of energy.

Keywords. Sales forecasting. Consumer goods.
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1.1 A empresa

1.1.1 Apresentacéao geral

A Procter & Gamble (P&G) é uma empresa multinacional de bens de consumo
fundada em 1837, em Cincinnati, Ohio — Estados Unidos. Atualmente, a P& G comercializa
aproximadamente 300 marcas, em mais de 160 paises, operando em cerca de 80 paises.

A atuacgdo, no Brasil, se iniciou em 1988, com a aquisicdo da empresa Perfumarias
Phebo S.A. e hoje conta com cerca de 1600 funcionarios, faturando 432 milhdes de délares. A
P& G possui duas fébricas no estado de S0 Paulo: Anchieta, que produz sabdo em pé; e em
Louveira, produz o restante dos produtos (Pantene, Pampers, Always €etc)

No fim de 2005, a aquisi¢céo da empresa The Gillette Company, proporcionou a P& G
uma maior atuagdo no mercado de bens de consumo, focando também o publico masculino.

The Gillette Company possui uma unica fébrica localizada em Manaus.

1.1.2 Viséo e estratégia da empresa

A visdo da empresa é “Ser, e ser reconhecida como a melhor companhia de produtos
de bens de consumo do mundo”. Visando alcancar esta meta, a P& G elaborou uma estratégia

de crescimento baseada em dois pontos:

Onde Atuar:
1. Tornar os negdcios principais em lideres globais.

2. Fazer crescer grandes marcas, mercados e clientes.
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3. Desenvolver negdcios gque crescem mais rapidamente, com maior margem de lucro.
4. Restabelecer alideranca na Europa Ocidental.

5. Acelerar o crescimento nos mercados de baixo poder aquisitivo.

Como Vencer:
1. O consumidor é o chefe.
2. Vencer no 1° e 2° momentos da verdade (compra e uso, respectivamente).
3. Entregar o melhor custo, fluxo de caixa e produtividade.

4. Alavancar exceléncia organizacional e operacional.

1.1.3 Os produtos da empresa

Este trabalho ird focar, exclusivamente, os produtos da P& G, ndo expondo os produtos
da Gillette. A razéo desta escolha se deve ao fato de que, no momento da redacdo, a
integracdo entre as duas companhias ndo tinha sido concluida, ou seja, estas funcionavam de
forma independente.

A estratégia da companhia em ndo associar diretamente 0 seu nome com suas marcas,
resulta em que os nomes das marcas sgam mais famosas no mercado do que o nome da
empresa P& G. Hoje, a P& G se baseia sobre 13 marcas globais fortes que faturam mais de um
bilh&o de ddlares, entre elas Pampers, Always, Ariel, Crest etc.

No Brasil, a P& G comercializa produtos dentro de seis categorias.

Cuidados com o Lar — os sabbes em p6 (Ariel, Ace, Bold e Pop).
Cuidados com o0 Bebé — as fraldas descartaveis (Pampers).

Protecdo Feminina— os absorventes (Always e Tampax).
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Cuidados com a Beleza — os shampoos, condicionadores (Pantene) e colorantes para
cabelo (WellaColor).
Cuidados com a Salde — os remédios (Hipogl 6s), pastas de dente (Crest), etc.

Alimentos — os salgados (Pringles).

A maor parte dos produtos referentes as duas Ultimas categorias citadas acima é
importada de fébricas da P& G fora do Brasil. Vae também ressaltar que Hipoglés é uma

marca exclusivamente brasileira, ndo existente em outros pais.

1.2 O estagio

O estégio foi desenvolvido na &rea de finangas da P& G. De maneira simplificada, a
area de finangas pode ser dividida em trés grupos.

1-) Gerenciamento do setor de impostos, contabilidade etc.

2-) Analistas financeiros. responsaveis pelo controle das categorias, baseando-se no
desempenho de cada categoria de produto.

3-) Atuacdo na area de vendas (na qual realizo estagio), fornecendo apoio as equipes

multifuncionais de vendas visando a melhora da eficiéncia dos investimentos.

1.2.1 Estrutura da area de vendas

Sera dado enfoque a estrut ura da area de vendas para que se entenda a necessidade de

um trabalho multidisciplinar nesta area.
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A é&rea de vendas é dividida em equipes multifuncionais. Cada equipe atende um tipo
de cliente, desenvolvendo com ele uma relagcdo particular, propiciando, assim, um ambiente
de parcerias e trabalho em conjunto; realidade que se torna ainda mais visivel para os maiores
clientes, que possuem uma equipe exclusivamente dedicada a eles.

Uma equipe multifuncional é constituida de: um lider, representantes de vendas que
sd0 apoiados por profissionais chamados multifuncionais das areas de logistica, finangas,
marketing e sistemas. Em cada equipe de vendas h4, pelo menos, um multifunciona de cada
area, sendo que o nimero de profissionais podera variar de acordo com acaracteristica de
cada equipe.

Assim, pela diversidade das missdes e dos contatos entre diferentes éreas, a culturae o
aprendizado de um engenheiro de producdo sdo Uteis para uma visdo geral necessaria a

resolucdo dos problemas nas equipes multifuncionais.

1.2.2 O dia-dia de estagiario

Como jé citado anteriormente, estou desenvolvendo o estégio dentro de uma equipe
multifuncional de vendas, atuando como integrante da area de financas. A minha tarefa é
acompanhanhamento e andlise do desempenho dos produtos da companhia para os clientes da
minha equipe, através de relatérios mensais e de elaboragdo de Scorecards, assm como
controle do budget da equipe. No decorrer do més, acrescentamse atividades adicionais que
correspondem a projetos especificos como, por exemplo, andlise financeira do impacto de

uma promocgao para um cliente.
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1.3 Apresentacdo do problema

O ramo da previsdo € desafiador e se tornou essencial para as empresas tomarem
grandes decisdes estratégicas ou gerenciarem o seu negécio. Assim, nos ultimos anos, a P& G
decidiu investir recursos para acancar um melhor nivel de precisdo de suas previsdes de
volume de vendas. A érea de previsdo de vendas se situa no departamento de logistica voltado

avenda, como organograma 1 a seguir o ilustra:

Marketing
Financas
Logistica Previsso de
venda
Sistemas
Vendas

Organograma 1 — Departamentos da empresa
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Os modelos atuais usados para prever os volumes de vendas dos produtos pertencem

todos a categoria dos modelos de série temporal. Os plangadores possuem uma ferramenta
propria no sistema Enterprise Ressource Planning (ERP) para elaborar as previsdes. Os tipos
de modelos disponiveis sdo apresentados no segundo capitulo: média mével, suavizagcdo com
tendéncia, suavizagdo com sazonalidade etc. Os plangadores, inicialmente, estudam os dados
da variavel a prever para determinar suas caracteristicas para, assim, escolher 0 modelo de
série tempora mais adequado. Uma vez que a previsdo é feita com o modelo, os planegjadores
trabalham nesse resultado para aperfeicoé-lo, levando em conta as iniciativas promocionais
durante o periodo, o prego do produto e da @ncorréncia, além de todas as varidveis que
impactam no volume de vendas. O esguema 1 a seguir ilustra os grandes tipos de varidvels

gue influenciam no volume de vendas:

Habitos dos
consumidores

Previsido de
venda

Dados delogistica
(distribuicao, etc)

Dadosde
marketing
(promocoes, etc)

Esquema 1 —Tiposde variaveisinfluenciando a venda
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Por fim, o objetivo dos planegjadores é chegar a um nivel de precisdo ainda maior na
previsdo dos volumes dos principais produtos vendidos pela companhia com o propésito de
tomada de decisdes que permitem o sucesso da empresa a médio e longo prazos. A empresa
gostaria de investigar a possibilidade de aperfeicoar seus métodos de previsdo atualmente
empregados. O trabalho aqui desenvolvido tratara de Previsdo do volume de vendas de um
bem de consumo, pois estudard a possibilidade de melhoria dos métodos de previsdo da
empresa, no caso especifico de um produto por ela vendido. Contudo, neste trabalho,

restringe-se ao mercado de sabdo em po.

1.4 Quadro de referéncia do trabalho

Uma vez o problema definido, vale a pena se perguntar se ele entra no quadro de
estudo da engenharia de producdo: quais sdo os critérios da engenharia de producdo a que ele

corresponde?

De acordo com a definicdo cléssica, adotada tanto pelo American Ingtitute of
Industrial Engineering (A.l.1.E.) como pela Associacdo Brasileira de Engenharia de Producéo

(ABEPRO),

“Compete a Engenharia de Producdo o projeto, a implantagdo, a melhoria e a
manutencdo de sistemas produtivos integrados, envolvendo homens, materiais e
equipamentos, especificar, prever e avaliar os resultados obtidos destes sistemas,
recorrendo a conhecimentos especializados da matematica, fisica, ciéncias socials,
conjuntamente com os principios e métodos de anélise e projeto da engenharia.”

Essa definicdo frisa o carater multidisciplinar da engenharia de producéo, deixando ambigua a
fronteira com outras disciplinas como a administracéo, por exemplo. Para especificar mais o

gue é engenharia de producdo, o departamento de engenharia de producéo da Universidade
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Federal de Minas Gerais explica que toda engenharia €& “uma ciéncia aplicada”’, cujos
problemas sdo resolvidos recorrendo-se aos conhecimentos de ciéncias “ puras’, das ciéncias

sociais e aos métodos da engenharia”.

Assm, o tema abordado nesse trabalho: Previsdo do volume de vendas de um bem
de consumo se enquadra a descricdo acima. O trabalho se trata-se da aplicacdo de métodos
matematicos com todo rigor de um engenheiro, para se chegar a um resultado prético,
manipulado facilmente pelo usuério: um ou varios modelos de previsdo. Essa praticidade no
uso vem do fato de que o modelo é uma representacdo simplificada da realidade para uma
finalidade. A primeira finalidade seria prever as vendas de um bem de consumo, conhecendo
antecipadamente seu historico. A partir deste ponto, levanta-se uma pergunta bem legitima:
por que prever? O capitulo a seguir, de revisdo bibliogréafica, fornecera alguns elementos de

resposta para essa pergunta.

1.5 Onosso caminho

Apds a introducdo e definicdo do problema colocado pela empresa, € feita a revisdo
bibliogréfica dos pontos tedricos necess&rios ao entendimento do trabalho, bem como a
determinacdo dos métodos potencidmente adequados para resolver o problema
Primeiramente sdo definidos e detalhados alguns conceitos ligados a previsdo. Depois séo
apresentadas as principais ferramentas necessérias as analises dos dados a prever, a definicéo
dos critérios de medicéo de erro utilizados para avaliar os modelos, os principais modelos
utilizados até a presente data pela companhia. Na finalizagdo do capitulo dois, apresenta-se a
teoria simplificada do principal modelo explicativo, levando em conta dentro do seu escopo,

as variavels que tem impacto no volume a prever.
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No terceiro capitulo, serdo seguidas as etapas do modelo explicativo: o método de
regressdo multilinear, selecionando as combinagdes de variaveis importantes, testando-as, €
por fim, validando as configuragdes de melhor desempenho. Os resultados dos modelos de
extrapolacdo também serdo apresentados.

Para validacéo deste trabalho, no capitulo quatro, seréo confrontados os melhores
modelos explicativos aos modelos de extrapolacdo utilizados pela empresa, para assim se
verificar avalidagdo da melhoria da previséo apresentada.

No quinto capitulo, havera o resumo dos principais pontos de aprendizados deste
trabalho, com as conclusdes alcancadas, e, por fim, fornecimento de dicas para o
aprofundamento do estudo do problema.

Finalmente, os dois Ultimos capitulos compreender-se-do em referéncias de apoio, e

apéndices.



2 Revisao Bibliografica e
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Primeiramente, serdo apresentadas as raz0es que motivam as empresas a investir no
ramo da previsdo e 0s ganhos ao investir em previsdo de volume de vendas. Posteriormente,
sera explicada, de maneira adequada, a teoria matematica necessaria a resolugéo do problema.
Serdo citadas todas as grandes familias de métodos de previsdo neste capituo, assim como as
razdes que levam a usar tal ou tal tipo de modelo. Por fim, serédo analisadas, com mais
detalhes, as técnicas relevantes ao nosso problema de previsdo do volume de vendas de um

bem de consumo.

2.1 A necessidade de previsdes

Um dos fatores criticos de sucesso, no mundo empresarial, € o conhecimento do seu
ambiente e das varidveis que impactam o seu negécio. A maioria das empresas conhece bem o
seu mercado e seus “atores’: concorrentes, consumidores etc. Segundo Porter, cada empresa
deve ter uma estratégia clara para assegurar a continuidade do seu sucesso. A nogdo de
estratégia envolve elementos do futuro ndo conhecidos. Desta forma, as empresas investem no
ramo de previsdo para obter o0 maximo de informagdes que serdo base para a tomada de
decisdes importantes. Assim, quanto mais precisa a previsao, menor Serd o risco para uma
determinada deciséo.

Para previsdo de volume de vendas de um produto, quanto mais preciso o volume é
estimado, mais adequadas seréo as quantidades de matéria prima a serem compradas e de
produtos a serem fabricados, melhor seréo utilizados os centros de distribuicgo etc. Estas

melhorias resultam em economias gque asseguram o futuro da empresa.
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2.2 Métodos de previsao

Segundo Armstrong (1985), pode-se estruturar os diversos métodos de previsdo com a

gjuda dessa arvore (esguema 2), a seguir:

Tipo de
métodos de
previsio

Subjetivo Objetivo
Qualitativo
Ingénuo Causal
Extrapolacéo
Classificacdo Linear
y
v v
Segmentacdo Econometria

Esquema 2 — Arvor e dos métodos de previsio.
Adaptado de Armstrong, (1985).

No ramo da previsdo existem quatro grandes tipos de técnicas, como visto na érvore

precedente. Usar um tipo ou um outro depende das decisbes do plangjador frente as
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informacdes que ele tem. Para elaborar um modelo quantitativo como no nosso caso,
Makridakis; Wheelwright; Hyndman (1998) explicam que nés devemos seguir o caminho dos
modelos objetivos na &rvore. Segundo eles, os modelos subjetivos devem ser escolhidos
guando pouca ou nenhuma informacdo quantitativa esta disponivel. No caso desse trabalho,
temse acesso a varias medidas quantitativas. Assim, o trabalho orienta-se do lado dos
métodos objetivos. Depois disso, nés temos uma ggunda escolha a fazer entre métodos
ingénuos (em inglés naive) e causais. Para isso, precisa-se explicar quais sdo as diferencas

entre esses métodos. Os esguemas 3 e 4, a seguir nds gjudardo nesta tarefa:

Previsdo
Y, Y Yo 1LY,

v
<

n+h

Esguema 3 — Principio do método ingénuo

Previsdo
Xl!xzi"'i Xn.j_yxn > Xn+h
Elaboracio do Previsdo através do
l modego l modelo
Y, Y0 Y, 1Y, Yoen

Esguema 4 — Principio do método causal

Com X, asvariaveis independentes,
Y avariavel dependente, que sofre a previsao,

n o tamanho da amostra,

h a posic¢do futura do periodo a prever no futuro.
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Pode-se ver que o método ingénuo baseia-se no histérico da variavel estudada para
fazer sua projecdo. De certa maneira, 0 método olha o passado da variavel para elaborar uma
projecéo dela no futuro.

O método causal segue um caminho diferente em vérias etapas. Primeiro estudam-se
as relacOes entre as variavels independentes X, e avariavel dependente Y a prever com bases
os histéricos das varidveis respectivas. Depois disso, vao ser previstas as variaves
independentes para o periodo estipulado para usar o0 modelo e assim prever a variavel
dependente. Armstrong (1985) explica que os modelos causais tém um poder explicativo que
pode ser bem interessante, principalmente para previsdo de uma variavel que varia muito.
Para que 0 método sgja €ficiente, as variaveis independentes, que vao explicar a variavel

estudada, precisam ser ssimples a prever.
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2.3 Determinacdo dos métodos a serem empregados

A seguir, no fluxograma 1, esta apresentado o raciocinio simplificado de Armstrong,

(2001), para a escolha do método dentre os quatros disponivels.

N&o Dados Sim
objetivos
suficientes?
y y
Métodos Métodos
qualitativos Quantitativos
Nao Bom Sm
conhecimento
das relagbes?

Cross Section Séries temporais

Sim Nao
Bom
- conhecimento q
do ramo?
y
Outros métodos 4 - 4
guantitativos Extrapolacdo Causd

Fluxograma 1 — Arvore de decisdo do método de previsio
Adaptado de Armstrong, (2001).
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No caso deste trabalho, partindo do inicio da arvore precedente, existem varios dados
quantitativos / objetivos para medir o desempenho dos produtos do mercado de sabdo em po.
Portanto, orienta-se na direita da arvore de decisdo. O passo seguinte é se perguntar se existe
um bom conhecimento das relacdes entre os dados objetivos. Um exemplo simples seria a
relacdo entre o prego do produto P& G e as suas vendas. Se 0 preco aumenta, a tendéncia das
vendas € de diminuir. Podem ser observadas relacdes ssimples assim com a maioria das
varidveis em nossa possa. De novo, orientase na direita na arvore para se perguntar se a
varidvel estudada € sujeita a grandes variacfes. Pode se observar que no periodo estudado o
volume de vendas (varidvel estudada) varia entre um valor minimo e um valor maximo igual
mais ou menos a quatro vezes o valor minimo. Esse ponto demostra as grandes variaces do
volume de vendas do produto P& G. Pode-se observar também que com certas variaveis como
0 numero de promogdes da concorréncia, mudancas muito grandes de volume de vendas do

produto P& G ocorrem. Estes fatos levam a escolher o tipo de método causal.

Por fim, segundo Armstrong (1985), a Ultima escolha entre os métodos lineares e de
classificacdo (na primeira arvore) € a de menor importancia e na maioria das vezes, sdo
privilegiados modelos econométricos lineares. Assim, sdo apresentados 0s modelos
economeétricos lineares que parecem relevantes para buscar uma solucdo do problema.
Também, sdo explicados os modelos de extrapolacdo usados hoje na empresa para que se

possa fazer uma comparacdo do desempenho desses dois tipos de modelos.
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2.4 Detalhamento dos métodos

Os parégrafos 2.4.1 e 2.4.2 sdo dedicados a conceitos vaidos para os dois métodos
guantitativos explicados a seguir. O primeiro enfoca-se na caracterizacéo dos dados, quando o

segundo apresenta medidas de acurécia.

2.4.1 Caracteristicas dos dados

Ao iniciar a elaboracdo de um modelo de previsdo, € muito importante estudar as
caracteristicas dos dados disponiveis. Com a primeira etapa de caracterizacdo dos dados, os
planegjadores escolherdo o tipo de modelo mais adequado para elaboracdo de uma previsao

precisa.

2.4.1.1 Umavariavd

As medidas descritas a seguir sdo as mais utilizadas para descrever dados de uma
srie.

Primeiramente, existem duas maneiras de definir o “centro” de uma série de dados:
A mediana de uma série de N valores € a medida % guando as medidas séo classificadas

jpor ordem crescente.

A meédia e definida da seguinte maneira para uma série de N dados { X,..., X} :

Qo=

-_ 1
X=qak (21)
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Uma idéia essencial quando se descreve uma série de dados € a variabilidade. Essa idéia até
parece no momento da escolha do tipo de modelos a serem usados. De maneira gerd, esta
variabilidade € medida em relacdo a média. Assim, o desvio da média € definido da seguinte

forma:

(%, - X) 2.2)

A soma destes desvios sempre sera igua a zero, assim, precisamse de medicdes Utels para

caracterizar a variabilidade da série de dados.

A primeira dela € o Mean of the Absolute Deviations (MAD) definido da seguinte
maneira:
1

&
Na

i=1

MAD =

X.- X 23)

Uma outra medida € o Mean of Square Deviations (MSD) caracterizada por ponderar

de forma mais forte os desvios de média maior:

(Xi - Y)2 (2.4)

Qo=

MSD = =
N

i=1

Uma medida bem préxima desta é a Variancia S*: definida como soma dos desvios da
média dividida pelo nimero de graus de liberdade. O nimero de grau de liberdade € definido

como o0 numero de dados menos o nimero de parametros estimados. Como a média é
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estimada, o nimero de grau de liberdade é N-1. A variancia é definida a seguir na equacéo

2.5

2

4 (x- %) 25

S?=

A partir da variancia, define-se o desvio padréo S (ou Sandard Deviation) que éaraiz
quadrada da variancia (equacdo 2.6). Uma propriedade importante do desvio padréo é ter a

mesma unidade do que os dados.

2

1 2(x-X) (26)

UN-

(0)]

1
'_\
I o=

2.4.1.2 Duasvariaves

Sgam {X,,..., X} e {Y,,..,Yy} duas séries de dados estudadas. Uma medida
importante no caso de duas variaveis € a Covariancia que permite estudar as relacfes de
comportamento entra as duas variaveis e 0 quanto elas variam juntas. A Covariancia é

definida da seguinte maneira:

Covy :ﬁ i (Xi - YXYi - \_() (2.7)

O problema da Covariancia é a dificuldade de interpretacdo devido a unidade desta medida.

Para resolver este problema usa-se 0 Coeficiente de Correlacdo definido a seguir (2.8):
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fxv = == =~ Ta — (2.8)
> Al X A b v)

A Covariancia e o Coeficiente de Correlagdo séo medidas para quantificar uma relagéo
linear entre duas varidveis diferentes. JA a Autocovariancia e a Autocorrelacdo tém o mesmo
objetivo para uma Unica série de dados. A relacdo linear £r4 quantificada entre dados da

mesma série.

A Autocovariancia c,, onde k é a defasagem entre os intervalos de dados estudados, é

definida da seguinte maneira:

(%,- X)x...- X) (29)

1

! o

_1
Ck_ﬁi

A Autocorrelagé@o r, é definida desta maneira:

4 (x, - X)x..- X)
r, =%l — (2.10)
é (Xi - X)

i=1

Estas duas medidas (2.9 e 2.10) sdo bem Uteis para se detectar relacéo temporal de causa e

efeito dentro de uma mesma série de dados.
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2.4.2 Medida da acuracia da previsao

Conhecendo as caracteristicas dos dados a estudar, € muito mais facil determinar quais
serdo os modelos mais adequados para a previsdo. Uma pergunta surge: como saber se um
modelo € melhor do que outro? Neste paragrafo, estudam-se as principais formas de se medir
0 erro de previsdo de um modelo. Quando se comparam dois métodos de medicdo de acuracia
em um mesmo modelo de previsdo, geralmente, os resultados ndo sdo muito diferentes. Mas,
0 modelo pode ser mais preciso com um método do que com outro, 0 que ressalta a

importancia de entender o funcionamento de cada medicéo de acuracia.

O erro de previsdo € definido como a diferencaentre o valor real Y, e o valor estimado

namesmadata F, :

&=Y-F (2.11)

Existem 3 parametros principais para medir a acurécia de um modelo:

O Mean Error (ME): permite medir a presenca e a direcdo de um viés. Quando é

positivo, a evolucdo dos valores é superestimada. A definicéo do ME é:

ME=—8§ e (2.12)

O problema desta medida € que os erros tém valores algébricos e quando somados se anulam

um com O outro.
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O Mean Absolute Error (MAE) ou Mean Absolute Deviation (MAD): permite
examinar o tamanho dos erros de previsao. Sua definicdo € (com as mesmas convencoes):

MAE :%éN |q| (2.13)
t=1

Na resolucdo do problema deste trabalho sera utilizada uma medida relativa do MAE: o erro

padréo que é definido como o MAE dividido pela média dos valores:

MAE

ErroPadrao = T (2.14)

O Root Mean Sguare Error (RMSE): meio aternativo para examinar o tamanho dos
erros de previsdo. Neste caso, 0S erros maiores terdo pesos bem maiores devido ao quadrado.
Uma vantagem € que a unidade desta medida também € a mesma que os dados. Sua defini¢cdo
€ (com as mesmas convengoes):

(2.15)

2.4.3 Modelos de extrapolacao

Como explicado anteriormente na se¢éo 2.3, sd0 dois os modelos relevantes para o

presente problema: os model os de série temporais e os modelos de regressdo multilineares.
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Nesta parte, apresentamse 0os modelos de série temporal, ou extrapolacdo, usados
atualmente pela empresa P& G. Na parte a seguir, descreve-se o modelo explicativo de

regressao multilinear.

Uma série temporal € um conjunto de medidas observadas de uma quantidade, ao
longo do tempo, onde os intervalos de tempo sdo constantes.
De modo geral, é assumido pela literatura que uma série temporal possui trés componentes de

pesos variaveis que a compdem:

Um termo de sazonalidade
Um termo de tendéncial/ciclicidade

Um termo irregular

A representacdo matemética desta idéia pode ser feita da seguinte maneira (2.16):

X = f(stoi) (2.16)

Com x, o valor da série temporal no instante t
S 0 componente sazonal no instante t
t o componente de tendéncia/ciclicidade no instante t

I, 0 componente irregular no instante t

Segundo Pindyck, Rubinfeld, (1998), a decisdo de escolher um modelo de série
temporal ocorre quando pouca ou nenhuma informacéo é conhecida sobre os fatores que

impactam a varidvel estudada, quando um grande nimero de dados do passado séo
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disponiveis e quando se quer prever a evolucdo da variavel estudada no curto prazo. Os

principais métodos sdo apresentados a seguir.

2.4.3.1 Média moévd

Sgam { x,..x,} valores observados de uma série temporal durante o periodo t. O
método de previsdo da média movel vai usar estas observacdes para prever o valor do instante

t+1: f,,. Otindicao instante no qual se esta e o 1 indica para qual proximo passo se estara

prevendo: o instante t+1. A definicdo matematicade f,, € apresentadaem 2.17 a seguir:

f,,= médiadas N Ultimas observagoes

_ iéN Yoor (2.17)
N +1-i

N é um inteiro dado que deve ser escolhido de forma a minimizar o Mean Absolute Error

(MAE) definido anteriormente. Neste caso, 0 € € definido da seguinte maneira: e, = x, - f,.

2.4.3.2 Suavizacao exponencial smples

Este método simples e sem necessidade de célculos complexos é usado na presenca de

uma série tempora que flutua em torno de um nivel base.

Define-se A, como a previsdo feita no instante t observando o valor x,, para o instante

seguinte t+1:



34

A =ax, +(1-a)A,; (2.18)

O fator a € a constante de suavizagdo que satisfaz O<a <1. A previsdo A é uma
meédia ponderada pela constante de suavizagdo do ultimo valor observado x, com a previsdo
para o ultimo valor observado A _;. Com um vaor alto de a d&se um peso maior para a

Gltima observagéo X, .

O termo de erro no instante t pode ser definido como e, =x, - A_;. AsSm, pode-se

escrever adefinicdo de A de umaoutraforma:

A=A +tae (2.19)

Com esta nova maneira de escrever (2.19), constata-se que a previsdo para o instante

t+1 é a previsdo para o instante t corrigido de uma fracdo do erro que foi feito para prever o
instante t. AsSim se superestimasse X, , diminui-se a previsdo, no caso inverso, aumenta-se a

previsdo. O valor de a adequado é o que minimiza o MAE.

2.4.3.3 Suavizacgdo exponencial com tendéncia: M étodo de Holt

O Método de Holt apresenta boas previsdes com séries temporais com tendéncia, mas

sem sazonalidade.

Este método € baseado sobre a previsdo de duas varidveis compondo a série temporal :

o nivel de base L, e atendéncia por periodo T,. A cada uma das varidveis esta alocada uma
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constante de suavizagdo, a para L, e b para T,, para corrigir as evolugdes de nivel de base

L, edatendéncia por periodo T, . Estas constantes respondem nas seguintes regras: 0<a <1 e

0<b<1.

ApOs observar o dado do instante t:x,, as equagfes a seguir permitem estimar os

valores de nivel de base e de tendéncia para estabel ecer a previsio:

L, =ax, +(1-a)(L., +T.,) (2.20)
To=b(L -L.)+@-Db)T, (2.21)

Para calcular a previsdo do nivel baseL,, usa-se uma média ponderada de x, que € o
ultimo valor observado, com (L, ,+T, ;) que éaprevisdo do nivel base do instante't.
Para calcular a previsdo da tendéncia por periodo T,, usase uma média ponderada da

estimativa de aumento de nivel base (L, - L, ,), com aUltima previsdo da tendéncia.

Assim aprevisio parao dado x,,, feitanoinstantet sera f,, com:
fo = L tKT, (2.22)

No caso particular da previsdo no instante t para o instante t+1, a previsao sera

fa =L+ T, (2.23)
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2.4.3.4 Suavizagao exponencial com sazonalidade: M étodo de Winter

O método de Winter € usado para fazer previsdes com série de dados com
sazonalidade e tendéncia.

Como no método de Holt, separa-se o nivel base da tendéncia por periodo. Neste
modelo aparece uma terceira variavel a prever, a variavel s, que € uma estimativa do fator

multiplicativo sazonal no instantet. A constante ¢ sera o periodo desta sazonalidade.

As trés variaveis a prever, para obter uma previsdo na série de dados estudados, sdo

definidas a seguir:
L=act-a)(l+ T (2.24)
Tt = b(Lt - Lt—l) + (1' b)Tt—l (2'25)
s =975+ (L- s (226

t

Observa-se que no calculo do nivel base L,, tira-se a sazonalidade de x, dividindo este

pelo fator de sazonalidade de um periodo c atras s, ., para realmente achar o nivel base sem

variacdo devida a sazonalidade. As oscilagbes devidas a sazonalidade sdo incluidas na
variavel s, .

Para calcular o fator de sazonalidade, usa-se uma média ponderada do mais recente

. L . . X
fator adequado para o periodo s, ., com uma estimativa da sazonalidade no instante t+1 —-.
t

Assim, a previsdo parao dado x,,, feitanoinstantet sera f,, com:

ft'k = (Lt + th )St+k— c (227)
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No caso particular da previsdo no instante t para o instante t+1, a previsio séria:

fio = (L +T)S0c (2.28)

2.4.4 Regressao linear

Apés ter explicado sucintamente os métodos de extrapolacéo, € detalhado o principal método
causal que gjudara aresolver o problema: 0 método de regressdo linear.

Muitas vezes na literatura nenhuma distingdo € feita entre econometria e regressao
linear. Segundo Jarrett (1987), econometria significa medida econdmica, mas nem todas
medidas econdmicas pertencem ao ramo da econometria. A econometria € uma disciplina que
tenta estabelecer relacbes entre variavels econdmicas gracas a teoria estatistica. A regressao
linear € um importante caso particular da econometria.

Uma variavel dependente € o que se quer descobrir, prever. As variaves
independentes sdo as que possuem um tipo de influéncia sobre a varidvel dependente.

O objetivo de uma regressdo linear € achar a relaco entre uma varidvel dependente e
as variaveis independentes das quais esta depende, para assim, conhecendo os valores destas
variaveis independentes, ter acesso a uma estimativa da variavel dependente.

O método de regressdo linear se basela sobre as variavels explicativas (variavels
independente) que tém impacto sobre a varidvel estudada (varidvel dependente). Esta
abordagem € muito diferente daguela feita com os modelos de previsdo de séries temporais
gue se baseiam unicamente sobre o histérico da variavel estudada para prever a sua evolugéo

futura.
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Ao escolher um método de regressdo linear, € importante saber que o conhecimento do
sistema estudado deve ser amplo, e que recursos muito maiores do que nos modelos de séries
temporais serdo gastos para entender o ambiente no qual a varidvel dependente esta
evoluindo, quais as relagdes com o seu ambiente etc. Isto significa, na maioria das vezes, um
investimento maior em dinheiro e energia. Assim, é importante uma avaliagdo prévia para
adequar 0 modelo com & expectativas e necessidades. o ganho de precisdo do modelo de

regressdo linear nem sempre cobre o0 investimento em tempo e recursos que este necessita.

Antes de expor 0s principais pontos tedricos necessarios para elaborar um modelo de
regressdo linear, estuda-se 0 caso mais simples deste: 0 modelo de regressdo linear simples de
uma varidvel. Esta etapa preliminar é importante para se obter um pouco mais de intuito e

sensibilidade com ateoria, a seguir, do modelo multilinear de k variaveis.

2.4.4.1 Regressdo linear simples

O objetivo daregressdo simples é conhecer as relacdes entre a variavel dependentey e
uma varidvel independente x, o quanto €las se afetam, como se comportam as varidveis. Neste

caso, assume-se que todas as outras variaveis estdo constantes.

A relacdo matemética procuradaentrex ey €

y, =a +bx +§ (2.29)

Com e oerroentreovalor medido y, e y, =a + 6>q o valor estimado, no instante i.
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Osvalores & e b dos estimadoresde a e b s30 escolhidos de acordo com o método dos

Minimos Quadrados. Este método estipula que os coeficientes a e b, para areta aproximar-

se da melhor mareira os valores reais, devem minimizar a seguinte expressao:

N N R

Assm, pode-se deduzir F(d,b)=§ &> =§ (y, - @ - bx)? Por (230
i=1 i=1

1 _IF =0) que:

derivagOes da expressdo precedente (— =——=
fa 1b

a x - Xy - )

i=1

(@Y
1

(2.31)

(2.32)

Certamente este modelo é muito simplista e ndo oferece na maioria do tempo a precisdo
exigida pelo plangador.
Agora definir-se-80 as principais nogoes tedricas necessérias para entender o modelo

de regressdo linear multipla assim como as suas hipoteses.

2.4.4.2 Regressao linear multipla

2.4.4.2.1 Modelo deregressdo linear de k variaveis.

O caso mais geral da regressdo linear multipla de k-1 varidveis independentes é dado

pela equacdo a seguir:
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Y =b,+b,X, +b;X; +..+b X, +¢ (2.33)

Com Y variavel dependente
X “s variaveis independentes
i indice da observacdo, variando de 1 an com n nimero de observacoes.
X, seria a i-ésima observagéo da variavel independente X .
e, termo de erro nai-ésima observacéo.
b, intercepto

b, a b, coeficientes de inclinagdo

Devido a complexidade da notagdo, fica mais ssimples de apresentar esta mesma equagéo de

forma matricial:

Y=Xb +e (2.34)
Com
6,0 8 Xy . Xy b, o0
y=ehi  ox=d X= oo Xei i@ oo @0 @)
¢: u ¢ 3 ¢: U 8: U
&4 d Xy o X &, { Ny

2.4.4.2.2 Modelos multiplicativos

Na busca de model os de regresséo multipla, existe uma liberdade muito grande quanto

as varidvels independentes que podem ser usadas. Uma maneira de ampliar ainda a analise €
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de usar model os de regressdo multipla multiplicativos da forma apresentada na equacéo 2.36 a

Segquir:

Y =kO X¢ (2.36)

i=1

Onde

Y éavariavel dependente (0 volume de vendas no Nosso caso).
X, asvariaveis independentes ou explicativas.

¢, os coeficientes a serem determinados na constru¢éo do modelo.

Esse tipo de modelo pode ser tratado gracas a teoria dos modelos de regressdo

multilineares gracas a uma propriedade matematica simples:
x = exp(In( X)) paraqualquer x diferente de 0.

A partir disso pode-se escrever:

In(Y) =In( kCB) X2) = In( k)+|n(€) X2) (2.37)
I(Y) = In(k)+ 4 In( X% = In(k) +5 ¢ In X, (2.39)

Assim, a equacdo 2.38 pode ser considerada como uma equacdo linear caracterizando

um modelo multilinear que foi apresentada anteriormente como equagéo 2.33.
Basta sO trabalhar com os logaritmos das variaveis independentes In( X,) para explicar o
IN(Y) , que seria a variavel dependente do modelo. Para chegar a variavel Y que nos interessa,

precisaaplicar o exponencial de In(Y) , umavez todos os ¢, determinados.
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Assim, a propriedade matemética Y =exp(In( Y)), ja introduzida, permite acessar a

variavel Y da seguinte forma:

Y = eqn( V) = exp@ik) + & ¢ In X, ¢ (2:39)
e i=1 %)

O logaritmo tem a tendéncia de suavizar a curva do modelo para colar mais a curva
real do volume de vendas. 1sso se traduze na maioria das vezes em um aumento do valor de
R? (coeficiente apresentado a seguir) porque o modelo “cola’ mais perto da redidade, entdo

tem um poder explicativo melhor.

2.4.4.2.3 Método dos Minimos Quadrados

Para estimar os coeficientes b, (j = 1,2,...,k) mais adequados, usa-se 0 mesmo
método utilizado para regressdo simples, porém generalizando a k varidvels. o Método dos
Minimos Quadrados.

O objetivo deste método € de minimizar a seguinte expressao:

& =

1 i

(Y, - b, - b,X, - ByXy - - B X)? (2.40)

Qo5

Féﬁl,ﬁz,ﬁg...,tfk):

Q0.

1

com aforma matricial, a equacdo precedente torna-se:

A

F(b,,b,,b,...b,)=8"8 (2.41)

Apbs longos célculos de derivacdo de F em relacdo a cada b ; eiguaando a zero, chega-se a

seguinte equacao matricial para os estimadores dos coeficientes b :



43

b =(X"X) XY (2.42)

2.4.4.2.4 Medida de ajuste: R* e R* ajustado

Gujarati (2005), descreve o sentido do coeficiente mltiplo de determinagdo R* como
uma medida do qudo ‘bem’ a curva de regressdo da amostra se gjusta aos dados. Este
coeficiente é calculado com base na andlise de variancia

Definem se trés termos de variacdo em regressao linear:

A Soma dos Quadrados Totais (SQT) que pode ser separada em dois termos. a Soma dos

Quadrados Explicada (SQE) e a Soma dos Quadrados dos Residuos (variagdo ndo explicada)

- 243
Onde: QT = QE + R (243
QT =4 ¥ (2.44)
Ko g
NE=a b;a vx; (2.45)
j=2 i=1l
NR=3 & (2.46)

Com as letras minlsculas, as variagOes da variavel definida em mailscula.

O coeficiente de determinacdo € a porcentagem de variacdes explicadas dentro do total

das variagdes:

R = RE (2.47)
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De forma matricial, Pindyck e Rubinfeld, (1998) fornecem a seguinte formula (2.48):

TwT 52
_ b X' Xb-nY (2.48)

RZ
YTY-nY’

Observando a equagdo 2.47, percebese que, conforme o nimero de vériaveis

independentes X aumenta, 0 modelo se torna mais preciso, a propor¢do de variagao explicada

aumenta na variagdo total, entio o R? aumenta. Assim, Gujarati (2005) expde que ao

comparar dois modelos da mesma varidvel dependente com nUmeros de varidveis

independentes diferentes, deve-se tomar cuidado ao comparar os R? e levar em conta o

numero de varidveis independentes consideradas k (com o intercepto). Por esta razéo, define-

seaseguir o R? gustado, R

Ri=1- (1. ry -1
R=1-(-R)—— (2.49)

Segundo Gujarati (2005), uma vez achados os estimadores dos coeficientes b,

necessario se assegurar que cada coeficiente é valido, exercendo um Teste-t sobre cada um

deles.

24425 Teste-t

O Teste-t pode ser efetuado caso se recorra a hipétese que o termo de erro € segue

uma distribui¢do normal de média nula e de desvio padréo constante:

e~N(O,s ?) (2.50)
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Uma vez esta hipGtese feita, pode-se aplicar o Testet sobre cada coeficiente de regresséo

parcial.

O Teste-t € um teste de hipotese. Sobre cada coeficiente de regressio parciais b,

( =1,2,...,k) achados pelo método dos Minimos Quadrados, testa-se a seguinte hipotese:

Hy:b,=0eH, b, 10 (2.51)

A hipdtese H, verdade seria equivalente a dizer que a variavel independente X ; ndo

tem impacto significativo sobre a varidvel dependente Y com a presenca das outras varidveis
independentes. O Test-t se baseia sobre a comparagéo do valor t calculado para o coeficiente

com um valor critico dado pela estatisticat para um certo grau de significancia.

A equagdo parao cdculodo t; do coeficiente b € dada a seguir:

t =—) (2.52)

A

Onde b. éoestimador de bj

J

e S(Bj) 0 desvio padréo de Bj

Rejeita-se H, s |tj| >t%n_ o onde a € o grau de significancia desgjado, n 0 niUmero

de observactes e k 0 nimero de variaveis independentes. Geramente o valor usado de a €

0,05 (ou 5%). t o/ ek é tirado de uma tabela de probabilidade.

a -
2"
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24426 Teste-F

O Teste-F serve para testar a significancia global da regresséo através um teste de

hipétese:

H,: Nem todos os coeficientes de inclinagdo sdo

simultaneamente zero.

Este Teste-F é bem diferente do Teste-t pois testa 0 modelo na sua globaidade: um
coeficiente b, pode ser testado pelo Teste-t sem que todos os outros coeficientes de

inclinacdo sgjam iguais a zero.

Neste Teste, baseado sobre a andlise da variancia, vai ser calculado um valor F pela

seguinte formula 2.53:

E
- Ty Rk o5
R =Y _ .
SQ%n_k) 1- RY)/(n- k)

Onde (k-1) é grau de liberdade da Soma do Quadrados Explicada

e (n-k) o grau de liberdade da Soma do Quadrados dos Residuos.

Se F>F, (k- 1n- k), rgeitase H, e se conclui que, pelo menos, um b & diferente de O.

F, (k- Ln- k) éovaor critico de F em nivel de significancia a .
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2.4.4.2.7 Multicolinearidade

Uma das hipéteses do modelo de regressdo multilinear € que ndo exista relacdo linear
exata entre as variaveis independentes do modelo. Se houver uma relacéo linear entre
varidveis independentes, fala-se que existe colinearidade perfeita

Existem varias formas de se detectar a multicolinearidade, porém segundo Pindyck e

Rubinfeld (1991), nenhuma conquistou de maneira ampla a comunidade cientifica

A primeira desta é quando existe um R? grande numa equacdo com valores baixos
das razdes individuais t. Uma outra maneira € estudar a correlacdo dois a dois das variaveis
independentes. Porém, a existéncia de uma correlacdo é suficiente para evidenciar uma, mas
ndo necess&ria. pode existir colinearidade sem, necessariamente, haver correlacgo. Neste
trabalho, sera utilizado o método baseado na analise das correl agdes entre variaveis.

Sera estudada a matriz de correlacdo de cada modelo para determinar as correlactes
entre variaveis e assm evidenciar uma colinearidade. Se nd ha nenhuma correlacdo, esta

analise sera considerada suficiente para validar a ndo colinearidade neste trabal ho.

2.4.4.2.8 Estatistica de Durbin-Watson

A edtatistica de DurbinrWatson mede a presenca de correlagdo serial nas varidvels
independentes. A correlacdo serial pode acontecer com uma variavel que se correlaciona com
uma outra defasada no tempo, ou com ela mesma. Neste Ultimo caso a correlagdo se chama de
autocorrelacdo serial. Com valor da estatistica de Durbin-Watson (D-W) perto de 2 ndo tem
presenca significada de correlacdo serial. Com valores entre 2 e 4, existe uma correlagéo

serial negativa. O principal problema acontece quando ha evidéncia de correlacdo positiva,
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guando a estatistica estd inferior a 1,5. Uma correlacdo positiva tem as seguintes
consequéncias:

Subestimagéo dos erros de previsao.
Superestimacao do coeficiente R2.
O modelo multilinear virainvdido e pode ndo ser o melhor método para prever

avariavel dependente.

Ao longo do nosso trabalho, nés vamos validar unicamente modelos com valor da
estatistica de Durbin-Watson perto de 2 (entre 1,6 e 3). Esse critério foi baseado no manual de
utilizacdo de EViews 2.0 que nos indica as principais estatisticas calculadas pelo software,

assim como as regras de interpretacdo delas.

2.4.4.3 Método para a resolucdo do problema

Encontrar um modelo de regressdo linear ndo é uma tarefa ssimples e seu sucesso ndo
pode ser garantido. Devido a0 seu carater investigativo, esse trabalho pode se tornar muito
pesado frente a0 gigantesco nimero de variaveis disponiveis. Ndo foi possivel localizar na
revisdo bibliogréfica algum roteiro que possa ser seguido para se chegar a um modelo de
regressdo satisfatério, mas sim um conjunto de regras a ser respeitado para assegurar a
validade do modelo em desenvolvimento. 1sso € uma conseqiiéncia do gigantesco nimero de
varidveis e condi¢des que geram uma grande diversidade de caminhos possiveis para a pessoa
em busca de um modelo de regressdo linear. Assim serd seguido um caminho préprio, onde
cada passo depende do Ultimo. Serdo elaborados vérios modelos, cada um tirando os ensinos

do precedente para aprimora-lo.
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Inicidmente, regredi-se cada variavel candidata isoladamente contra a variavel
dependente, de modo a obter uma primeira idéia de como cada varidvel relaciona-se
individualmente com o volume de vendas. Esse primeiro passo permite adquirir uma
sensibilidade em relacdo a manipulagdo das variaveis. quais variaveis tém mais peso
explicativo? Quais varidveis ndo tém nenhum peso explicativo em relagdo ao volume de
vendas?... Assim, pode ser elaborada uma primeira triagem das varidveis candidatas para

guardar somente as mais pertinentes.

Para isso, vamos proceder em dois tempos. O primeiro, consiste no estudo das
varidveis relacionadas ao produto analisado independentemente dos produtos da concorréncia
e do ambiente competitivo. Apés ter discutido com os planeadores e especialistas do mercado
de detergente em p6 da empresa, foi acordado de regredir as varidveis do produto analisado
ignorando os efeitos dos produtos concorrentes. 1sso tem como objetivo tirar ensinos sobre o
produto da companhia para responder ao tipo de perguntas a seguir: Sera que as variacdes de
preco do produto impactam muito o volume de vendas? A distribuicdo tem um peso
significativo no volume de vendas do produto?...

O segundo tempo se interessara as outras variavels e suas influéncias sobre o volume
de vendas, com o objetivo de guardar as varidaveis mais adequadas para a elaboracdo do nosso

modelo.

Por fim, seréo elaborados modelos de previsdo com base todo esse conhecimento.

O fluxograma 2 a seguir ilustra de maneira geral 0 caminho para elaborar o modelo de

previsdo respondendo ao problema do trabal ho.
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Levantamento
dasvariaveis
Variave's relacionadas Varidves
diretamente com o relacionadas a
produto estudado ' concorréncia.
Tipo de
variavel
v v
Regressbes Regressbes
simples contra simples contra
o volumede o volume de
vendas. vendas.
v
Observacio / Aprendizados. v
das vf';\rl aveis Observacso
de maior peso. dasvaridaveis
de maior peso.
A4 \ y
Regressdes Elaboracéo de
multilineares model os de regressdes
com base as multilineares com base
observacles as observagdes
precedentes. precedentes.
I L
N&o

Sim

Modelo validado

matemati camente? Validagdo matemética

do modelo.

Modelo
finalizado

Fluxograma 2 — M étodo proposto para arealizacdo do trabalho
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Frente a0 grande nimero de possibilidade, o raciocinio usado para construir os
model os serd uma combinacdo de intuicdo e bom senso com os aprendizados das regressdes
smples.

Os resultados das regressbes simples permitem ver quais variavels tém mais
importancia para explicar o volume de vendas.

A intuicdo é usada no momento da escolha de variaveis adicionadas a um modelo
para melhorar os seus resultados. As vezes precisase privilegiar a abertura do escopo do
modelo a um novo tipo de variavel do que privilegiar os resultados das variaveis em
regressdes simples. Quando se fala de abertura de escopo de modelo, pensa-se, por exemplo,
em adicionar uma varidvel de logistica a um modelo que conta varidveis de preco e de
marketing, mesmo se o desempenho desta variavel logistica parece menor do que uma outra
variavel de preco. Com este raciocinio, procura-se buscar novas fontes de informagdo para
melhorar os resultados do modelo.

Por fim, o bom senso é usado se, no modelo estudado, n&o existe nenhuma variavel
relacionada ao produto P& G. Acredita-se que um modelo ndo é completo se ele ndo leva pelo
menos uma variavel relacionada ao produto P& G.

No caso de poucas variaveis, podem ser propostos dois métodos para se chegar a um
modelo com resultados satisfatorios. O primeiro é de incorporar todas as variaveis disponiveis
num modelo e testé& o estatisticamente para tirar as variaveis menos relevantes. O segundo é
de partir da varidvel de maior R?2 em regressdo linear smples e de incorporar a variavel que
permite 0 maior aumento do R2 e assim chegar-se num R2 superior ou igua a 70%.

Neste trabalho, o desempenho de um modelo é considerado satisfatério se ele é

estatisticamente valido, se ndo existe multicolinearidade e se 0 seu R2 é maior do que 70%.
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2.4.4.4 Teste dos modelos

Como visto no esquema 4, uma vez 0 modelo construido, para usa-10 sdo necessarias
duas etapas de previsao.

A primeira consiste em prever as variaveis independentes X, ,,; a segunda, consiste
em usar 0 modelo para prever a variavel dependente Y, ., . Neste trabalho, quer-se testar,
exclusivamente, o desempenho do modelo sem agregar fontes de erros prevendo os X, .,

Assim, sdo utilizados os dados verdadeiros das variaveis independentes para prever a
varidvel dependente de volume de vendas. O modelo é testado sobre dois meses: marco e
abril.

S80 comparados o0s volumes de vendas obtidos através do modelo e os dados reais de
marco e abril.

O esquema 5, a seguir, esquematiza este processo de teste do modelo multilinear:

Previsdo: utilizacgo do
modelo

Xoon > Y

n+h

Dadosreais Comparacéo
previsto / real

Yreal

Esquema 5 — Teste do modelo
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3.1 O software E-Views

Como ferramenta para buscar um modelo de regressdo multilinear, serd usado um
software disponibilizado pela empresa P& G: o E-Views 2.0 (Econometric Views 2.0).

Decidiu-se usar esse software, e ndo o Excel ou o Minitab, por varias razdes. A
principal é a disponibilidade na empresa do oftware EViews 2.0, especializado para apoiar
os plangjadores a desenvolver modelos de regresséo linear. Uma vez que o software tenha
sido alimentado com os dados disponiveis de cada varidvel, tem-se a disposicéo uma série de
modulos para gerar informagdes necessarias para apoiar as decisdes na criacdo do modelo.
Por exemplo, existe uma fungdo que calcula a matriz de colinearidade, uma outra que calcula
todos os parametros estatisticos, tais como probabilidade do teste t, do teste F etc. Para se
chegar nesses mesmos valores com o Excel, demoraria muito para fazer todos os calculos na
ma&o, sem nenhum valor agregado para o trabalho. O Excel foi usado para a elaboracéo dos
modelos de extrapolacéo e para toda fase de elaboracdo e combinacdo das variaveis dos
modelos de regressdo, por ser mais fécil de uso na manipulagéo dos dados. Uma outra razéo
do uso do EViews 2.0 foi minha vontade de aprender a usar um software complexo usado
pelos plangadores, pois ele oferece possibilidades de célculos e informagdes que nem sempre
pensamos. EViews 2.0 permitiu elaborar um trabalho mais completo e profissional. O E
Views 2.0 ndo possui modulo de escolha das melhores varidveis. Ele calcula todos os
parametros do modelo que criamos, ndo escolhendo entre todas as varidvels que estéo
submetidas a ele, a melhor combinacdo para ter o0 modelo mais eficiente possivel. Essa
caracteristica nos levara a usar os nossos préprios métodos de escolha de varidvels que seréo

descritos ao longo deste capitulo.



55

3.2 Descricao das variaveis

Foram levadas em consideracdo as varidveis relevantes dentro do grupo de
informacdes disponivels na empresa P& G. A escolha das variavels, inseridas no escopo deste
trabalho, foi feita de acordo com os planegjadores e pessoas que tém uma grande experiéncia
no ramo de sab&o em po.

Foram levantadas as variavels, que serdo apresentadas a seguir, tentando sempre
recolher o maior histérico possivel. Em relagdo ao histérico, as varidvels de preco foram as
gue limitaram o estudo ao periodo de maio 2003 até fevereiro 2006. Armstrong (2001),
explica que quanto maior o histérico de dado, maior sera a precisdo do modelo. Acredita-se
gue este historico mensal de quase trés anos para cada variavel sera suficiente para atingir
resultados satisfatorios.

A seguir, seréo apresentadas as informagdes que, acredita-se, serdo Uteis para resolver
0 problema. Serdo apresentadas as fontes dessas informagbes, assim como o retrabalho que
foi feito para se chegar avariaveis exploréveis.

O apéndice A oferece os valores dessas variaveis classificados por produto (P&G e

trés concorrentes) atraveés dos quadros 17 a 20.

3.2.1 Volume de vendas

A variavel dependente que se quer prever € o volume de vendas mensal de um produto
de detergente em po6 da empresa Procter & Gamble. Esses dados estéo fornecidos pela propria

empresa P& G em uma determinada unidade e estdo multiplicados por um coeficiente para
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manter a confidencialidade exigida pela empresa. Essa variavel de volume de vendas se
chamaDVOL.

Para conhecer as caracteristicas desta variavel € feito um histograma da mesma e sdo
calculados os seguintes parametros. calculamse a média, a mediana, 0 maximo e minimo

desta série de dados. Isto € dado no gréfico 1 a seguir.

Series: DVOL
Sample 2003:05 200602
Chservations 34

=
[Mean 249877 .5
Median 2478537
Maximum 399711.0
4 Minimurm 167328.3
Std. Dev. 52819.07
Skewness 0.540745
2 ] kurtosis 3107861
Jarque-Bera 1673477

Frobability 0433121

0
150000 200000 250000 300000 350000 400000

Grafico 1 — Histograma do volume de venda

3.2.2 Variaveis de Preco

O tipo principal de variavel levado em conta é o prego. Essa escolha de levar em conta
variaveis de preco vem do fato trivial de que se 0 preco de um produto aumenta, suas vendas
diminuem. Apesar de parecer trivial, esse fenOmeno merece ser observado para o produto
P& G, assim como o impacto dos pregos da concorréncia nas vendas do produto P& G para
poder tirar aprendizados de quem € o verdadeiro concorrente, quais sdo as sensibilidades das
vendas as essas variaveis etc. Argumentos suplementares para levar em conta variaveis de

preco sdo os resultados das pesquisas do mercado de detergente em pd que mostram a
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ocorréncia de verdadeiras guerras de precos entre 0s concorrentes que, as vezes levam-nos a
vender a perda. Muitas vezes, o cliente tem como critério de decisdo, entre as marcas
equivalentes, 0 prego.

Primeiramente, levantamse os precos do produto P& G estudado, assim como 0s
precos dos trés principais produtos concorrentes. Os dados de preco sdo levantados pela
empresa de pesquisa de mercado AC Nielsen, semanamente, em varias lojas espalhadas pelo
Brasil inteiro. O preco é aguele visto pelo consumidor no momento da compra. Seréo usados
0s dados semanais consolidados do Brasil para o produto P&G e dos trés principais
concorrentes. Com esses dados semanais, tira-se uma média mensal para se ter uma maneira
de elaborar regressdes lineares contra a variavel de vendas mensais. Para cada um dos
produtos estudam se as suas vendas no tamanho de 1kg. Para este tamanho, existem dois tipos
de embalagem: a embalagem em papel&o e a embalagem em saco. Uma vez calculadas as
médias mensais de cada um desses tipos, sdo calculadas médias ponderadas pelo volume de
vendas de cada formato. Por exemplo, num produto x, vendem se dois tercos de embalagem
saco e um terco em papeldo. O preco mensal do produto x ser4 a média do prego “ papeldo”
com peso um terco com o preco “saco” com peso dois tercos. Para cada um dos quatro
produtos sera feito esse calculo.

Assim, chega-se a quatro variaveis de preco mensais por produto. Além disso, sdo
criadas duas variavels de preco que agrupam varios concorrentes. A primeira é uma variavel
de prego dos dois principais concorrentes e, a segunda, dos trés principais concorrentes. Essas
variaveis sdo calculadas como médias dos pregcos dos concorrentes ponderados pelo volume
share de cada um. O volume share € um dado fornecido também pela AC Nielsen, que mede
gual a participagéo, em volume (em porcentagem), de cada concorrente em seu mercado, num

determinado periodo. No nosso caso 0s quatro produtos pertencem ao mesmo mercado porque
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competem diretamente, mas a soma dos quatros volume shares é inferior a 100% pois existem
menores concorrentes neste mercado.

O quadro 1, a seguir, recapitula as variaveis de prego, assim como 0S Seus NoMmes:

Variavel Independente Simbolo
Preco produto P&G DPPG
Preco concorrente 1 DC1
Preco concorrente 2 DC2
Preco concorrente 3 DC3
Preco ponderado 3 concorrentes DP3
Preco ponderado 2 concorrentes (1 e 2) DP2

Quadro 1 - Variaveis de preco

3.2.3 indice de preco

A partir das variaveis de preco de cada produto podemse calcular variaveis
combinadas. Criam-se cinco variaveis de indice de preco com o proposito de criar 0 que
acontece na mente do consumidor no momento da compra: a comparagdo dos precos entre 0s
concorrentes. Além disso, acredita-se que este tipo de variavel combinada possui um poder
explicativo, no momento da regresséo, maior do que uma varidvel ssimples. Isso congtitui mais
umarazao para se criar essas variave's indices de preco. Essas variaveis sdo calculadas com o
preco do produto P& G, divido pelo preco do(s) produto(s) da concorréncia, multiplicado por

um fator 100. Assim, serdo criadas as cinco variaveis a seguir (quadro 2):
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Variavel Independente Simbolo
indice preco concorrente 1 IC1
indice preco concorrente 2 IC2
indice preco concorrente 3 IC3

indice preco ponderado 3 concorrentes IP3
indice preco ponderado 2 concorrentes (1 e 2) P2

Quadro 2 — indices de preco

3.2.4 Distribuicéao

A distribuicdo é uma medida de logistica que avalia, de maneira grosseira, 0 estoque
do cliente. Existem dois tipos de medidas de distribuicdo: a distribuicdo numérica e a
distribuicdo ponderada. A primeira, indica em % o nimero de lojas que negociaram a marca X
durante o ultimo bimestre. Isso é feito para cada marca. Neste trabaho, utilizase a
distribuicdo ponderada, que € muito mais representativa da redidade. A distribuicdo
ponderada se calcula com base na distribui¢do numeérica, mas ponderando o resultado de cada
loja pelo faturamento da categoria do produto analisado. Por exemplo, se um produto esta em
distribuicéo (presente pelo menos uma vez nas Ultimas oito semanas) huma loja grande, e sem
distribuicdo numa loja pequena, o resultado consolidado para essa duas lojas em distribuicéo
ponderada sera muito mais perto da situagdo “em distribuicdo” do que o contrario pelo peso
maior da loja maior. Esta medida € fornecida também pelo instituto de pesguisa
mercadol6gica AC Nielsen, a cada dois meses.

Usase a distribuicdo ponderada para o produto P&G, assm como para 0s trés

concorrentes com 0s nomes apreﬁentados no quadro 3:



60

Variavel Independente Simbolo
Distribuicdo produto P&G DDIST
Distribui¢céo concorrente 1 DIST1
Distribuicdo concorrente 2 DIST2
Distribui¢céo concorrente 3 DIST3

Quadro 3—Variaveisde distribuicéo

3.2.5 Presenca na loja

A presenca na loja € também uma medida de logistica, mas muito mais voltada ao
consumidor. Se o produto estiver em distribuicdo na loja visitada pode ser medida a presenca
naloja do produto, caso contrario, a presenca na loja ndo serd medida

Para se medir a presenca na loja, ha necessidade de se conhecer os hébitos do
consumidor. Basta ir na prateleira e ver se o produto esta presente. Assim, ponderando essas
presencas binarias nas lojas pelo faturamento da categoria do produto analisado, chega-se a
uma percentagem gue serd usada para elaborar 0s nossos model os.

As quatro varidveis de presenca na loja usadas sdo as seguintes (quadro 4):

Variavel Independente Simbolo
Presenca na loja produto P&G DPRE
Presenca na loja concorrente 1 DPRE1
Presenca na loja concorrente 2 DPRE2
Presenca na loja concorrente 3 DPRES3

Quadro 4 —Variaveisde presenca naloja
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3.2.6 Ponto de Venda (PDV)

Essa variavel faz a conta, mensalmente, ce todo e qualquer material promocional ou
publicitario colocado temporariamente nas lojas e que se refere a produtos especificos e ndo
genericamente. Segundo a definicdo da AC Nielsen, estéo incluidos cartazes (fixados nos
diversos locais do estabel ecimento), cantoneiras, faixas de gdbndolas ou especiais, forragdes de
gbndolas ou de material exposto em locais em destaque, mobiles etc. Estes dados sdo medidos
a cada dois meses pela AC Nielsen.

Astrés varidveis usadas estéo citadas a seguir, no quadro 5:

Variavel Independente Simbolo
PDV produto P&G DPDV
PDV concorrente 1 DPDV1
PDV concorrente 2 DPDV2

Quadro 5— Variaveis de Ponto De Venda (PDV)

O concorrente 3 tem essa varidvel de ponto de venda zerada quase todos os meses. Ela

ndo sera levada em conta para a elaboracdo do modelo.

3.2.7 Pontos Extras de Armazenamento (PEA)

Essa varidvel mede, mensalmente, 0 niumero de locais, diferentes aos comuns de
armazenamento, em que sao exibidos os produtos. O objetivo desses pontos extras € destacar

para o publico-alvo os produtos naloja. As variaveis no quadro 6 serdo usadas neste trabal ho:
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Variavel Independente Simbolo
Pontos extras produto P&G DEP
Pontos extras concorrente 1 DEP1
Pontos extras concorrente 2 DEP2
Pontos extras concorrente 3 DEP3

Quadro 6 — Variaveis de pontos extras

3.2.8 Logaritmo das variaveis
Todas essas variaveis tém um espelho em logaritmo neperiano. Para cada variavel sera

aplicado o logaritmo neperiano In para abrir 0 escopo dos nossos modelos aos modelos

multiplicativos, que foram apresentados na revisao bibliografica.

O quadro 21, em apéndice B, lista estas variaveis em logaritmo neperiano.

3.3 Resultados dos métodos de regresséo linear

3.3.1 Modelos lineares com base nas variaveis relativas ao produto P&G

Num primeiro momento, regrediamse cada varidveis do produto P&G contra o

volume de vendas para se ter um pouco de sensibilidade com as variaveis manipuladas.
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3.3.1.1 Modeloslineares smples — Testes das variaveis

Antes de apresentar os resultados propriamente ditos, ser& necessario estabelecer quais
0s critérios de sucesso de um modelo de regressdo linear foram levados em conta. Ja foram
apresentados, na revisdo bibliogréfica, os testes estatisticos necess&rios a validacéo de um
modelo, assim como as medidas que nos gjudam a saber se 0 modelo esta satisfatorio. Os
principais parametros verificados em cada modelo foram o coeficiente de determinacéo R?, o
R2 gjustado, valor P do teste t, valor P do teste F e 0 erro padréo de regressdo (em %). Como
sabemos, para um modelo de regressdo linear simples, ou sgja, com somente uma variavel

independente, o testet é idéntico ao teste F.

Logo a seguir (Figura 1), pode-se ver o relatério de resultados do software EViews
apos a regressdo da variavel de preco do produto P& G estudado contra o volume de vendas.
Cercados de vermelho, aparecem os parametros descritos anteriormente, que servirdo para

avaliar a pertinéncia das variaveis para prever o volume de vendas.

Variable Coefficient Std. Error t-Statistic Prob.

DPPG 141469.7 3883213 3.643109 0.0009

C -462118.7 195589.4 -2.362698 0.0244

R-squared 0.293165% \Mean dependent var 249877.5
Adjusted R-squared 0.2710¢77 / 5.D. dependent var :

S.E. of regression 4 .J5 Akaike info criterion 21.49009

Sum squared resid 6.51E+10 Schwarz criterion 21.57988

Log likelihood -411.5755 F-statistic 13.27224

Durbin-¥/atson stat 1.662827 Prob[F-statistic] 0.000943

Figura 1 — Parametros da regressido ssimples do preco do produto P& G
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Verifica-se que o teste F € equivalente ao teste t no caso de um modelo de regresséo

simples, pois a probabilidade F estaigual a probabilidadet.

De maneira mais visua, pode-se observar, no grafico 2, o quanto o resultado do
modelo linear simples (curva Fitted) “cola’ a curva de volume de vendas (Actual). A curva

residual permite seguir a evolucéo do erro entre Actual e Fitted.
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Gréfico 2 — Grafico da regressao ssimples do preco do produto P& G

No quadro 7 estdo sumarizados os resultados das regressoes lineares smples das

varidveis relacionadas ao produto P& G, contra o volume de vendas desse produto.

Variavel Independente Simbolo R2 R2 Ajustado Vatlgsrtztdo Erro Padréo
Preco produto P&G DPPG 0.293 0.271 0.0009 18.0%
Distribui¢ao produto P&G DDIST 0.402 0.383 0.0001 16.6%
Presenca na Loja produto P&G DPRE 0.031 0.001 0.3166 21.1%
PDV produto P&G DPDV 0.113 0.086 0.0514 20.2%
Pontos extras produto P&G DEP 0.043 0.013 0.2372 21.0%

Quadro 7 — Resultados das regr essdes linear es simples (produto P& G)
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A luz desses resultados, pode-se perceber que as duas varidveis com mais poder
explicativo para a previsdo do volume de vendas sdo o preco do produto e a distribuic¢éo desse
produto na loja. Um primeiro aprendizado € que a distribuicdo do produto parece ter mais
peso na explicacdo do volume de vendas do que o preco do produto. Isso poderia ser uma
surpresa conhecendo o ambiente altamente competitivo do mercado de sabd em po, onde,
segundo as pesquisas ao consumidor, o posicionamento do preco tem um peso fundamental

nas vendas do produto.

3.3.1.2 Moddos multilineares e resultados

Uma vez cada variavel do produto P& G testada separadamente contra a variavel
volume de vendas, ser&o elaborados modelos de regressdo multilinear.

Para a selecdo das variaveis que vao entrardo no modelo, a situacdo ideal seriater um
modulo do software E-Views que selecionasse 0 grupo de variaveis mais adequado para
prever o volume de vendas. Infelizmente, a nossa versao do software ndo possui tal algoritmo

de selecéo do melhor grupo de variavel.

Como o nimero de varidveis relativas ao produto P& G ndo é téo grande seréo usados
dois métodos intuitivos de escolha das variaveis. Vale frisar, neste ponto do trabalho, que
serdo integradas nos modelos as variaveis defasadas de até dois periodos para tras. Uma

variavel X defasada dei apareca como X(-i) nas nossas anotacoes.
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3.3.1.2.1 Modelo 1

O primeiro método, desenvolvido a seguir, é baseado no estudo anterior das regressdes
simples. Primeiramente sera integrada a variavel de maior R2. Num segundo, sera integrada a
varidvel que aumenta mais 0 R2 e assim por diante até chegar a0 maior R2. Por fim, seréo
estudados os estes estatisticos (teste t, teste F, Durbin Watson...) para tirar as variaveis
inadeguadas e vaidar o modelo. A cada passo, uma vez a melhor varidvel adicionada ao
modelo, junto com as mesmas defasadas de um e dois meses, serdo eliminadas, entre essas
trés mesmas variaveis defasadas, a(s) que estiver(em) muito inapropriadas: com um valor de t

muito baixo em valor absoluto.

O resultado obtido esta resumido na Figura 2 abaixo. O modelo, que sera chamado de
modelo 1, estd composto de quatro variaveis independentes ap0s aplicado o teste t. Segundo a
tabela da estatistica de Student, os valores dos coeficientes t-Satistic devem estar superiores a
1,8 para validar com uma precisdo de mais de 95% o coeficiente da varidvel correspondente.
O erro padréo desse modelo é de 12,6%.

O teste de Durbin-Watson para testar a correlagdo serial mostra um valor um pouco
superior a 2, o que valida a auséncia deste fenbmeno. O teste F evidencia que pelo menos um
coeficiente ndo esta nulo. Neste modelo, o valor de R? atingindo € 62,7%, que € um valor

razoavel para um modelo de somente quatro variavels referentes unicamente ao produto P& G.



Variable Coefficient Std. Error -Statistic Prob.
DDIST[-2] 21156.84 3725.704 h.678616 0.0000
DPRE 11587.66 3920.848 2.955398 0.0064
DPDY[-1] 6907.562 3063.393 2.254873 0.0325
DEP[-2) -8781.669 3062.971  -2.867042 0.0079

C -2656092. h89870.2 -A.5028M1 0.0001
R-squared 0.626864 Mean dependent var 244750.8
Adjusted F-squared 0.571584 5.D. dependent wvar 47031.88
S.E. of regression 3J0784.00 Akaike info criterion 20.81210
Sum squared resid 2.56E+10 Schwarz criterion 21.04112
Log likelihood -373.3997 F-statistic 11.3399N
Durbin-YWatson stat 2.118937 Prob[F-statistic] 0.000016

Figura 2 — Parametrosdo Modelo 1

O grafico 3 a seguir mostra, de maneira mais visual, o comportamento dos valores do

modelo em relacdo aos valores reais.
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Grafico 3— Grafico do Modelo 1
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Um ponto importante a destacar neste ponto do trabalho é o impacto do uso de uma
varidvel defasada. Neste modelo, usam-se duas variaveis defasadas de dois meses: DDIST(-2)
e DEP(-2). Isso tem conseqliéncias sobre o periodo coberto pelo modelo. Neste caso, foi
reduzido o escopo temporal do modelo de dois meses. Os dois primeiros meses das variaves
ndo tém valores dois periodos atrés, 0 que impossibilita 0 uso desses dois primeiros periodos.
Temos que saber que essa “ supressdo” dos dois primeiros valores tem um impacto no modelo

como um todo: sobre 0 R2, os coeficientes, etc.

3.3.1.2.2 Modelo 2

O segundo método, bem intuitivo também, oferece um caminho diferente. Ele vem do
fato de que uma variavel pode ndo ter um R2 muito alto em regressdo simples, mas junto com
outras varidveis pode ter um poder explicativo grande, assm como um coeficiente t bem alto.
Essa caracteristica foi bem comprovada com a variavel de presenca na loja DPRE no modelo
precedente. Em regressdo linear simples, essa variavel tem o menor R2 das cinco variaveis
independentes, mas junto com outras variaveis ela tem um poder explicativo alto e um valor
do coeficiente t alto. Serdo integradas, no comego, todas as varidvel's ao modelo e aplicados os

testes estatisticos (principalmente o teste t) paratirar as variaveis inadequadas.

Os resultados do modelo estdo apresentados na figura 3 a seguir. Com 0 método
apresentado precedentemente, chega-se a um modelo, que serd chamado modelo 2, composto
de sete varidveis independente. O coeficiente R2 chegou num valor mais alto do que o modelo
precedente: 72,0%. Da mesma maneira os valores dos coeficientes tém que estar superiores a
1,8 para-se ter certeza de que o coeficiente da variavel correspondente esta diferente de O,

com 95% de certeza. O erro padréo neste caso € reduzido por 11,6%.



Variable Coefficient Std. Error t-Statistic Prob.
DPPG[-2] 80543.26 37337.44 2157172 0.0412
DDIST[-2) 19248.59 4204.063 4.578569 0.0001
DPRE 11250.10 3749.927 3.000086 0.0062
DPDV[-1] 6311.136 3356.717 1.880151 0.0723
DPDY 7926.995 3829.926 2.069751 0.0494
DEP[-2] -10893.17 2985.406 -3.648807 0.0013
-6222.308 3068.559 -2.027762 0.0538
-2816253. 571008.8 -4.932065 0.0000
R-squared 0.720096 Mean dependent var 244750.8
Adjusted R-squared 0.638458 5.D. dependent var 47031.88
S.E. of regression 28279.50 Akaike info criterion 20.71210
Sum squared resid 1.92E+10 Schwarz criterion 21.07854
Log likelihood -368.7997 F-statistic 8.820545
Durbin-Yatson stat 2.378044 Prob[F-statistic] 0.000023

Figura 3 — Parametros do M odelo 2

De maneira mais visual, podemse comparar os resultados do modelo com a realidade

do volume de vendas no grafico 4 a seguir:
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Gréfico 4 - Gréfico doModelo 2
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Neste momento, surge uma pergunta bem legitima na mente do leitor: por que dois
model os t&o diferentes com base os mesmos dados? Os dois raciocinios ndo deveriam levar ao
mesmo modelo otimizado com 0 mesmo R??

Ja foram explicados os dois métodos usados para se chegar nestes modelos. O
primeiro, seria qualificado de “agregado” porque ele agrega variavel apls varidvel até
verificar os testes edtatisticos. O segundo, tem um método diferente que poderia ser
qualificado de “reverso”: agregam-se todas as variaveis e tiram-se, uma por uma, as variaveis
ndo apropriadas por causa dos testes estatisticos. Esses, sdo somente dois caminhos numa
grande quantidade de caminhos. Existem, no total, 2°>-1 ou 32 767 possibilidades de
modelos diferentes (5 varidveis com 3 possibilidades de defasagem). Para explicar
qualitativamente a diferenca entre os dois modelos obtidos com dois métodos, que,

intuitivamente, levariam na melhor solugcdo, podemos tentar nos ajudar com o0 esquema 6

seguinte:

RZ2 a

B V\Cami nho b)
A

Caminho a)

»
>

Possibilidades de
modelos

Esguema 6 — Comparacéo ilustrativa dos dois modelos
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Pode-se ver que no caminho: a) temos um raciocinio que nos leva a aumentar o valor

de R? até o mé&ximo A; se continuarmos, vamos diminuir o R? ; entdo paramos em A. Com
um outro caminho, o b), elevamos o0 R? até ele comegar a diminuir de novo; entdo, paramos
em B. A diferenca esta em que A é um méaximo loca quando B € o maximo global. Na
verdade, nunca saberemos se atingimos 0 méximo global ou um méximo local. A Unica
certeza que nos temos nos Nossos dois modelos € que o primeiro atingiu um maximo local de
R2. Temos que observar que esse grafico simples em duas dimensdes é vaido porque temos
dois caminhos, mas, se escolhemos n caminhos teria que aumentar 0 nimero de dimensdo do
desenho... Essa explicacdo qualitativa frisa bem a complexidade da elaboracdo de um modelo
de regressdo multilinear e a vantagem de se ter um software que faz os célculos de todas as
possibilidades (que com cinco varidveis ja estdo de 32 767) para achar o melhor modelo.

Como ja explicado anteriormente, o EViews 2.0 ndo possui tal algoritmo.

3.3.1.2.3 Analise de multicolinearidade

Para validar os modelos, precisa-se analisar a multicolinearidade dentro das variaveis
selecionadas. Para isso, serdo usadas matrizes de correlagdo, como ja explicado na revisdo
bibliografica.

A matriz de correlagcdo do modelo 1 esta apresentada a seguir (no quadro 8) e pode-se
reparar que o maior valor em modulo dela é uma correlaco entre a varidvel dependente de
volume e a variavel independente de distribuicdo. Isso valida o fato de ndo ter

multicolinearidade entre as variaveis do modelo.
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DDIST(-2) DEP(-2) DPDV(-1) DPRE DVOL
DDIST(-2) 1.000000 -0.367820 | -0.584797 -0.424912 0.671840
DEP(-2) -0.367820 1.000000 0.487953 0.440070 -0.396135
DPDV(-1) -0.584797 0.487953 1.000000 0.148832 -0.310892
DPRE -0.424912 0.440070 0.148832 1.000000 -0.094009
DVOL 0.671840 -0.396135 | -0.310892 -0.094009 1.000000

Quadro 8 —Matriz de correlacdo do Modelo 1

O mesmo caculo de matriz de correlacdo foi feito para as variaveis do modelo 2. O

resultado esta apresentado no quadro 9 a seguir.

DDIST(-2) DEP DEP(-2) DPDV DPDV(-1) DPPG(-2) DPRE DVOL
DDIST(-2) 1.000000 -0.256517 -0.367820 -0.608649 -0.584797 0.593828 -0.424912 0.671840
DEP -0.256517 1.000000 0.005372 0.606134 0.358302 -0.057038 0.114845 -0.119294
DEP(-2) -0.367820 0.005372 1.000000 0.295885 0.487953 -0.082357 0.440070 -0.396135
DPDV -0.608649 0.606134 0.295885 1.000000 0.708163 -0.454523 0.155972 -0.278605
DPDV(-1) -0.584797 0.358302 0.487953 0.708163 1.000000 -0.453152 0.148832 -0.310892
DPPG(-2) 0.593828 -0.057038 -0.082357 -0.454523 -0.453152 1.000000 -0.006193 0.537240
DPRE -0.424912 0.114845 0.440070 0.155972 0.148832 -0.006193 1.000000 -0.094009
DVOL 0.671840 -0.119294 -0.396135 -0.278605 -0.310892 0.537240 -0.094009 1.000000

Quadro9—Matriz de correlagdo do Modelo 2

Nesta matriz, 0 maior valor em modulo existe entre duas variaveis independentes

DPDV e DPDV(-1). Isso evidencia a presenca de multicolinearidade neste modelo. Segundo

Armstrong (1985), nesta situagdo existem duas possibilidades:

do modelo.

- Suprimir uma das duas variaveis do modelo paratirar multicolinearidade

- Criar uma nova variavel combinando as duas variaveis em causa.

Essa segunda solucéo € privilegiada por Armstrong (1985), porque ela guarda a maior

parte da informag&o Gtil & boa precisdo do modelo.

Antes de criar uma nova variavel, precisa-se parar um pouco para entender por que

houve colinearidade entre DPDV e DPDV(-1). A primeira idéia que vem em mente é que
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trata-se da mesma variavel defasada de um més. Mas, olhando de mais perto o modelo, pode-
se ver que entre DEP e DEP(-2) néo existe quase nenhuma colinearidade. Na verdade, a causa
da colinearidade entre DPDV e DPDV(-1) se situa no método de medicdo desses dados pela
AC Nielsen. Foi explicado na definicdo das varidveis que esses dados eram medidos
bimestralmente. Assim, a cada 2 meses o0 valor de DPDV é igua ao dados do més anterior.
Desta maneira, claramente existe colinearidade entre DPDV e a mesma variavel defasada de

um meés.

3.3.1.2.4 Modelo 3

Para remediar esse problema de multicolinearidade no modelo 2, sera criada uma
varidvel nova a partir de DPDV e DPDV(-1). Ela € a soma de DPDV com DPDV(-1). Na

figura 4 a seguir, chamado de modelo 3, ela aparece como DPDV.

Variable Coefficient Std. Error t-Statistic Prob.
DPPG[-2] 80219.50 36619.77 2.190606 0.0380
DDIST[-2] 19173.86 4116.440 4.6h7874 0.00m
DPRE 11300.03 3675.273 3.074610 0.0050
DPDV 7042.269 1948.467 3.614262 0.0013
DEP[-2] -11046.50 2876.104  -3.840786 0.0007

DEP -h956.529 2852.166  -2.088423 0.0471
C -2813084. h60203.9 -5.021536 0.0000
R-squared 0.71924% Mean dependent var 244750.8
Adjusted R-squared 0.6561864 5.D. dependent var 47031.88
S.E. of regression 277h0.23 Akaike info criterion 20.65264
Sum squared resid 1.93E+10 Schwarz criterion 20.97327
Log likelihood -368.8483 F-statistic 10.67428
Durbin-YWatson stat 2.385903 Prob[F-statistic] 0.000007

Figura 4 — Paréametros do Modelo 3
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Pode-se ver que 0 R2 quase ndo diminui, significando, neste modelo que foi guardado

0 mesmo poder explicativo que no modelo 2. O erro padrédo diminui um pouco para atingir
11,3%.

O gréfico 5 a seguir, permite acompanhar a ewolucéo do erro, diferenca entre a curva

real e a curvado modelo.
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Gréafico5— Gréafico do Modelo 3

Apesar de ndo apresentar grande necessidade, sera recalculada a matriz de correlagéo
(ou pelo menos os novos coeficientes relacionados com a nova variavel DPDV) para se ter

certeza de que ndo sobra multicolinearidade.
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DDIST(-2) DEP DEP(-2) DPDV DPPG(-2) DPRE DVOL

DDIST(-2) 1.000000 -0.256517 -0.367820 -0.645561 0.593828 -0.424912 0.671840
DEP -0.256517 1.000000 0.005372 0.520507 -0.057038 0.114845 -0.119294
DEP(-2) -0.367820 0.005372 1.000000 0.425065 -0.082357 0.440070 -0.396135
DPDV -0.645561 0.520507 0.425065 1.000000 -0.491007 0.164870 -0.319098
DPPG(-2) 0.593828 -0.057038 -0.082357 -0.491067 1.000000 -0.006193 0.537240
DPRE -0.424912 0.114845 0.440070 0.164870 -0.006193 1.000000 -0.094009
DVOL 0.671840 -0.119294 -0.396135 -0.319098 0.537240 -0.094009 1.000000

Quadro 10— Matriz de correlagdo do Modelo 3

Essa matriz (quadro 10) tem o0 seu maior coeficiente entre a variavel dependente de

volume e uma variavel independente DDIST(-2). Isso significa que ndo existe evidéncia de

multi colinearidade nesse modelo.

3.3.2 Modelos lineares com base todas as variaveis

3.3.2.1 Modelos lineares smples das variaveis exter nas ao produto P& G

Procede-se da mesma maneira que para as variaveis relativas ao produto P& G. Num

primeiro momento, regredi-se cada variavel independente contra o volume de vendas, para

sentir um pouco quais sdo as varidveis de maior peso, mesmo se ja foi visto nos modelos

anteriores que uma variavel de peso fraco, num modelo de regressdo simples, pode ter um

peso bem maior num modelo multilinear.

Os resultados para cada variaveis so apresentados no quadro 11 a seguir:
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Variavel Independente Simbolo R2 R2 Ajustado Vatlgsrtz ?O Erro Padrao
Preco Concorrente 1 DC1 0.132 0.105 0.0344 20.0%
Preco Concorrente 2 DC2 0.224 0.200 0.0047 18.9%
Preco Concorrente 3 DC3 0.315 0.294 0.0005 17.8%

Preco ponderado 3 concorrentes DP3 0.298 0.276 0.0008 18.0%
Preco ponderado 2 concorrentes DP2 0.170 0.144 0.0154 19.6%
indice preco concorrente 1 IC1 0.061 0.031 0.1591 20.8%
indice preco concorrente 2 IC2 0.004 (0.027) 0.7271 21.4%
indice preco concorrente 3 IC3 0.000 (0.041) 0.9171 18.4%
indice preco ponderado 3 concorrentes IP3 0.035 0.005 0.2903 21.1%
indice preco ponderado 2 concorrentes P2 0.031 0.001 0.3180 21.1%
Distribuicdo concorrente 1 DIST1 0.000 (0.031) 0.9991 21.5%
Presenca na loja concorrente 1 DPRE1 0.129 0.101 0.0372 20.0%
PDV concorrente 1 DPDV1 0.046 0.017 0.2209 21.0%

Pontos Extras concorrente 1 DEP1 0.008 (0.023) 0.6214 21.4%
Distribuicdo concorrente 2 DIST2 0.243 0.220 0.0030 18.7%
Presenca na loja concorrente 2 DPRE2 0.135 0.108 0.0328 20.0%
PDV concorrente 2 DPDV2 0.047 0.017 0.2170 21.0%

Pontos Extras concorrente 2 DEP2 0.019 (0.011) 0.4346 21.3%
Distribui¢cdo concorrente 3 DIST3 0.425 0.407 0.0000 16.3%
Presenca na loja concorrente 3 DPRE3 0.077 0.048 0.1132 20.6%
Pontos Extras concorrente 3 DEP3 0.049 0.019 0.2082 20.9%

Quadro 11 — Resultados das r egr essoes lineares simples (Produto da concorréncia)

Témse varidveis de peso forte de vérios tipos: A distribuicdo do concorrente 3,

DIST3, € uma variavel logistica e tem 0 maior peso explicativo da variavel dependente de

volume de verdas, com um R2 de 0,425. Variaveis de natureza mais econdmicas, tais como

DC3 e DP3, tém também, pesos importantes com coeficientes R2 respectivos de 0,315 e

0,298.
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3.3.2.2 Modelos multilinear es convencionais

Armstrong (2002), frisa um ponto importante da teoria econométrica: ao elaborar um
modelo de regressdo multilinear deve-se pensar em obter um modelo simples, com um

nuimero de variavel ndo muito €evado.

3.3.22.1 Modelo 4

Assim, pode-se apresentar, a seguir (figura 5) um modelo, que se chamara de modelo
4, constituido de duas variaveis que apresentam resultados de qualidade média, em relacdo a
acuracidade da previsdo mas que, pelo menos, tém o0 mé&ito de ser muito simples a
implementar. Precisa-se, somente, de duas variaveis independentes: o prego do concorrente 1
defasado de um més e a distribuicdo do concorrente 3. Foram utilizados os resultados do
estudo anterior de regressdo linear simples de cada variavel para determinar as variaveis mais
adequadas para elaborar esse modelo. DIST3 e DC1l sdo as duas varidveis de maior

coeficiente R? na tabela precedente.

Variable Coefficient Std. Error -Statistic Prob.
DC1[-1] f3658.68 b#42.325 12.60777 0.0000
DIST3 -3259.783 612.0600 -5.325920 0.0000
R-squared 0.537762 MWean dependent var 249446.6
Adjusted R-squared 0.522851 5.D. dependent var L3577 N
S.E. of regression 37009.06 Akaike info criterion 21.09653
Sum squared resid 4.25E+10 Schwarz criterion 21.18723
Log likelihood -392.9177 F-statistic 36.06497
Durbin-Yatson stat 1.658089 Prob[F-statistic] 0.0o00001

Figura 5 — Parametros do Modelo 4
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Um ponto interessante € o alto valor dos coeficientes t das duas variaveis dependentes,
significando que estas duas variaveis s80 muito relevantes para este modelo. Da mesma
maneira, a probabilidade de que os dois coeficientes sejam simultaneamente zerados € quase
nula, como o indica a probabilidade F.

Neste modelo, ndo se usou interceptou C porque ele diminuia o coeficiente R2. O
coeficiente R2 se elevou a 53,7% e o erro padrdo do modelo é de 14,8%. Com duas Unicas
varidveis, o resultado € muito interessante, porém, neste estudo, ainda insuficiente.

A seguir (gréfico 6), apresenta-se 0 desempenho do modelo de maneira visual. Pode-
se observar que a curva calculada pelo modelo ndo varia muito e somente segue a tendéncia
do volume de vendas. Assim, ha necessidade de se achar um modelo com poder explicativo

maior para tentar explicar as variagbes mensais do volume de vendas.
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Gréafico 6 — Grafico do Modelo 4



79

3.3.22.2 Modelo 5

Sempre guardando em mente o conselho de Armstrong (2002) sobre a simplicidade
dos model os que deve ser respeitada, apresenta-se 0 modelo 5, a seguir, que se compde de trés
varidveis. Da mesma maneira que no modelo 4, a escolha das varidveis esta feita de acordo
com o desempenho das variaveis independentes em regressdo simples, cujo resultados sdo
resumidos na tabela precedente. Assim, pode-se observar que a varidvel DIST3 com 0 seu R2
de 0,425 esta de novo presente no modelo. A principal diferenca entre o modelo 5e04 éa
abertura do seu escopo a novas informagdes. O modelo 4 ndo leva em conta informagoes
sobre o produto P&G, nem sobre o produto 2. Neste modelo 5, o produto P& G aparece
através da variavel 1C1 que € o indice entre os precos do produto P& G e do concorrente 1. O
produto 2 aparece, também, no modelo através da sua varidvel de distribuico defasada de um
més.

Os resultados do modelo 5 estéo resumidos nafigura 6 a seguir:

Variable Coefficient Std. Error t-Statistic Prob.

Ic1 -8626.890 2684.840 -3.213186 0.0031
DIST3 -4818.783 754.2951  -6.388459 0.0000
DIST2[-1] 13614.22 2815.765 4.834997 0.0000
R-squared 0.60087¥8 Mean dependent var 249446.6
Adjusted R-squared 0.574270 5.D. dependent var 35773
S.E. of reqgression 34958.12 Akaike info criterion 21.01032
Sum squared resid 3.67E+10 Schwarz criterion 21.14637
Log likelihood -390.4953 F-statistic 22.58250
Durbin-Yatson stat 1.964471 Prob[F-statistic] 0.0ooo001

Figura 6 — Parametros do M odelo 5

Abrindo o escopo de estudo, como explicado precedentemente, permite-se, ao

coeficiente R2, atingir o valor 60,1%. O erro padrdo diminui para 14,1%.
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Na representacéo grafica do modelo 5 (gréfico 7), frente ao volume de vendas real,
mostra-se que o0 modelo tem um poder explicativo das variagbes mensais um pouco melhor do

gue o0 modelo 4.
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Gréfico 7 — Gréafico do M odelo 5

3.3.2.2.3 Modelo 6

Estando ainda insaisfeito com o poder explicativo do modelo 5, apresenta-se uma
variante dele, chamada modelo 6, substituindo a variavel DIST2(-1) pela variavel DEP3(-1).
Esta substituicdo obedece ao raciocinio seguinte: queria-se abrir 0 escopo do tipo de variavel
a serem levadas em conta no modelo 6. O modelo 5 utiliza dois tipos de varidveis. uma
variavel econbmica IC1 e duas variaveis de logistica DIST3 e DIST2(-1). No modelo 6 seréo
utilizadas trés tipos de varidveis: uma variavel econdmica IC1, uma variavel de logistica
DIST3 e uma varidvel de marketing DEP3(-1). Vale ressdltar que a varidvel econdmica de

indice de prego IC1 do produto P& G, contra o concorrente 1, traduz a comparagdo que o
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consumidor faz no momento da compra do sabdo em pd. O consumidor compara o prego do
produto P& G com o do concorrente 1, escolhendo o produto que responde melhor as suas
necessidades naguele momento. Assim, essa variavel IC1 poderia, também, pertencer a

categoria habito do consumidor.

Os resultados do modelo 6 estdo apresentados na figura 7 a seguir:

Variable Coefficient Std. Error -Statistic Prob.
C 1515729. 315671.4 4.801603 0.0000
IC1 -10837.03 3168.477  -3.420266 0.0019
DIST3 -6542.707 977.6591  -6.692217 0.0000
DEP3[-1] 6318.711 3274173 1.929874 0.0635
R-squared 0.633073 Mean dependent var 249446.6
Adjusted R-squared 0.595115 5.D. dependent var h3577.31
5.E. of regression 34091.54 Akaike info criterion 20.98682
Sum squared resid 3.37E+10 Schwarz criterion 21.16822
Log likelihood -389.1075 F-statistic 16.67828
Durbin-Watson stat 2.336029 Prob[F-statistic] o.ooo0o002

Figura 7 — Parametros do M odelo 6

O coeficiente R2 do modelo 6 é de 63,3% e o erro padréo de 13,7%. Pode-se observar
também que todos os valores de t dos coeficientes da regressdo estdo superiores ao valor

critico t_,. =1,7 com uma precisdo de 95%.

crit

A seguir, no grafico 8, et apresentado o desempenho do modelo 6 de maneira

grafica
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Gréfico 8 — Gréafico do M odelo 6

3.3.2.3 Modelos multiplicativos

3.3.2.3.1 Modelo 7

Neste paragrafo serd apresentado um modelo um pouco diferente baseado sobre a
teoria dos modelos lineares. Este modelo serd chamado de modelo 7 e pertence a categoria
dos modelos multiplicativos. Como explicado na revisdo bibliogréfica, podemse usar
modelos multiplicativos na teoria dos modelos multilineares através da linearizacéo deles via
o logaritmo neperiano. Essa técnica permite chegar-se a modelos com coeficiente R2 mais

altos neste trabal ho.
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O modelo 7 utiliza cinco variavels, com trés variaveis de preco dos concorrentes e

duas varidveis de logistica (LDIST3 e LPRE2(-1)). Os resultados desse modelo estdo

apresentados na figura 8 a seguiir:

Variable Coefficient Std. Error t-Statistic Prob.
C 73.45504 16.03653 4.580482 0.0002
LC1 4.840171 1.102128 4.391659 0.0003

LC2 -6.934619 1.388815 -4.993193 0.00m

LC3 -6.612196 1.318728 -5.014071 0.00m
LDIST3 -1.874449 0.239209  -7.836027 0.0000
LPREZ[-1] -9.135677 3.3h2029 -2.725A17 0.0130
R-squared 0.794947 Mean dependent var 12.34404
Adjusted R-squared 0.743684 5.D. dependent var 0.181823
S.E. of regression 0.092053 Akaike info criterion -4.571617
Sum squared resid 0.1694¢73 Schwarz criterion -4.281287
Log likelihood 28.53862 F-statistic 15.50717
Durbin-¥/atson stat 2.021787 Prob[F-statistic] 0.000003

Figura 8 — Parametros do M odelo 7

Os resultados estédo muito melhores do que nos modelos antigos. O R2 é de 79,5% e
todos os coeficientes t tém valores bem atos em val ores absol utos.

Essa melhoria espetacular dos resultados tem vérias fontes. A primeira fonte de
melhoria é o uso de um modelo multiplicativo que ao longo dos testes em computador
pareceu bem Obvia. Mas existe um outro fator que é o uso da varidvel de preco do concorrente
3. Essa variavel tem uma leitura somente desde janeiro de 2004. Todas as outras variaveis tém
uma leitura desde maio de 2003. Assim, a0 usar a varidvel de prego do concorrente 3, 0
periodo de estudo se restringe ao periodo de janeiro de 2004 até fevereiro de 2006. Essa
reducdo do periodo de andlise do modelo pode ser uma fonte de explicacdo dos bons

resultados do modelo 7, pois de maio de 2003 até agosto de 2003, o volume de vendas tem
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variacOes grandes. Assim, essas oscilacdes grandes do volume de vendas ndo séo levadas em
conta e ndo influenciam os parametros do modelo.

Essa reducdo do periodo de estudo esta visivel no grafico 9 a seguir, assim como o

bom desempenho do modelo 7:
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Gréafico 9 — Gréafico do M odelo 7

Apesar das excelentes qualidades deste modelo 7, deve-se reparar que nenhuma
variavel relativa ao produto P& G entra nele. 1sso pode significar que o ambiente competitivo
no qual o produto P&G atua tem mais influencia no seu volume de vendas do que nas
varidvels do produto em si. O modelo 3 vem claramente se erguer contra essa hipotese, por
estar constituido unicamente de variaveis referente ao produto P& G e chegar num valor de R2
de 72,0%. Precisa-se parar neste modelo que apresenta resultados muito satisfatérios para
tentar ver se faz sentido incluir uma ou algumas variaveis relativas ao produto P& G. Antes

disso, deve-se assegurar que o modelo € satisfatério do ponto de vista matematico. Para tal
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tarefa, fazse uma andlise de multicolinearidade do modelo 7, ja que os testes t, F e de Durbin

Watson estdo todos verificados.

A seguir, no quadro 12, esta apresentada a matriz de correlacdo do modelo 7.

LC1 LC2 LC3 LDIST3 LPRE2(-1) LVOL
LC1 1.000000 0.657917 -0.399072 0.381993 -0.143145 -0.082792
LC2 0.657917 1.000000 -0.414257 0.108456 -0.393269 -0.060322
LC3 -0.399072 -0.414257 1.000000 -0.819596 0.286290 0.325926
LDIST3 0.381993 0.108456 -0.819596 1.000000 -0.134421 -0.631804
LPRE2(-1) -0.143145 -0.393269 0.286290 -0.134421 1.000000 -0.134772
LVOL -0.082792 -0.060322 0.325926 -0.631804 -0.134772 1.000000

Quadro 12 —Matriz de correlagdo do Modelo 7

Pode-se observar que o0 maior coeficiente da matriz (em cinza) existe entre duas
varidvels independentes do modelo, indicando a presenca de multicolinearidade no modelo 7.
Segundo Armstrong (1985), deve ser privilegiada a solugdo de combinar as duas variavels
incriminadas em vez de eliminélas.

Apbs Vérios testes, criasse uma nova variavel a partir do logaritmo neperiano da
distribuicdo do concorrente 3 LDIST3 e da variavel de prego deste concorrente 3 (sem
logaritmo neperiano) DC3, multiplicando as duas. A nova variavel ser4 chamada de MIX,

com:

MIX =DC3" In( DIST3)=DC3" LDIST 3 (31)




3.3.2.3.2 Modelo 8

O modelo 8, a seguir, é a evolugdo do modelo 7 sem as varidveis LC3 e LDIST3 e

com anovavariavel MIX, paratirar a multicolinearidade.

A figura 9, a seguir, oferece um resumo das principais caracteristicas do modelo 8:

Variable Coefficient Std. Error t-Statistic Prob.

C 61.27700 16.19507 3.783682 0.0011
LC1 4.962526 1.146175 4.329642 0.0003
LC2 -7.447238 1.379932 -5.396814 0.0000
LPRE2[-1] -8.287763 3.402482  -2.435799 0.0239
MIx -0.483654 0.058658  -8.2453356 0.0000
H-squared 0.77207% Mean dependent var 12.34404
Adjusted R-squared 0.728661 S5.D. dependent wvar 0.181823
S.E. of regression 0.094712 Akaike info criterion -4.542790
Sum squared resid 0.188377 Schwarz criterion -4.300849
Log likelihood 27.16387 F-statistic 17.78368
Durbin-Yatson stat 2.115608 Prob[F-statistic] 0.000002

Figura 9 — Parametros do Modelo 8

O coeficiente R? diminui de 2,3% para chegar no valor de 77,2% no modelo 8, mas a
maior parte da informagdo das variaveis LC3 e LDIST3 foi guardada. Tirar um ou outra
varidvel do modelo significa perder mais de 10% no valor do coeficiente R2. Assim verifica
se que o conselho de Armstrong (1985) é valido e bem Uitil.

O gréfico 10, a seguir, esta apresentado o gréfico obtido com base no modelo 8,

comparado com os valores reais do volume de vendas do produto P& G:
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Gréfico 10 — Gréfico do Modelo 8

A seqguir foi feita uma nova andlise de multicolinearidade para verificar que depois da

criacdo davariavel MIX n&o existe mais prova de multicolinearidade.
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LC1 LC2 LPRE2(-1) MIX LVOL
LC1 1.000000 0.657917 -0.143145 0.175074 -0.082792
LC2 0.657917 1.000000 -0.393269 -0.325121 -0.060322
LPRE2(-1) -0.143145 -0.393269 1.000000 0.132307 -0.134772
MIX 0.175074 -0.325121 0.132307 1.000000 -0.673081
LVOL -0.082792 -0.060322 -0.134772 -0.673081 1.000000

Quadro 13—Matriz de correlacdo do Modelo 8

87
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Pode-se observar que o maior coeficiente da matriz de correlacéo (quedro 13) existe
entre a variavel independente MIX e a variavel dependente LVOL. Isso significa
gue ndo existe evidéncia de multicolinearidade no modelo 8. O modelo 8 €, assim, (3.2)

validado matemati camente.

A eguacao do modelo 8 se escreve da seguinte maneira:

DVOL =k” DC1**” DC2"* " DPRE2(-1)"**" DIST 3 %3

Com os coeficientes calculados pelo software E-Views reportados na tabela

precedente. O coeficiente k € o exponential da constante C calculado pelo E-Views.

O préximo passo € a tentativa de incorporacéo de variaveis relativas ao produto P& G
no modelo 8. Apesar do modelo 8 oferecer excelentes resultados, acredita-se que pelo menos

umavariavel relativa ao produto P& G deve entrar neste modelo.

3.3.2.3.3 Modelo 9

O modelo 9 a seguir, € o resultado de varios testes de incorporacdo das variaveis
relativas ao produto P& G no modelo 8. A variavel mais relevante, relativa ao produto P& G, a
ser acrescentada no modelo 7, € a presenca na loja, do produto P& G em logaritmo neperiano:

LPRE. A figura 10, resumindo o desempenho do modelo 9, esta apresentada a seguir:
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Variable Coefficient Std. Error Statistic Prob.

C 49.92040 17.83866 2.798440 0.0111
LC1 4.255353 1.232111 3.453710 0.0025
LC2 -6.112089 1.658302  -3.685752 0.0015
LPRE2[-1] -7.833557 3.345995 -2.341174 0.0297
MIX -0.495051 0.057992 -8.536531 0.0000
LPRE 1.887470 1.360426 1.387411 0.1806
R-squared 0.792086 MWean dependent var 12.34404
Adjusted R-squared 0.740107 5.D. dependent var 0.181823
S.E. of regression 0.092693 Akaike info criterion -4.557758
Sum squared resid 0.171838 Schwarz criterion -4.267428
Log likelihood 28.35846 F-statistic 15.23869
Durbin-‘Watson stat 2.050061 Prob|F-statistic] 0.000003

Figura 10 — Parametrosdo Modelo 9

O modelo 9 tem um desempenho similar a0 modelo 8 com um coeficiente R2 de
79,2%, uma estatistica de Durbin Watson ligeiramente superior a 2 e uma probabilidade F
muito pequena.

Apesar dessas caracteristicas, avariavel de preco do produto P& G tem um coeficiente
t de 1,39 inferior ao limite de valor de t em valor absoluto para uma precisdo de 95%. 1sso
significa que existe mais do que 5% de chance de que a variavel LPRE sgja irrelevante no
modelo 9. Recalculando o valor limite det, para uma precisao de 90%, verificase que o valor
absoluto do coeficiente t davariavel LPDV é superior aesse valor limite. Acredita-se, apds 0s
estudos feitos no comeco desse capitulo sobre a relevancia das variaveis do produto P& G nos
modelos lineares, que a varidvel de presenca na loja do produto P& G tem toda razéo de
figurar dentro das variaveis do modelo 9.

Assim, apesar de ter que abaixar a precisdo do teste t para 90%, o0 que é um valor

bastante aceitével, guarda-se a variavel LPRE dentro do modelo 9.
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Pode-se seguir o desempenho excepcional do modelo 9 através do gréfico 10 a seguir,
comparando a curva rea do logaritmo do volume de vendas com a curva fornecida pelo

modelo.
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Grafico 10 — Grafico do Modelo 9

Acredita-se que este modelo constitui uma boa base para elaborar as previsdes do
volume de vendas e, assim, responder ao problema. Para validar o modelo 9, testa-se a sua
multicolinearidade. A seguir, esta apresentada a matriz de correlacdo do modelo 9 no quadro

14.
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LC1 LC2 LPRE2(-1) MIX LPRE LVOL
LC1 1.000000 0.657917 -0.143145 0.175074 -0.038977 -0.082792
LC2 0.657917 1.000000 -0.393269 -0.325121 -0.559247 -0.060322
LPRE2(-1) -0.143145 -0.393269 1.000000 0.132307 0.215455 -0.134772
MIX 0.175074 -0.325121 0.132307 1.000000 0.492090 -0.673081
LPRE -0.038977 -0.559247 0.215455 0.492090 1.000000 0.034616
LVOL -0.082792 -0.060322 -0.134772 -0.673081 0.034616 1.000000

Quadro 14 —Matriz de correlacdo do Modelo 9

Pode-se observar que 0 maior coeficiente da matriz esta entre a variavel independente
MIX e a variavel dependente LVOL, o que ndo evidencia nenhuma existéncia de

multicolinearidade.

No capitulo a seguir, sdo comparados os melhores modelos multilineares com os
métodos de sé&rie tempora utilizados atuamente pela empresa P&G. Os modelos
multilineares julgados importante para este capitulo 4 sdo os modelos 3 e 9.

O modelo 3 foi retido porgque ele leva em conta exclusivamente variave's relativas ao

produto P& G e oferece bons resultados. A equacéo 3.3 deste modelo € a seguinte:

DVOL =80219,50" DPPG(-2)+19173,86" DDIST (- 2) +11300,03" DPRE + (3.3)
7042,269° DPDV - 11046,50° DEP(-2) - 5956,529° DEP - 2813084

O modelo 9 € o de mehor desempenho e ele junta varidveis independentes de
diferentes tipos como de prego, de logistica, da concorréncia etc. Por ser o modelo mais
completo deste trabalho ele foi retido para ser comparado com os modelos de série temporal.

A equacdo do modelo 9 é apresentada a seguir:

DVOL =k~ DC1*?**” DC2°" " DPRE 2(- 1) "®" DIST 3% P“*" DPRE '# (3.4)
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3.4 Resultados dos métodos de extrapolacao

Nesta parte sdo implementados os principais métodos de série temporal, ou

extrapolacdo, utilizados pela empresa P& G.

Os quatro principais model os de extrapolacéo utilizados pela P& G sd0 0s seguintes:
- Método da média movel
- Método da suavizacdo exponencial
- Método de Holt

- Método de Winter

Como explicado na revisdo bibliografica, os dois primeiros métodos atendem a
previsdo de qualquer série de dados. Ja o método de Holt € mais eficiente para prever serie de
dados com tendéncia. O método de Winter apresenta melhores resultados para as series de
dados com tendéncia e sazonalidade.

Assim, serd estudada a série de dados do volume de vendas do produto P&G no
mesmo periodo que os modelos de regressdo multilineares: maio de 2003 até fevereiro de

2006.

3.4.1 Estudo da série temporal do volume de vendas

Para se fazer um estudo completo precisa-se estudar a presenca ou néo de tendéncia e

de sazonalidade.
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3.4.1.1 Tendéncia

A melhor maneira de evidenciar a tendéncia de um serie de dados € de tragar a curva
assim como achar atendéncia linear que melhor se aproxima dela.
O gréfico 11 a seguir mostra de maneira visua a presenca de uma tendéncia na serie

de dados de volume de vendas no periodo de maio 2003 até fevereiro 2006 estudado.
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Gréfico 11 — Gréfico da tendéncia do volume de venda

A equacdo dareta de tendéncia € apresentada no gréfico e evidencia uma significativa
tendéncia decrescente. O coeficiente R? € quase de 50%, o que mostra que esta tendéncia é
pertinente para explicar a evolucéo do volume de vendas.

Uma vez a tendéncia evidenciada na série de dados do volume de vendas, fica

necessario o desenvolvimento do método de Holt.
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3.4.1.2 Sazonalidade

Para evidenciar a presenca ou ndo de sazorelidade, precisa-se de mais do que um
estudo gréfico. Necessita-se calcular os coeficiente de autocorrelacdo da serie de dados do
volume de vendas para medir as relagoes entre a série de dados e ela mesma, defasada de
alguns periodos.

De maneira intuitiva, poderia-se achar a presenca de uma sazonalidade de periodo 12,
j& que os dados do volume de vendas sdo mensais. Assim para verificar esta hipotese precisa
se levar a andlise de correlacdo com defasagens de mais de 12. O célculo dos coeficientes de
autocorrelacdo foi feito com a gjuda do software EViews 2.0 e os resultados obtidos estéo
apresentados no correlograma a seguir (grafico 12). O valor do coeficiente de correlagdo esta
apresentado em funcdo do nimero de més defasado. Pode-se observar uma clara tendéncia
exponencia decrescente dos valores dos coeficientes de autocorrelacdo para se chegar num
valor préximo de 0, depois de 10 periodos. Esta tendéncia apresentada em preto evidencia que
nenhuma sazonalidade foi encontrada na série temporal do volume de vendas. Nenhum pico

significativo esta presente no valor 12 meses da defasagem: ndo existe sazonalidade anual.
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Correlegrama do Volume de Venda
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Grafico 12 — Correlograma do volume de venda

O estudo foi feito até uma defasagem de 16 meses para poder verificar a presenca ou
nao de sazonalidade anual. N&o foram cal culados coeficientes com defasagem maior do que
16 meses, pois a série temporal do volume de vendas apresenta 34 valores. Ndo seria
relevante aumentar o nimero de periodos defasados, visto o resultado claro do estudo da
autocorrel acéo.

A auséncia de sazonalidade indica que aimplementacdo do método de Winter € intitil,
j& que a Unica diferenca com o de Holt é a aparicdo de um termo permitindo-se de levar em

conta a sazonalidade dos dados na previsao.
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3.4.2 Método da media movel

O método mais simples a ser implementado € 0 da média mével. O nimero de
periodos a serem levados em conta na elaboracdo da média € escolhido de maneira a
minimizar o MAE, como explicado na revisdo bibliogréfica. Este nimero, neste trabalho, é de
4 meses.

No gréafico 13, a seguir, et apresentado, de maneira gréfica, 0 desempenho do

método de média mével frente ans dados reais do volume de vendas.
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Gréafico 13 — Gréafico do método da media movel

Pode-se observar que a resposta do modelo aos picos do volume de vendas é sempre

atrasada, caracterizando bem os modelos de extrapolacéo que deduzem, do passado, o futuro.
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O ero padrédo deste modelo é 14,0%, o que € maior do que os modelos de regressdo

multilineares.

3.4.3 Método de suavizacdo exponencial

Um método um pouco mais complexo € o de suavizacdo exponencial. Como visto na
revisdo bibliogréfica, precisa-se achar o fator de suavizagdo a que minimize o MAE. O valor
achado pelo solver do Excel é a =0,35. Com este fator de suavizagdo o erro padréo do
modelo € 13,6%, superior aos erros padroes dos modelos multilineares apresentados no
capitulo precedente. O grafico 14, a seguir, compara os valores reais do volume de vendas

com os achados pelo model o de suavizagdo exponential.
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Gréfico 14 — Gréfico do método da suavizagdo exponencial



3.4.4 Método de Holt

Como visto na revisdo bibliografica, 0 modelo de Holt se baseia no modelo de
suavizagao exponencial, mas incorpora uma variavel intermediaria de tendéncia para ter um
poder explicativo maior. Precisam ser achados duas constantes a e b para 0 método de Holt.
Os valores de a e b respondem a0 mesmo critério de minimizacdo do MAE e sdo

respectivamente 0,42 e 0,11. O erro padréo deste modelo é 13,9%. Pode-se observar, no

grafico 15 a seguir, a resposta do modelo mais forte a cada pico do volume de vendas do que

nos modelos de extrapolacdo precedentes.
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Gréfico 15 — Gréfico do método de Holt
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Neste capitulo sdo confrontados os dois tipos de modelos expostos no trabalho:
método de regressdo multilinear e método de série temporal.

Esta comparacdo € composta de trés partes. A primeira € uma comparacdo qualitativa
entre os gréficos de volume de vendas obtidos através dos diferentes métodos e o gréfico de
volume de vendas real. A segunda parte, consiste em uma comparacéo dos erros padroes
calculados a0 longo deste trabalho. Por fim, serdo aplicados os modelos para prever os
volumes de vendas dos meses de mar¢o e abril.

Os model os escolhidos para realizar essas comparagdes de desempenho sdo:

- 0s modelos de extrapolacdo (média movel, suavizacdo exponencia e Holt)
elaborados anteriormente no parégrafo 3.4.

- 0s modelos de regressdo multilinear 3 e 9 como explicado no final do paragrafo 3.3.

4.1 Comparacao gualitativa

Ao se comparar os graficos 5 e 10 (model os de regressdo) com os graficos 13, 14 e 15
(model os de extrapolacdo) pode-se perceber, de maneira visual, que os modelos de regressao
apresentam curvas que seguem muito melhor a curva de volume de vendas real do que os
model os de extrapol agéo.

Os modelos de extrapolacdo seguem bem a tendéncia do volume de vendas, mas
reagem a uma mudanca grande dele com um atraso. Isso vem da maneira como eles estéo
construidos: o valor futuro é construido baseado no valor passado e presente. Isto faz com que
as curvas dos model os sejam bem diferentes da curva de volume de vendas real.

Os modelos de extrapolagdo prevéem as mudancgas grandes do volume de vendas no
momento que elas acontecem. Estas mudancas grandes do volume de vendas tém uma ou

vérias causas que sdo captur adas pelas variavels utilizadas nos model os de regresséo.
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Assim, de uma maneira puramente qualitativa de observacdo dos graficos dos
modelos, pode-se ver o desempenho muito melhor dos modelos de regressdo linear em

relacdo aos model os de extrapol agdo.

4.2 Comparacéao dos erros padrdes

O critério de desempenho mais adequado para comparar os desempenho de dois
modelos de regressdo € o coeficiente R2. Com base neste coeficiente, pode-se ver que o
modelo 9 é mais preciso do que o 3. Para se comparar modelos de tipos diferentes, como
neste caso, da comparacdo de modelos de regressdo linear com modelos de extrapolacéo,
precisa-se usar uma medida que permite esta comparacdo: o erro padréo.

O quadro 15, a seguir apresenta os valores dos erros padroes dos 5 modelos, assim

como os coeficientes R? dos dois modelos de regressdo linear:

Método de extrapolacao Método de regressao linear
Suavizagéo '\\/I/Zﬂgiloe?;- Modelo 9 -
Média Movel 5 Método de Holt - variaveis de todos
exponencial relacionadas ao 05 tibos
produto P&G P
Erro Padrao 14.0% 13.6% 13.9% 11.3% <11.3%
Coeficiente R2 - - - 71.9% 79.2%

Quadro 15 — Compar agdo do desempenho dos modelos

O erro padrédo do modelo 9 ndo foi calculado porgque ele se refere a um modelo em
logaritmo, mas o valor seria menor do que o do modelo 3 porque o coeficiente Rz é maior. O
modelo 9 temum poder explicativo maior do que o 3, entdo, o erro padréo € menor.

Observa-se que os métodos de extrapolacdo apresentam um erro padrédo maior do que

0s model os de regressdo, o que € ligado as explicagdes do paragrafo precedente: os modelos
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de regressdo linear seguem melhor as grandes mudancas do volume de vendas, tendo, por
consequiéncia, um MAE menor, ou sga, um erro padréo menor (mesma média do volume de
vendas para os dois tipos de model 0s).

Assim, verifica-se, de maneira quantitativa, o melhor desempenho dos modelos de

regressao linear frente aos model os de extrapolacéo, no caso deste trabalho.

4.3 Aplicacdo dos modelos aos meses de marc¢o e abril

Os cincos model os comparados neste quarto capitulo, sdo testados nos meses de marco
e abril de 2006 para se comparar os diferentes resultados e confronté-10s aos dados reais de
volume de vendas levantados na empresa.

O gréfico a seguir (gréfico 16), mostra os volumes de vendas calculados por cada

modelo, assm como os volumes de vendas que realmente ocorrem em margo e abril:

Comparacgéo dos Modelos
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Gréfico 16 — Comparacgdo dos modelos nos meses de mar ¢o e abril de 2006



103
Observa-se que 0 modelo da média mével tem o pior desempenho como constatado
até agora. Pode-se ver que os métodos de extrapolacdo tém um desempenho bem inferior aos
model os de regressdo linear para prever 0 més de marco. Isso vem da inversdo de tendéncia
do volume de vendas. O volume de vendas real volta a aumentar no més de marco e somente
os modelos de regressdo linear conseguem prever esta inversao de tendéncia. No més de abril,
eliminando o método da média mével, é mais dificil determinar graficamente se os modelos
de regresséo tém um melhor desempenho.
Assim, sdo apresentados, no quadro 16 a seguir, os resultados de volume apresentados

no grafico 16, bem como o0 % de erro de cada modelo nos dois meses estudados.

Metodo de extrapolacéo Metodo de regresséo linear Realidade
S MIBEED & Modelo 9 - i . ;
Media Mével uavizagao Metodo de Holt varavels variaveis de todos| ¥ 2'UMe de venda
exponencial relacionadas ao i real
produto P&G ostipos
186,925 186,784 189,428 212,782 206,173 212,332
Margo 2006
12.0% 12.0% 10.8% 0.2% 2.9%
) 184,624 195,712 189,168 200,926 197,040 193,324
Abril 2006
4.5% 1.2% 2.1% 3.9% 1.9%

Quadro 16 — Compar acdo dos modelos nos meses de mar ¢o e abril de 2006

A luz das porcentagens de erro de cada modelo em abril, repara-se que os modelos de

extrapolacdo tém um desempenho similar e até melhor do que os model os de regresséo linear.

Comparando os resultados dos modelos sobre dois meses ndo se permite tirar
conclusdes gerais indiscutiveis, mas confirma-se que os modelos de regresséo linear reagem
muito melhor a grandes mudancas ou inversdo de tendéncia do volume de vendas do que os

modelos de extrapolacdo. Analisando o quadro 16, confirma-se a melhor acurécia dos
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model os de regressdo linear, validando a hipotese inicial de que o método de regressdo linear
permitiria atingir nivel de precisdo melhor do que os modelos atuais baseado no método de

extrapol agdo.
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5 Conclusoes



106

A previsdo do volume de vendas de um produto tem sido valorizada nas empresas por
diversas razdes. A primeiradela é a otimizacédo da producdo e do estoque, o0 que se traduze em
uma reducdo do dinheiro parado e uma redugdo dos custos de armazenamento. Uma outra
razdo € aimportancia de antecipar os picos de volume, positivos para se ter um abastecimento
correto das lojas e, assm, impedir uma ruptura na gondola e negativos quando as suas vendas
calam. O caso da ruptura do produto na gdndola da loja é particularmente receado porque ele
significa uma venda perdida, mas também uma venda sem esforgos para a concorréncia. No
caso de uma previsdo de queda do volume de vendas, podem ser estudados planos de agéo

paraimpedir que esta diminuicéo de volume de vendas aconteca.

A campo da previsdo € vasto e podem ser achados métodos muito diferentes que
correspondem a situagbes diferentes. O nedfito tem um risco grande de ndo chegar a
resultados satisfatorios se ele se concentra num método sem ter estudado um minimo das
caracteristicas de cada método. O Esquema 2 classifica os métodos em quatro grandes grupos,
gue sempre se deve guardar em mente para saber quais tipos de resultados podem ser
esperados. Uma vez escolhido o tipo de modelo mais adequado para 0 seu problema deve-se
estudar em detalhe a teoria necess&ria a sua elaboracdo. Alguns métodos tém uma teoria
matematica muito complexa que necessitam um investimento em tempo e energia
consideraveis, como no caso dos métodos de regressdo linear. Para as empresas, este tempo e
esta complexidade se traduzem em investimento de dinheiro para alocar pessoas de
competéncias suficientes para este tipo de trabalho. Assim, precisa-se avaiar 0 custo
beneficio de tal método porque, apds um investimento consideravel, espera-se um resultado

satisfatério, 0 que nem sempre acontece.
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Em relacdo a resolucdo do problema deste trabalho, pode-se constatar, através das
comparacOes efetuadas no capitulo quatro, que uma melhoria significativa da precisdo foi
alcancada. Esta melhoria da precisdo se traduze por uma resposta instanténea dos modelos de
regressdo em relacdo as grandes mudancas do volume de vendas. Foi verificado que os
modelos de extrapolagdo ndo tém esta capacidade de resposta, traduzindo-se por um erro
padréo mais alto e uma precisdo menor do que os modelos de regressao linear.
Assim, a proposta de melhorar o desempenho dos modelos de previsdo da companhia,

através do uso do método de regressdo linear, foi realizada.

Em relagdo ao desenvolvimento do trabalho, foi verificado a grande diferenca de
complexidade entre os model os de extrapolacéo e os model os de regressdo linear. Os métodos
de extrapolacdo atingem resultados que satisfazem a maioria das exigéncias com um
investimento razoavel de tempo e energia. A relagdo custo beneficio de tais modelos é muito
atraente e explica por que muitas empresas 0s usam. Os model os de regresséo linear devem
ser usados somente em caso de necessidade de uma precisdo maior, muitas vezes exigida pelo
ambiente competitivo do mercado. Eles implicam um investimento em tempo e um
conhecimento muito além dos modelos de extrapolacdo. A grande complexidade destes
modelos tem como conseqiiéncia a incerteza do resultado. N&o se sabe, até Ultimo momento,
se 0 resultado reamente sera melhor do que um méodo mais simples, como o de
extrapolacdo. Somente uma boa estruturacdo do problema, das variaveis e do raciocinio
permitem chegar a melhorias significativas. Ressalta-se que, uma vez o modelo de regresséo
linear implementado, sG0 necesséarias as previsdes das variavels independentes antes de
aplicar o modelo para se chegar na previsao da variavel dependente estudada.

Assim, este grande trabalho na coleta das variavels, na sua escolha para se construir o

model o, na validagdo matemética do modelo, agregado ao trabalho necessério para se realizar
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a previsdo propriamente dita, pode desmotivar muitas pessoas em busca de um modelo de

previsio.

Deixando de lado o aspecto de desempenho dos model os, 0 método de regresséo linear
proporciona, através da sua realizagdo, um grarde conhecimento do ramo onde se atua. No
caso da busca de solugdo ao problema deste trabalho, foi possivel identificar quais sdo osreais
concorrentes do produto P&G, quais caracteristicas dos produtos concorrentes tém mais
impacto nas vendas do produto P& G e até quais caracteristicas do produto P& G tém mais
impacto nas suas vendas. Por exemplo, foi observado que a distribuicdo é uma variavel
fundamental para explicar o volume de vendas. Estas informagdes tém um valor muito grande
para a empresa, que ndo pode ser medido. Assim, apesar da incerteza de resultado, a pessoa
que realizard o trabalho de regressdo linear tera um conhecimento do ambiente competitivo e
dos produtos muito grande, o que ndo seria possivel atingir somente aplicando o0 método de

extrapol agdo.
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Apéndice A — Variaveis referentes aos produtos estudados
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Produto P&G
Vo\l/:r:deade Preco Distribuicéo Presenca PDV PEA
Maio 03 264,096 5.41 89 94 4 9
Jun’03 399,711 5.41 89 94 4 9
Jul’03 257,887 5.33 920 95 7 14
Ago’03 332,510 5.35 90 95 7 14
Set’03 245,885 5.33 90 95 6 11
Out’ 03 317,222 5.29 90 95 6 11
Nov 03 308,541 5.00 90 95 3 6
Dez 03 305,782 5.07 90 95 3 6
Jan’04 248,835 5.15 89 92 5 13
Fev' 04 265,683 5.26 89 92 5 13
Mar’ 04 277,212 5.06 88 95 4 12
Abr 04 226,395 5.00 88 95 4 12
Maio 04 227,430 4.97 89 96 3 9
Jun’04 198,995 4,99 89 96 3 9
Jul’'04 297,617 5.01 87 98 4 10
Ago’'04 307,790 4.74 87 98 4 10
Set’ 04 301,659 4.99 88 95 11 13
Qut’ 04 273,323 5.09 88 95 11 13
Nov 04 293,489 5.06 86 96 7 14
Dez 04 228,539 5.04 86 96 7 14
Jan’05 186,281 5.17 84 98 8 11
Fev 05 249,697 5.08 84 98 8 11
Mar 05 246,873 5.03 85 98 6 12
Abr’'05 204,339 5.01 85 98 6 12
Maio 05 220,862 4.96 86 98 9 15
Jun’05 205,743 4.95 86 98 9 15
Jul’05 167,328 4.97 86 97 9 14
Ago’05 216,034 4.85 86 97 9 14
Set’ 05 255,651 4.87 85 97 10 12
Qut’ 05 216,725 4.86 85 97 10 12
Nov’ 05 221,534 4.68 85 94 9 12
Dez 05 182,179 4,73 85 94 9 12
Jan’06 174,395 4.74 81 94 7 9
Fev'06 169,592 4.68 81 94 7 9




Concorrente 1

Preco Distribuicéo Presenca PDV PEA
Maio’03 6.38 99 98 7 25
Jun’03 6.18 99 98 7 25
Jul'03 6.04 100 99 11 31
Ago’03 5.95 100 99 11 31
Set’ 03 6.01 99 98 13 34
Out’03 5.95 99 98 13 34
Nov' 03 6.03 99 98 10 22
Dez’ 03 5.98 99 98 10 22
Jan 04 5.99 99 98 7 29
Fev' 04 5.90 99 98 7 29
Mar 04 5.51 99 98 7 30
Abr'04 5.47 99 98 7 30
Maio 04 5.48 99 98 5 24
Jun’04 5.40 99 98 5 24
Jul’04 5.51 98 98 5 23
Ago’04 5.54 98 98 5 23
Set’ 04 5.70 98 97 9 21
Out'04 5.74 98 97 9 21
Nov’ 04 5.76 98 97 8 22
Dez’ 04 5.77 98 97 8 22
Jan’05 5.72 98 97 7 19
Fev' 05 5.77 98 97 7 19
Mar 05 5.77 98 98 11 26
Abr’ 05 5.79 98 98 11 26
Maio’05 5.87 99 98 8 28
Jun’05 5.87 99 98 8 28
Jul’05 5.84 99 98 8 34
Ago’05 5.82 99 98 8 34
Set’ 05 5.86 99 97 8 29
Out’'05 5.79 99 97 8 29
Nov’ 05 5.63 99 96 7 28
Dez 05 5.69 99 96 7 28
Jan 06 5.63 99 97 7 23
Fev' 06 5.70 99 97 7 23

Quadro 18 — Variaveisreferentes ao produto do concorrente 1

113



Concorrente 2

Preco Distribuicéo Presenca PDV PEA
Maio’03 5.39 94 98 5 9
Jun’03 5.31 94 98 5 9
Jul'03 5.15 94 98 6 12
Ago’03 5.13 94 98 6 12
Set’ 03 5.08 94 97 10 13
Out’03 5.03 94 97 10 13
Nov' 03 5.06 94 97 6 10
Dez’ 03 5.15 94 97 6 10
Jan 04 5.17 93 96 2 11
Fev' 04 5.04 93 96 2 11
Mar 04 4.74 93 98 4 11
Abr'04 4.63 93 98 4 11
Maio 04 4.61 93 97 7 9
Jun’04 4.67 93 97 7 9
Jul’'04 4.62 92 97 4 8
Ago’04 4.72 92 97 4 8
Set’ 04 4.75 92 97 6 16
Out'04 4.76 92 97 6 16
Nov 04 4.79 91 97 7 15
Dez’ 04 4.81 91 97 7 15
Jan’05 4.80 92 96 9 10
Fev' 05 4.79 92 96 9 10
Mar 05 4.74 92 98 10 16
Abr’ 05 4.74 92 98 10 16
Maio’05 4.74 93 97 10 12
Jun’05 4.77 93 97 10 12
Jul’05 4.83 92 97 9 11
Ago’05 4.69 92 97 9 11
Set’ 05 4.68 93 97 8 12
Out’'05 4.80 93 97 8 12
Nov’ 05 4.70 92 97 5 7
Dez 05 4.77 92 97 5 7
Jan 06 4.78 91 96 4 8
Fev' 06 4.87 91 96 4 8

Quadro 19 — Variaveisreferentes ao produto do concorrente 2
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Concorrente 3

Preco Distribuicéo Presenca PEA
Maio 03 - 41 92 8
Jun’03 - 41 92 8
Jul’03 - 43 94 4
Ago’03 - 43 94 4
Set’ 03 - 46 95 3
Out’03 - 46 95 3
Nov' 03 - 52 94 2
Dez 03 - 52 94 2
Jan 04 4.00 51 93 6
Fev' 04 3.99 51 93 6
Mar 04 4.27 47 93 4
Abr'04 4.24 47 93 4
Maio 04 4.32 45 95 4
Jun’04 4.32 45 95 4
Jul'04 4.21 47 96 5
Ago’04 4.18 47 96 5
Set’'04 4.21 48 97 5
Out’'04 4.22 48 97 5
Nov' 04 4.20 50 97 3
Dez’ 04 4.24 50 97 3
Jan’05 4.26 54 94 3
Fev' 05 4.19 54 94 3
Mar 05 4.15 55 95 4
Abr’05 4.21 55 95 4
Maio 05 4.21 57 92 6
Jun’05 4.22 57 92 6
Jul’05 4.07 68 93 8
Ago’05 4.00 68 93 8
Set’ 05 4.03 69 94 10
Out’'05 4.02 69 94 10
Nov’ 05 3.91 72 91 6
Dez 05 3.91 72 91 6
Jan’06 3.96 74 93 7
Fev' 06 3.95 74 93 7

Quadro 20— Variaveisreferentes ao produto do concorrente 3
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Apéndice B — logaritmo neperiano das variaveis

Variavel (LN) Simbolo
Volume de Venda produto P&G LVOL
Preco produto P&G LPPG
Distribuicéo produto P&G LDIST
Presenca na Loja produto P&G LPRE
PDV produto P&G LPDV
Pontos extras produto P&G LEP
Preco Concorrente 1 LC1
Preco Concorrente 2 LC2
Preco Concorrente 3 LC3
Preco ponderado 3 concorrentes LP3
Preco ponderado 2 concorrentes LP2
indice preco concorrente 1 LIC1
indice preco concorrente 2 LIC2
indice preco concorrente 3 LIC3
indice preco ponderado 3 concorrentes LIP3
indice preco ponderado 2 concorrentes LIP2
Distribuicdo concorrente 1 LDIST1
Presenca na loja concorrente 1 LPRE1
PDV concorrente 1 LPDV1
Pontos Extras concorrente 1 LEP1
Distribuicdo concorrente 2 LDIST2
Presenca na loja concorrente 2 LPRE2
PDV concorrente 2 LPDV2
Pontos Extras concorrente 2 LEP2
Distribuicdo concorrente 3 LDIST3
Presenca na loja concorrente 3 LPRE3
Pontos Extras concorrente 3 LEP3

Quadro 21 — Simbolos das variaveis em logaritmo



