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RESUMO

SILVA, L.C.B. Sistema de recomendacgao para produtos financeiros. 2024. 57 p.
Monografia (MBA em Inteligéncia Artificial e Big Data) - Instituto de Ciéncias
Matematicas e de Computacio, Universidade de Sao Paulo, Sao Carlos, 2024.

Considerando um cenério de mercado cada vez mais competitivo, com clientes cada vez
mais exigentes, os sistemas de recomendacao tém se tornado uma ferramenta essencial
para o sucesso dos negocios, incluindo o setor financeiro. Recomendacoes personalizadas
de produtos aumentam o engajamento e a satisfacao dos clientes, reduzem custos de
vendas e incrementam receitas, especialmente em um ambiente altamente regulado, como
o das institui¢oes financeiras brasileiras. Neste contexto desafiador, este trabalho apresenta
o desenvolvimento de um sistema de recomendacao de produtos financeiros voltado
para clientes pessoa fisica de um banco, utilizando dados histéricos de comportamento
de consumo desses clientes, frequentemente representados por feedback implicito, cuja
disponibilidade é bastante comum em ambientes de negocios reais. Embora o dataset
utilizado contenha dados ficticios de uma competicao promovida no site Kaggle por
um banco espanhol, ele foi escolhido por sua adequagao para testar a viabilidade do
sistema proposto. Os resultados obtidos com o algoritmo escolhido, Bayesian Personalized
Ranking (BPR), superaram as alternativas, como o algoritmo ltemKNN e as recomendagoes
aleatérias, especialmente nas métricas de precisao das recomendagoes. Este trabalho
pretende ainda contribui para intensificar o uso de dados em instituicoes financeiras,
demonstrando como é possivel aumentar a eficiéncia e personalizacdo das ofertas de
produtos financeiros aos clientes. Futuras pesquisas poderiam focar na incorporacao de
abordagens hibridas e na utilizagdo de dados reais de clientes bancarios brasileiros, para

validar e potencializar a eficicia do modelo proposto.

Palavras-chave: Sistema de recomendagao. Filtragem colaborativa. Feedback implicito.

Produtos financeiros. Produtos bancarios.






ABSTRACT

SILVA, L.C.B. Recommendation system for financial products. 2024. 57 p.
Monograph (MBA in Artificial Intelligence and Big Data) - Instituto de Ciéncias
Matematicas e de Computacio, Universidade de Sao Paulo, Sao Carlos, 2024.

In an increasingly competitive market environment, with ever more demanding customers,
recommendation systems have become an essential tool for business success, including in
the financial sector. Personalized product recommendations enhance customer engagement
and satisfaction, reduce sales costs, and increase revenues, especially in a highly regulated
environment like that of Brazilian financial institutions. In this challenging context, this
work presents the development of a recommendation system for financial products aimed at
individual clients of a bank, using historical consumption behavior data, often represented
by implicit feedback, which is commonly available in real business environments. Although
the dataset used contains fictitious data from a competition hosted on the Kaggle website
by a Spanish bank, it was chosen for its suitability in testing the feasibility of the
proposed system. The results obtained with the selected algorithm, Bayesian Personalized
Ranking (BPR), outperformed alternatives such as the ItemKNN algorithm and random
recommendations, particularly in recommendation accuracy metrics. This work also aims
to contribute to the increased use of data in financial institutions, demonstrating how
it can enhance the efficiency and personalization of financial product offerings to clients.
Future research could focus on incorporating hybrid approaches and using real data from
Brazilian banking clients to validate and further improve the effectiveness of the proposed

model.

Keywords: Recommendation system. Collaborative filtering. Implicit feedback. Financial

products. Banking products.
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1 INTRODUCAO

1.1 Contexto

Em um mundo com cada vez mais abundancia de dados, existe grande expectativa,
tanto por parte dos clientes quanto dos fornecedores de produtos e servicos, de se extrair
o maximo de valor desses dados. Nesse contexto, os sistemas de recomendacao tém
desempenhado um papel fundamental em muitas industrias, incluindo os setores bancario

e financeiro.

Com a crescente demanda por experiéncias de consumo personalizadas, os sistemas
de recomendacao tém sido decisivos nesse mercado, oferecendo beneficios tanto para

clientes quanto para as instituigoes financeiras. Sao eles (Bouvier, 2021; Drozdov, 2023):

 Aumento de engajamento e satisfacao de clientes: ao apresentar recomendagoes
personalizadas, que vao de encontro com seus interesses e necessidades especificos,
os clientes tém uma melhor experiéncia de consumo, evitando a sobrecarga de infor-
macoes e alternativas de escolha e resultando em um incremento de relacionamento

e fidelidade com o banco;

« Reducao de custo: ofertar produtos e servicos personalizados minimiza o esforgo
de venda, pois reduz a necessidade de campanhas de marketing massivas e, muitas

vezes, ineficazes;

e Incremento de vendas e receita: ao utilizar recomendacgoes personalizadas,
aumenta-se a chance do cliente adquirir produtos e servigos adicionais, trazendo

maior resultado para a instituicao.

Vale ressaltar ainda que, no Brasil, o setor bancario ¢ altamente regulado, o que
limita muito as possibilidades de inovacao e diferenciacao de produtos e servigos entre os
bancos concorrentes. Isso faz com que a utilizacao de sistemas de recomendagao tenha um

papel estratégico no sucesso do negbcio bancario.

1.2 Objetivo

Considerando a alta disponibilidade de dados de clientes que os bancos tém a
disposicao, podemos dizer que hoje nao é apenas condi¢ao competitiva, mas sim de
existéncia, que o uso dos dados seja intensificado e maximizado, de forma que todo o
potencial de conhecimento sobre o cliente e eficiéncia operacional possam ser explorados.
Caso nao o faca, provavelmente a concorréncia o fara, levando a perda de clientes e

resultado.
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No mercado atual, ndo ha mais espago para listas frias de prospeccao de clientes,
baseadas em dados estaticos e categorizagoes basicas, que elevam o esforgo e o custo de

oferta de produtos, tendo um baixo indice de aproveitamento.

Além de tornar o processo de vendas mais eficiente, personalizar ofertas para os
clientes tem um impacto direto no nivel de satisfacao, sobretudo no caso dos bancos, para
que a instituicao financeira possa ser percebida como uma conselheira confidvel, capaz de
antecipar necessidades os seus clientes, ao invés de uma empresa que insiste em “empurrar”

seus produtos de acordo com seus préprios interesses.

Com base nisso, este trabalho tem como objetivo desenvolver um sistema de
recomendacao de produtos financeiros para clientes pessoa fisica de um banco, utilizando
dados historicos de consumo. O sistema visa prever quais produtos terdo maior interesse

para cada cliente, ou seja, aqueles com maior probabilidade de serem contratados.

Atualmente, existem diversas técnicas e abordagens para a construgdo de ferramen-
tas de recomendacao, porém devemos aprofundar o entendimento de suas aplicagoes e

avaliar qual é a mais aderente para o atingimento do objetivo proposto.

1.3 Desenvolvimento do trabalho

O desenvolvimento deste trabalho comeca com a selecdo de um conjunto de dados
(dataset) e a escolha de um algoritmo apropriado para gerar as recomendagoes. Em seguida,
procede-se a preparacao dos dados, quando eles sao transformados para se adequarem
ao algoritmo escolhido. Durante a fase de treinamento, sao realizados ciclos de execugao
utilizando os dados de treinamento e validagao, avaliando os resultados e ajustando os

parametros até atingir a configuragao ideal.

Na etapa final, aplicamos o algoritmo com a configuracao de parametros definida
anteriormente, agora utilizando os dados de teste. Essa fase permite comparar as reco-
mendacoes geradas pelo modelo com os resultados observados na pratica, possibilitando a

avaliacao da qualidade do sistema de recomendagao.

1.4 Organizacao do trabalho

Este trabalho estd organizado em capitulos, da seguinte forma:

No capitulo 2, apresentamos a definicao de sistemas de recomendacao e suas prin-
cipais classificagoes. Em seguida, discutimos questoes especificas relacionadas ao uso de
feedback implicito e detalhamos o funcionamento do algoritmo Bayesian Personalized
Ranking (BPR), que é especialmente adequado para esse tipo de cenario. Também in-
troduzimos as principais métricas utilizadas para avaliar a performance de sistemas de

recomendacao.
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No capitulo 3, descrevemos o desenvolvimento do sistema de recomendac¢ao com

base no dataset selecionado, além da metodologia empregada para alcangar os objetivos

do trabalho.

No capitulo 4, exploramos o dataset em maior profundidade e apresentamos os
resultados obtidos durante a fase de treinamento e ajuste de parametros, assim como a

aplicagao do algoritmo nos dados de teste.

Finalmente, no capitulo 5, discutimos as conclusoes derivadas das analises dos
resultados obtidos, as limitagoes da solugao proposta, e sugerimos possiveis melhorias para

trabalhos futuros.
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2 FUNDAMENTACAO TEORICA

2.1 Definicdo de sistema de recomendacio (SR)

Algumas das defini¢des encontradas na literatura para SR dizem respeito a um
sistema para calcular e prover contetido relevante para o usuario com base no conhecimento
do préprio usuario, do contetido e das interagoes entre o usuario e o item, além de ser o
conjunto de ferramentas e técnicas de programacao que fornece sugestoes para tomadas
de decisao relativas de itens que podem ser tteis para um usudrio (Falk, 2019; Ricci et al.,
2011).

Em se tratando de SR, devemos ainda considerar as seguintes defini¢bes para alguns
termos utilizados (Falk, 2019):

o Item: termo normalmente usado para se referir a um determinado objeto que pode

ser adquirido e/ou um servigo que pode ser contratado;

« Predigao: é uma estimativa de como um usuério ird avaliar (positiva ou negativa-

mente) ou tomar a decisdo pela aquisicdo de um item;

« Relevancia: é a ordem de prioridade dos itens de acordo com o que é mais importante

para o usuario naquele momento;
« Recomendacao: os primeiros N itens mais relevantes;

e Personalizacao: o quanto uma recomendacao é individualizada para cada usudrio.

Ainda que existam diferentes niveis de personalizacao para as recomendagoes, que
vao desde as nao-personalizadas, em que todos os usuarios recebem as mesmas recomen-
dagoes (uma lista dos itens mais populares, por exemplo), passando por recomendagoes
semi personalizadas (ou segmentadas), em que usuarios membros de um determinado
segmento (por idade, por localizagao etc.) recebem as mesmas recomendagoes, nosso foco
aqui é desenvolver um SR personalizado, que gere sugestoes de itens para um determinado
usudario (Falk, 2019).

De forma geral, podemos dizer que um SR serve para dois propositos diferentes.
De um lado, podem estimular os usuarios a agirem de determinada forma, como consumir
um item. Do outro, sao ferramentas tteis para lidar com a sobre carga de informagoes (ou
opgoes), ja que indicam os itens mais relevantes dentro de um grande conjunto (Jannach
et al., 2010).

Apesar de muitas pessoas considerarem o uso de SR como uma forma de manipula-

¢ao, ja que apresentam para os usuarios itens com maior propensao de serem adquiridos por
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eles, com o objetivo de aumentar as vendas, é importante fazer essa distingao. Manipulacao,
na verdade, diz respeito mais a motivagao para recomendar determinado item do que ao
fato de indica-lo, como quando, por exemplo, um vendedor lhe oferece um produto nao
porque é o mais indicado para a sua necessidade, mas sim porque este lhe rende uma

comissao maior (Falk, 2019).

Dentro do contexto de produtos financeiros para clientes pessoa fisica de um banco,
consideraremos que um SR desenvolvido para esta aplicagao ¢ o conjunto de ferramentas e
técnicas de programacao capaz de prever a necessidade mais relevante ou benéfica para o
cliente naquele momento, ou seja, qual serda o préximo produto (item) a ser contratado
(adquirido) pelos clientes (usudrios) com base nos dados disponiveis, com o objetivo de
personalizar a experiéncia bancaria, aumentando a satisfagao do cliente e otimizando o

esforco de vendas.

2.2 Classificacao de sistemas de recomendacao

Os algoritmos para SR sao basicamente classificados de acordo com o tipo de dado
utilizado para se fazer recomendacgoes. Os algoritmos que empregam dados da interagao
entre usuario e item, como avaliacoes ou historico de consumo, sao chamados de Filtragem
Colaborativa. Ja aqueles que se baseiam no perfil dos usuarios, bem como nos metadados
dos itens, sao conhecidos como Filtragem Baseada em Conteido. H4 ainda a possibilidade

de combinagao entre os dois, resultando em um Sistema Hibrido (Aggarwal, 2016).

2.2.1 Filtragem colaborativa (FC)

A ideia basica da FC é aproveitar os dados sobre o comportamento historico de
consumo ou as opinioes de um conjunto de usuarios existentes para prever quais itens os
usudrios atuais provavelmente gostarao ou terdo mais interesse no momento. Trata-se da
abordagem mais proeminente na geracao de recomendacoes, tendo sido testada e utilizada
com sucesso de forma ampla nos negocios, principalmente em sites de varejo (Jannach et
al., 2010).

Os dados sobre o comportamento dos usuarios podem ser coletados de forma
explicita, através de algum sistema em que o usuario possa fornecer seu feedback sobre
um determinado item (por exemplo, Likert de cinco pontos), ou de forma implicita,
quando uma ac¢ao do cliente, como a aquisi¢cao ou a busca por mais detalhes em um site,
¢é interpretada pelo SR como interesse do usuario por aquele item. Apesar do feedback
explicito fornecer informagoes mais precisar sobre a opiniao do cliente, esta demanda um
esfor¢o do usudario para que seja feita, o que pode reduzir a quantidade de dados disponiveis
(Jannach et al., 2010).

Além da necessidade de que esses dados de comportamento estejam disponiveis, para

ao utilizar a FC assume-se também que as pessoas mantém suas preferéncias constantes
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ao longo do tempo e que as similaridades passadas entre pessoas se mantém no futuro
(Falk, 2019).

A FC baseada em similaridade pode ser realizada de duas maneiras. Uma delas,
chamada de filtragem baseada no usuério, é encontrar os usudarios com preferéncias
semelhantes as do usuario em questao e recomendar itens que esses usuarios gostaram ou
escolheram. A outra, conhecida como filtragem baseada no item, consiste em recomendar
itens semelhantes aos que o usuario em questao ja gostou ou escolheu. Essas duas formas

sdo mostradas na Figura 1 (Jannach et al., 2010).

Figura 1 — As duas formas de se realizar a FC baseada em similaridade

>

| baseada no usudario

Outro
usuario

Usuario em N
similaridade

questéo

avaliacéo avaliacdo

Iltem a ser
recomendado

Item avaliado e
similaridade

pelo usuario

baseada no item

Fonte: Falk (2019)

A FC pura utiliza como entrada uma matriz de avaliagdes (ou consumo) usudrio x
item e tem como resultado: 1) a predigdo (numérica) do interesse do usuario em relagao
a um item e 2) lista de N itens recomendados para o usudrio, em ordem de prioridade
(Jannach et al., 2010).

A principal vantagem da FC é o fato de ser agnéstica ao contetudo, ou seja, nao
é necessario esforco para adicionar metadados dos itens ou coletar caracteristicas dos
usuarios. Isso faz com que a FC possa ser aplicada a qualquer tipo de item, desde que
haja dados suficientes quando as interacoes usuario-item. Além disso, pela possibilidade de
recomendar itens de interesse que o usuario nao encontraria por conta proépria, aumenta a
diversidade de recomendagoes, adicionando valor para o usuario por causa do uso de um
SR (Falk, 2019).

Entretanto, existem algumas limita¢oes para sua aplicagdo. A esparsidade, um dos
maiores problemas, ocorre quando a baixa densidade de dados dificulta a recomendacao
de itens além dos mais populares. Existe ainda a questdao do “inicio frio”, que afeta

tanto usudarios novos quanto itens novos, quando ainda nao ha dados para que recebam
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recomendacoes ou sejam recomendados, respectivamente. De forma parecida, temos também
as chamadas “ovelhas cinza”, que sao usudarios com preferéncias tao incomuns que é dificil
encontrar similares. Por fim, como o algoritmo segue as tendéncias comportamentais dos
usuarios, os itens mais populares acabam sendo recomendados com mais frequéncia, o que

limita a descoberta de itens menos conhecidos (Falk, 2019).

2.2.2 Filtragem baseada em contetido (FBC)

A FBC consiste em um sistema de recomendagao que considera o conjunto de
caracteristicas de itens ja avaliados positivamente ou consumidos por um usuario para
construir um perfil de interesse e, com base nele, sdo recomendados novos itens para este
usudrio (Ricci, 2011, p.75). Neste tipo de filtragem, somente as qualificagoes de itens
realizadas pelo préprio usuario ja sao suficientes para gerar recomendagoes para ele, ou

seja, as avaliagoes de itens por outros usudrios nao sao necessarias (Aggarwal, 2016).

Dessa forma, para que um SR baseado em FBC possa existir é necessario ter
disponivel: 1) informagoes que representem cada item (por exemplo, no caso tipico de
livros, seria o género, o autor, a editora, a resenha, o preco etc.) e 2) perfil de cada usuario
que descrevem seus interesses (passados), talvez na forma de atributos de itens preferidos.
A partir disso, a tarefa do sistema é determinar os itens que melhor correspondem com as

preferéncias do usuério (Jannach et al., 2010).

Em comparacao com a FC, a complexidade FBC é maior porque é necessario extrair
conhecimento a partir de conteudo (por exemplo, atributos, palavras-chave e textos). De

forma resumida, o processo de recomendagao ocorre em 3 etapas (Falk, 2019; Ricci et al.,
2011):

1. Analisador de contetido: tem a tarefa de transformar os dados sobre cada item
em uma representacao (por exemplo, um vetor) que possa ser processada por uma
méquina. E nesta etapa que o treinamento do modelo acontece. Se a informacao
disponivel é nao estruturada (por exemplo, um texto), sera preciso fazer algum

processamento prévio, o que aumenta ainda mais a complexidade;

2. Aprendizagem de perfil: cria o perfil de usuario a partir dos dados representativos

de suas preferéncias.

3. Buscador de item: encontra itens relevantes comparando a representacao do perfil

de usuério com a dos itens que podem ser recomendados.

As principais vantagens em se utilizar a FBC envolvem a facilidade em se adicionar
novos itens, pois basta criar o vetor de caracteristicas para que eles sejam passiveis de

recomendagao (nao ha o problema de “inicio frio” para itens) e a caracteristica de nao
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ser afetada pela popularidade de itens, ja que pode recomendar itens que sequer tiveram
avaliagoes (Falk, 2019).

Porém, ha o problema de mal interpretacao das preferéncias do usuario, pois nem
toda caracteristica de um item faz com que este seja escolhido por um determinado usuério,
bem como a caracteristica que o usuario avalia como positiva pode nao estar presente
no algoritmo. Ou seja, hd uma dependéncia direta da completude e da qualidade dos
metadados dos itens. Além disso, acaba especializando as recomendacoes para o usuéario,

impedindo a introdugao de itens mais variados que poderiam expandir seus interesses
(Falk, 2019).

2.2.3 Sistema de recomendacao hibrido (SRH)

Como explicado anteriormente, a FC e a FBC sao abordagens distintas, que tem
suas vantagens e limitacoes proprias, além de fazerem uso de fontes de dados de natureza
diferentes. Considerando que em muitas situacoes ha disponibilidade tanto de dados
relativos a interacao usudrio-item quanto dos metadados dos itens, faz bastante sentido
que se queira utilizar todas as informacoes disponiveis, bem como o poder algoritmico
de mais de um tipo de SR, para entregar recomendagcdes mais robustas. Para explorar
essas possibilidades, desenvolvem-se SRHs, que mitigam as limitacdes dos métodos puros
de filtragem e otimizam a relevancia e a precisao das recomendagoes para os usuarios
(Aggarwal, 2016).

Existem trés formas principais de se criar SRHs (Falk, 2019; Jannach et al., 2010;
Manzato, 2020):

« Hibridizacao Monolitica: trata-se da um tinico componente que combina diferentes
tipos de filtragem e fontes de informacao para melhorar o desempenho (por exemplo,
um FBC que utiliza dados de feedback de usuarios para determinar similaridade entre
itens). Esse tipo de hibridizagdo também inclui o enriquecimento das caracteristicas

dos itens com dados externos;

« Hibridizacao Paralela: utiliza mais de um recomendador lado a lado e emprega um
mecanismo para agregar os resultados. Pode ser projetado com diversas modelagens,
entre elas a mesclada (que combina os resultados dos diferentes recomendadores e os
apresenta da forma como estiver definida previamente), a ponderada (que combina
os resultados considerando pesos definidos/apreendidos para cada recomendador) e a
comutada (que define qual recomendador utilizar em cada situagao, como por exemplo:

se for usuario novo, usar a FBC, se nao, usar a FC), entre outras possibilidades;

« Hibridizacao Canalizada: consiste em estabelecer um processo em que diferentes
recomendadores sao colocados em sequéncia, gerando uma unica lista final de reco-

mendagoes. A modelagem pode ser feita de duas formas: “em cascata” (em que os
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recomendadores sao dispostos em um fluxo em que a saida do anterior é a entrada
para o seguinte) e a “meta-nivel” (em que um recomendador secundério gera um

modelo que é explorado por um principal).

2.3 SR para feedback implicito

Ainda que exista uma série de algoritmos desenvolvidos para os casos em que dados
de feedback explicito estao disponiveis, vemos que na realidade de negdcios a maior parte dos
dados disponiveis sao avaliagoes de natureza implicita. Além de nao demandarem nenhum
esfor¢o do usuario para serem gerados, como ja mencionado anteriormente, esses dados
estao disponiveis em praticamente qualquer sistema de informagao, podendo ser obtidos
através do rastreamento das interagoes do usudario, como por exemplo o monitoramento
de cliques e tempo de visualizacao, bem como a efetivagdo de compra ou contratacao de

produto e servigos (Rendle et al., 2009).

A questao principal a ser tratada quando ha disponibilidade apenas de dados
decorrentes de avaliagoes implicitas é que s6 existem as avaliagOes positivas, ou seja, o
registro das interagoes dos usuarios, que demonstram seu interesse por um determinado
item. O fato de nao haver avaliagoes negativas faz com que o algoritmo tenha dificuldades
para entender que estd fazendo algo “errado” no processo de aprendizagem, assim como

saber quando esta fazendo algo “certo” (Falk, 2019).

E importante destacar que, nesse cendrio, os termos “certo” e “errado” referem-se
ao desempenho do algoritmo em recomendar itens de maneira eficaz. “Certo” significa que
o item recomendado foi efetivamente adquirido pelo usuario, confirmando a recomendagao.
Ja “errado” se refere a recomendacao de um item que o usuario nao adquiriu, indicando
uma falha na previsao do algoritmo. No entanto, com dados implicitos, essa distingao
entre acertos e erros é mais desafiadora, pois o sistema nao possui um feedback negativo

explicito para ajustar o processo de aprendizado.

Como ilustrado na Figura 2, na auséncia de um evento positivo, nao é possivel
determinar se o usudrio nao sabe que o item existe (ndo lhe foi apresentado); se ele viu, mas
nao se interessou; ou se houve interesse, mas ele ainda nao comprou. De qualquer forma,
podemos assumir que todas essas condi¢oes sao “piores” do que o registro da aquisicao do
item pelo usudrio (Falk, 2019).

Se tivermos dois itens, um adquirido e o outro nao, podemos definir que o item
comprado é sempre mais interessante do que o que nao foi. Dessa forma, trabalhando por
pares, podemos fazer um ranqueamento de itens, em que o primeiro é o mais interessante
de todos, seguido pelo segundo mais interessante e assim por diante. Ao estabelecer um
ranqueamento personalizado para cada usuario, conseguimos solucionar a questao de
recomendagao (Falk, 2019).
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Figura 2 — Diferentes situagoes na relagao do usuario com o item

Na auséncia de registro de aquisi¢do ndo é possivel
determinar qual dessas situagbes esta ocorrendo

Produto ndo Produto Produto ndo

observado observado contratado

Quando ha o registro de
aquisi¢cdo, sabemos o
que esta ocorrendo

Produto
contratado

Fonte: Falk (2019)

2.3.1 Bayesian Personalized Ranking (BPR)

O algoritmo chamado Bayesian Personalized Ranking (BPR), apresentado por
Steffen Rendle et al. no trabalho intitulado “BPR: Bayesian Personalized Ranking from
Implicit Feedback”, é capaz de gerar uma lista de itens ranqueados para cada usuario,
obtida a partir de dados de feedback implicito apenas, atendendo assim a necessidade de

fornecer recomendagoes personalizadas para os clientes (Rendle et al., 2009).

Para que o BPR possa funcionar, é preciso observar o atendimento das seguintes
propriedades (considerando i, j, k como itens passiveis de recomendagao para o usuario u)

na ordenacao dos itens no ranqueamento (Rendle et al., 2009):

« Totalidade: se ¢ # 7, entao teremos i >, j ou j >, t;
« Antissimetria: se i >, j e j >, i, entdo i = j;

o Transitividade: se i >, j ou j >, k, entdao 7 >, k

Considerando um conjunto de dados para treinamento que contenham os registros
das compras de itens, é possivel determinar uma matriz de ordenagao para cada usuario,

conforme exemplo mostrado na Figura 3.

A abordagem usual para recomendadores é prever a pontuacao para o par usuario-
item que reflita a preferéncia do usuario, para entao classificar os itens, ordenando os
mesmos de acordo com essa pontuacgao. Se aplicada em um contexto em que s6 ha feedback
implicito (quando s6 existem dado positivos), um treinamento de modelo nao conseguiria
classificar nada, pois iria atribuir a mesma classifica¢io (negativa) para tudo que nao fosse
positivo (Rendle et al., 2009).

O BPR faz uso de uma abordagem distinta, utilizando pares de dados para trei-

namento, procurando otimizar a classificagdo correta desses pares de itens, ao invés de
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Figura 3 — Exemplo de transformacao dos dados de transacdo de um usudrio em uma
matriz de ordenacao

Transformacoes:
Nenhum comprado (N, N) > ? um usuario
um usuario 10 comprado (S, N) > — i1 02 i

2% comprado (N, ) > +

i1 Nao Ambos comprados (S, S) 2> ?

i2 Sim

o sm ()

i4 Néo

i5 Nao

+ usuério prefere item da linha
— usudrio prefere item da coluna
? nao é possivel saber

Fonte: Falk (2019)

atribuir uma pontuacao individual para cada item. Isso representa melhor a situagao do

que considerar tudo que nao for positivo como se fosse negativo (Rendle et al., 2009).

Para encontrar uma classificacao personalizada para todos os itens e usudrios, o
BPR utiliza a estatistica bayesiana (como o préprio nome diz). Esse ramo da estatistica se
baseia na equagao abaixo, que diz que a probabilidade do evento A ocorrer, dado que o
evento B aconteceu, é igual a probabilidade de B ocorrer quando A acontece, multiplicada

pela probabilidade de A ocorrer e divida pela probabilidade de B acontecer.

p(BJA) - p(A)

p(A|B) = o(B)

O problema da classificacao pode ser estabelecido como a preferéncia de ordenacao
desconhecida para cada usudrio, que podemos chamar de >, para o usuario u. Esta

ordenacao ¢ total, pois dados quaisquer dois itens, o usuario ira preferir um ou outro.

Considerando € como a lista de parametros de um SR, em um BPR busca-se
encontrar o modelo # com a maior probabilidade de produzir a ordenacao perfeita para
todos os usudrios, ou seja, maximizar p(6| >,). Através da equagao de Bayes, sabemos que
isso é equivalente a maximizar p(>, |0) - p(), pois sao diretamente proporcionais (Falk,
2019).

2.4 Avaliacdao em Sistemas de Recomendacao

Avaliar a qualidade de um SR consiste em mensurar o quao aderente sao as
recomendagoes geradas em relacao aos interesses e as preferéncias do usudrio. Sem uma
avaliacao sistematica, é impossivel verificar o sucesso de um SR, bem como compara-lo

objetivamente com alternativas.
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Para realizar essa mensuracao, é necessario associar uma métrica quantitativa aos
resultados produzidos pelo SR em questao, fornecendo uma avaliagao da performance do
SR em relagdo a referéncias previamente estabelecidas. Essa avaliagdo pode ser feita de
trés diferentes formas (Aggarwal, 2016; Manzato, 2020):

o Estudos com usudrios: envolve recrutar usuarios reais para, em um ambiente
controlado, observar a interacao deles com o SR, bem como coletar feedbacks. A
vantagem ¢é capturar diretamente as percepgoes do usudrio sobre diferentes aspectos
do SR. Entretanto, como o usudrio sabe que esta sendo observado, pode enviesar
sua avaliacdo, além do que geralmente a quantidade de usuarios é bem pouco

representativa em comparagao com o conjunto total;

e Métodos on-line: consiste em capturar a opiniao dos usuarios de forma remota,
permitindo ampliar muito a quantidade de participantes. Este método estd menos
suscetivel aos efeitos de vieses, pois 0 usuario opera o sistema normalmente, sem
saber que estéd fazendo uma avaliagdo. Um exemplo tipico sdo os testes A/B, em que

se compara a taxa de conversao de dois algoritmos diferentes;

« Métodos off-line com dados histdricos: considera os dados historicos das intera-
¢oes ja efetuadas. E a forma mais comum de se avaliar SRs, pois sdo experimentos

mais faceis de serem reproduzidos e permitem avaliar diversas métricas.

Vale observar que, na avaliacao off-line, ¢ de suma importancia dividir os conjuntos
de treinamento, validacao e teste de forma a nao enviesar os resultados. A divisdo desses
conjuntos pode ser feita de varias maneiras e deve ser adequada a cada caso especifico.
Por exemplo, em se tratando de dados temporais, a forma mais indicada é a chamada
hold-out, que consiste em fazer uma unica divisao, separando as interagoes mais recentes
como conjunto de testes (que nao pode ser usado para ajuste do modelo) e as demais para

treinamento e validagao (Manzato, 2020).

2.4.1 Métricas de Avaliacao

Existem diversas métricas para avaliagio um SR. A mais conhecida e fundamental
é a acuracia, entretanto outras métricas, como cobertura, confianca, novidade, serendipi-
dade, diversidade, robustez /estabilidade e escalabilidade, que podem ser utilizadas em
complemento para um entendimento mais profundo da performance, de acordo com o

interesse especifico do caso (Aggarwal, 2016).

2.4.2 Acuracia para predi¢ao de notas de avaliacao

Mensura a precisao da predi¢ao de notas de avaliagdo para cada par usuario-item e

é aferida utilizando-se o conjunto de teste.
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Considerando que r,; é a nota explicita real do usudrio v para o item j e que 7,

[©N

a predigao desta nota dada pelo algoritmo de recomendagao, o erro de predigao (e,;)

expresso por (Aggarwal, 2016):

Cuj = Tuj = Tuj

Dado que E é o conjunto teste de avaliagoes, temos as seguintes métricas utilizadas

para se calcular o erro total:

Erro médio quadrado (mean squared error — MSE):

Uma observagao relevante é que nenhuma dessas métricas consegue mensurar o
impacto da melhoria da recomendacao para o usuario, por isso deve-se buscar a combinagao

com avaliagoes realizadas diretamente com o usuério.

2.4.3 Acurécia para predi¢ao de ranqueamento

Mede a precisao da predicao do ranqueamento dos k itens recomendados para cada
usuario, utilizando o conjunto de teste, e é utilizada principalmente nos casos em que ha
disponibilidade somente de avaliacoes implicitas. Considerando as recomendacoes geradas
pelo SR e o interesse real do usuario, temos as seguintes combinagoes possiveis, mostrada
na Figura 4 (Falk, 2019):

Figura 4 — Matriz de confusdo entre a recomendacao gerada e a realidade

Sistema de Recomendacgao
Recomendou ’ Nao Recomendou

Todos os
(o T I CTEEM  Verdadeiro Positivo Falso Negativo itens de
interesse

Realidade

Sem interesse Falso Positivo Verdadeiro Negativo

L J
T

Todos os itens recomendados

Fonte: Falk (2019)

« Verdadeiro positivo (True positive - TP): item recomendado e de interesse do

usuario.
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« Falso positivo (False positive - FP): item foi recomendado, mas nao é de interesse

do usuario.

« Falso negativo (Fulse negative - FN): item ndao foi recomendado, mas era de interesse

do usuéario.

« Verdadeiro Negativo (True negative - TN): item nao foi nem recomendado e nem

era de interesse do usuario.
Dessa forma, é possivel definir duas diferentes métricas:

o Precisao: fracao de itens recomendados que sao de interesse do usuario, ou seja,
quanto o SR acertou de tudo que ele recomendou.

TP

Precisao = W

 Revocacgao: fracao de itens de interesse do usuario que foram recomendados, ou
seja, quanto o SR acertou de tudo que é de interesse do usuario.

TP

Revocacao = TP I PN

No contexto de SR que utiliza ranqueamento, geralmente o que importa é a
quantidade de itens relevantes apresentados no topo das recomendagoes. Com isso, muitas
vezes busca-se otimizar a precisao sem dar tanta atengao se o usuario esta recebendo
todos os itens de interesse possiveis (Revocagao). A métrica que faz essa mensuragao é
conhecida como PQF (Precision at k) e é calculada pela quantidade de itens de interesse
nas k primeiras posi¢oes em relacao aos primeiros k itens no ranking de recomendagoes

(Falk, 2019):

# {itens de interesse nas k primeiras posigoes}

k

PQk(u)

A métrica mais comum para SR com avaliagdes implicitas é a Média das Precisoes
Médias (mean average precision - MAP). A Precisao Média (average precision - AP) avalia
a qualidade do ranqueamento ao considerar a posicao dos itens de interesse no topo da
lista de recomendagoes. Considerando a P@k para valores de 1 a m (em que m é o nimero

de itens recomendados), a AP do usudrio u é dada por (Falk, 2019):

Sy, POk(w)

m

AP (u)

Para avaliagdo do SR, obtém-se a MAP através da média das APs de todos os

usuarios:
ZUEU AP(U)

MAP =
Ul
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2.4.4 Demais métricas

Para mensuracao de outros aspectos de um SR utilizam-se as seguintes métricas
(Manzato, 2020):

o Cobertura: é fragao de usuérios para os quais pelo menos N predigoes podem ser
calculadas (em que N é o nimero de listados no ranking). Deve ser reportada em con-
junto com a acuracia, para garantir que o sistema nao esteja gerando recomendagoes

aleatorias;

« Confianga: indica o quanto o usuario confia nas recomendagoes geradas. A melhor

maneira de mensurar é através de métodos on-line;

« Novidade: capacidade do sistema recomendar itens que o usuario nao conhece, mas
que sao de interesse. Isso aumenta a percepcao de valor que o usuario atribui a um

SR, melhorando a taxa de conversao;

o Serendipidade: é semelhante a métrica de novidade, mas considerando itens que
surpreendem o usuario em recomendacoes bem sucedidas, ou seja, sao recomendagoes

nao 6bvias. Da mesma forma, adiciona valor para o usuario no uso do SR;

e Diversidade: mede a variedade entre si dos itens de uma mesma lista de recomen-

dacoes. Maior diversidade pode trazer mais novidade ou serendipidade;

« Robustez/estabilidade: diz o quanto um sistema é resistente a ataques de hackers

ou avaliagoes falsas de usuarios maliciosos;

« Escalabilidade: avalia a performance do sistema ao se trabalhar com grandes bases
de dados, mensurando itens como tempo de processamento em treinamentos e tempo

de resposta na geracao de recomendacoes.
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3 DESENVOLVIMENTO

Para criacdo de um SR de produtos financeiros precisamos dispor de dados de
clientes e produtos contratados em uma institui¢do financeira. Entretanto, em se tratando
de dados pessoais e sensiveis, amparados pela LGPD e pelo sigilo bancario, nao sera
possivel ter acesso a dados reais dos clientes de um banco. Ainda que esses dados fossem
anonimizados, de forma a nao permitir a identificacdo das pessoas, a exposi¢ao de uma base
de dados que permitisse caracterizar o perfil de uma carteira de clientes e seus produtos
contratados poderia ser considerada uma violagao de segredo comercial, caracterizada na

legislacao vigente.

A alternativa que encontramos foi utilizar o conjunto de dados (dataset) disponi-
bilizado por ocasiao de uma competicao promovida em 2016 por um banco espanhol no
site Kaggle. Na pagina de publicagdo ha um disclamer que deixa claro que este dataset
nao contém dados de nenhum cliente real, bem como nao é representativo da base de
clientes do banco em questao (Risdal; Piedra; Kan, 2016). A descri¢ao deste dataset serd

aprofundada a seguir.

Considerando o dataset selecionado, devemos encontrar um algoritmo que possa
gerar recomendagoes relevantes aos usuarios com base nesses dados, que contém seus
comportamentos anteriores relativos a contratacao de produtos. Como veremos a seguir,
esses dados se caracterizam como feedbacks implicitos. Sendo assim, conforme ja exposto an-
teriormente, o algoritmo que se adequa bem a essa caracteristica é o Bayesian Personalized

Ranking (BPR), por isso é o escolhido para o nosso SR.

3.1 Conjunto de dados (Dataset)

Na péagina do Kaggle referente a competicdo promovida em 2016 encontramos o

arquivo contendo o dataset a ser utilizado (Risdal; Piedra; Kan, 2016).

Neste dataset, temos dados referentes ao comportamento mensal de consumo de
produtos bancarios de aproximadamente 960 mil clientes ao longo de um periodo de 17
meses (entre janeiro/2015 e maio/2016). Em resumo, sao 23 atributos com dados sobre as
caracteristicas de cada cliente e mais 24 atributos de produtos, referentes a situacao no

ultimo dia do més (“1” quando tiver o produto contratado e “0” quando nao possuir).

Os metadados dos atributos de particao, caracteristicas do cliente e produtos
contratados sao listados nas Tabela 1, Tabela 2 e Tabela 3, respectivamente (descrigio em

traducao livre do autor):
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Tabela 1 — Metadados do atributo de partigcao

Descricao

# | Atributo
0 | fecha dato

Partigao pela data (més e ano)

Tabela 2 — Metadados dos atributos das caracteristicas do cliente

# | Atributo Descricao

1 | ncodpers Codigo identificador do cliente

2 | ind__empleado Indicador de vinculo empregaticio com o banco

3 | pais_residencia Pais de residéncia do cliente

4 | sexo Sexo informado pelo cliente

D | age Idade do cliente

6 | fecha_alta Data de abertura da conta/relacionamento com
o banco

7 | ind nuevo Indicador de cliente novo (até 6 meses de
relacionamento)

8 | antiguedad Tempo como cliente (em meses)

9 | indrel Indicador do tipo de cliente

10 | ult fec cli 1t Data mais recente como cliente principal

11 | indrel 1mes Indicador do tipo de cliente no inicio do més

12 | tiprel 1mes Indicador do relacionamento no inicio do més

13 | indresi Indicador de residéncia no mesmo pais do banco

14 | indext Indicador de nascimento em um pais diferente
do banco

15 | conyuemp Indicador de conjuge com vinculo empregaticio
com o banco

16 | canal entrada Canal de aquisi¢ao do cliente

17 | indfall Indicador de falecido

18 | tipodom Tipo de endereco

19 | cod_ prov Codigo da provincia

20 | nomprov Nome da provincia

21 | ind actividad cliente | Indicador de cliente ativo

22 | renta Renda do cliente

23 | segmento Segmento do cliente
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Tabela 3 — Metadados dos atributos indicadores de produto contratado

# | Atributo Descricao

24 | ind_ahor fin wultl Conta investimento

25 | ind_aval fin ultl Conta garantia

26 | ind__cco_ fin ultl Conta corrente

27 | ind__cder fin ultl Conta derivada

28 | ind_cno_fin wultl Conta salario

29 | ind_ctju_fin_ultl Conta junior

30 | ind ctma fin ultl Conta mais especial

31 | ind_ctop_fin_ultl Conta especial

32 | ind_ctpp_fin ultl Conta especial plus

33 | ind_deco fin ultl Investimentos de curto prazo
34 | ind deme fin ultl | Investimentos de médio prazo
35 | ind dela_fin ultl Investimentos de longo prazo
36 | ind ecue fin ultl Conta digital

37 | ind_fond fin ultl Investimentos em fundos

38 | ind_hip fin ultl Crédito imobilidrio

39 | ind_plan fin ultl Plano de previdéncia

40 | ind pres fin ultl Crédito pessoal

41 | ind_reca_fin ultl Pagamentos de impostos

42 | ind_tjer fin ultl Cartao de crédito

43 | ind_valo_fin ultl Investimentos em agoes

44 | ind_viv_fin ultl Conta moradia

45 | ind__nomina,_ ultl Recebimento de salario

46 | ind_nom_ pens_ultl | Pensionista

47 | ind_ recibo_ultl Pagamentos por débito direto

3.2 Algoritmo de Recomendacao

Existem diversas bibliotecas de algoritmos para sistema de recomendacao com
o BPR incluido, entre elas a Implicit (https://benfred.github.io/implicit/index.html), a
LightFM (https://making.lyst.com/lightfm/docs/home.html) e a Cornac (https://cornac.
readthedocs.io/en/stable/index.html).

Entretanto, escolhemos usar a CaseRecommender (https://github.com/caserec/
CaseRecommender/wiki) por ser de ficil instalagao e utilizagao. Trata-se de uma biblioteca
em linguagem Python que fornece uma ampla variedade de algoritmos, entre eles o BPR,

além de inclui as métricas de avaliacao para predicao de ranqueamento (Costa; Manzato,

2016).

Os requisitos para uso sao simples: a instalacao ¢ feita por meio de uma tnica linha
de comando e pode ser executada dentro do Google Colab. A entrada de dados ¢ feita

através de um arquivo de texto com apenas 3 colunas:

o wu;d: identificagdo do usuario, em formato integer;


https://benfred.github.io/implicit/index.html
https://making.lyst.com/lightfm/docs/home.html
https://cornac.readthedocs.io/en/stable/index.html
https://cornac.readthedocs.io/en/stable/index.html
https://github.com/caserec/CaseRecommender/wiki
https://github.com/caserec/CaseRecommender/wiki
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 i;d: identificacao do item, em formato integer;

e rating: feedback do usuario em relacdo ao item, em formato floating.

Para uma analise comparativa dos resultados do BPR, selecionamos do CaseRe-
commender um outro algoritmo de FC, o ItemKNN, que utiliza a similaridade entre k
itens vizinhos para fazer recomendagoes, utilizando também feedback implicito para isto.
Além desse, também usaremos as recomendagoes geradas aleatoriamente, disponivel na

biblioteca indicando Random como algoritmo.

Para avaliacao dos algoritmos selecionados (BPR, ItemKNN e Random), o Case-
Recommender dispoe das seguintes métricas precisao em N (Prec@N), revocagao em N
(Recall@N) e média das precisdes médias (Map@N).

Os parametros de ajuste para algoritmo BPR no CaseRecommender sdo os seguintes:

e factors: Numero de fatores latentes por usuério/item;
o learn_rate: Taxa de aprendizagem (alfa);
e epochs: Numero de épocas de treinamento;

o batch__size: Reduz o nimero de interagdes em cada época; se for 0, usa o nimero de

interagoes positivas no conjunto de treinamento;

o rank_length: Tamanho do ranking que deve ser gerado pelas previsoes do algoritmo

de recomendacao;
o init_mean: Média da distribuicdo normal usada para inicializar os fatores latentes;

o init_stdev: Desvio padrao da distribuicao normal usada para inicializar os fatores

latentes;
o reqg_u: Par@metro de regularizacao para os fatores dos usuarios;
e reg_1i: Parametro de regularizagdao para os fatores dos itens positivos;
o reg j: ParAmetro de regularizagao para os fatores dos itens negativos;
o reg_bias: Parametro de regularizacao para o termo de viés (bias);
o random__seed: Semente aleatoria;

o items_test: Se for verdadeiro, atualiza o conjunto nao observado de cada usuério

com amostras no conjunto de teste;
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3.3

Metodologia

As macro etapas para a construgao do SR sdo mostradas na Figura 5 e descritas a

seguir.

Treinamento Preparacao

Teste

Figura 5 — Macro etapas de desenvolvimento

Limpezae Separacao dos dados
Preparacéo dos em treinamento/
dados validagéo e teste

Obtencao

dos dados

Execugao com dados Avaliagdo dos Definigao final dos
de treinamento / resultados de parametros do
validagao validagao algoritmo BPR

Ajuste de pardmetros

Execugao com dados
de treinamento /
teste

Avaliagéo final
dos resultados

. Obtencao dos dados: consiste em acessar o site, baixar o arquivo com os dados e

armazena-lo em local que possa ser acessado por ferramenta para execucao de codigo
em linguagem Python. Utilizamos o Google Drive para armazenamento e o Google

Colab como ambiente de execucio;

. Limpeza e Preparacao dos dados: nesta etapa carregamos os dados no ambiente

de execucao, substituimos os valores nulos por zeros, harmonizamos os tipos dos
dados e eliminamos os atributos que nao sao necessarios para execugao dos algoritmos
BPR, ItemKNN e Random. Além disso, alteramos a disposicao dos dados para o
formato requerido (usudrio, item e feedback) Por fim, eliminamos os registros de
feedbacks iguais a zero, pois devemos manter somente os feedbacks positivos (iguais a

um) para adequar o arquivo de entrada ao formato exigido pela biblioteca;

Separagao dos dados em treinamento/validagao e teste: em se tratando de
dados temporais, a divisao é feita na forma hold-out, em que as intera¢oes do més
mais recentes constituem o conjunto de teste. No restante, separamos o més mais
recente para validagdo e os demais para treinamento. A Figura 6 ilustra como a

divisao é realizada.
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Figura 6 — Separagao dos dados em treinamento/validagao e teste

jan1s | tevis [N fevie | marte | abris | maite

Y validacédo teste
treinamento

. Execugao com dados de treinamento/validagao: subimos os dados de treina-

mento e de validagao para execugao dos algoritmos e registramos os resultados, os

parametros utilizados e eventuais mensagens de erro/alerta;

. Avaliacao dos resultados de validagao: analisamos os resultados obtidos para as

métricas Prec@N, RecallON e Map@N do algoritmo BPR, comparando-os tanto com
os resultados dos ciclos anteriores quanto com as saidas dos algoritmos ItemKNN e

Random;

. Ajuste de parametros: criamos uma hipodtese de configuragdo de parametros do

algoritmo BPR para uma melhora gradativa do resultado e/ou corre¢ao de erros,

retornando a etapa 4;

. Definicao final dos parametros do algoritmo BPR.: apds diversos ciclos de

experimentacao nas etapas 4, 5 e 6, chegamos a configuragao final de pardmetros,

que sera utilizada com o conjunto de teste.

. Execugdo com dados de treinamento/teste: subimos os dados de treinamento

e teste para execugao dos algoritmos e registramos os resultados;

. Avaliacao final dos resultados: analisamos os resultados obtidos para as métricas

Prec@N, Recall@N e Map@N dos algoritmos BPR, ItemKNN e Random.



4 RESULTADOS

4.1 Exploracao do Dataset

Apos a etapa de limpeza e preparacao, mantivemos apenas os dados descritos nas
Tabela 1 e Tabela 3, bem como apenas o Cédigo identificador do cliente (ncodpers) da

Tabela 2, pois os algoritmos de recomendacao utilizados sao de FC e nao fazem uso dos

metadados dos clientes.

Na Figura 7 podemos ver a evolucao da quantidade de registros, ou seja, clientes,
por més. No perfodo de jan-jun/15, a quantidade se mantém em torno de 630 mil registros.

Em jul/15, essa quantidade salta para aproximadamente 830 mil e segue aumentando

gradativamente, até atingir pouco mais de 930 mil em mai/16.

Figura 7 — Quantidade de clientes por més/ano

800,000 4

625,457 627,394 629,209 630,367 631,957 632,110
600,000 4

#Registros

400,000 -

200,000 4

829,817 843,201

865,440

920,904 925,076 928,274 931.453
892,251 906,109 912,021 916.269

jan/15  few/15 mar/15 abr/15 mai/l15 jun/15 jul/15 ago/15 set/15 out/15 nov/15 dez/l5 jan/16 few/16 mar/l6 abr/16 mai/l6

Em termos de clientes distintos, sao 956.645 em todo dataset. Ao eliminarmos os
clientes que nao contém nenhum registro de produto contratado ao longo de todos os

meses, esse nimero cai para 731.162 clientes. Apds separar a base em treino / validagao /

teste, temos em nimero de clientes distintos:

Treino: 724.392

» Validagao: 695.044

Teste: 696.539

e em comuin nas 3 bases: 688.947

Ao analisarmos os dados dos produtos contratados, em que temos apenas 24

distintos, podemos verificar nas Figura 8, Figura 9 e Figura 10 que a distribuicao % dos

Més/Ano
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produtos nas 3 bases é praticamente a mesma. Além disso, fica evidente que ha uma

concentragdo muito alta no produto conta corrente (cta_ corrente), acima de 42-45%

(em fungdo dessa concentragao, para melhor visualizacao do valor dos demais produtos,

optamos por utilizar os graficos em escala logaritmica).

produto

produto

Figura 8 — Distribuicao % de produto contratado - dados de treino
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Pagamentos de impostos
Conta especial plus
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Investimentos em fundos
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Plano de previdéncia
Investimentos de curto prazo
Crédito imobiliario
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Conta garantia

Conta corrente

Pagamentos por débito direto
Conta especial

Conta digital

Conta salario

Pensionista

Recebimento de salario
Pagamentos de impostos
Cartdo de crédito

Conta especial plus
Investimentos de longo prazo
Investimentos em agdes
Investimentos em fundos
Conta mais especial

Conta junior

Plano de previdéncia

Crédito imabiliario

Conta moradia

Crédito pessoal
Investimentos de médio prazo
Investimentos de curto prazo
Conta derivada

Conta investimento

Conta garantia

42.3%
10.4%
7.4%
5.6%
5.3%
5.0%
4.6%
3.9%
3.2%
3.2%
2.5%
1.6%
1.2%
1.1%
0.6%
0.6%
0.5%
0.3%
0.2%
0.2%
0.1%
0.0%
0.0%
0.0%
1073 1072 107! 10° 10t
Figura 9 — Distribuicao % de produto contratado - dados de validacao
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produto

Figura 10 — Distribuicao % de produto contratado - dados de teste
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4.2 Ciclos de execucdo, andlise de resultados e ajuste de parametros

Iniciando os ciclos de execugao, rodamos pela primeira vez os algoritmos de reco-

mendacao, considerando os parametros default para o BPR, e obtivemos os resultados

mostrados na Figura 11:

BPRMF __ (default)

Figura 11 — Resultados - parametros default do algoritmo BPR

Prec@1

ItemKNN

Random

Prec@3

Prec@5

0,001410

0,000941

Precisdo Revocagdo Média das precisdes médias

Prec@10

Recall@l Recall@3 Recall@5 Recall@10 MAP@1 MAP@3

0,002306  0,003456

0,000287 _0,000859

0,000906 0,001376 0,002521

MAP@10
0,003286

Entretanto, na saida do algoritmo BPR recebemos a seguinte mensagem de alerta:
" Runtime Warning: overflow encountered in scalar subtract", indicando que houve um
"overflow" (estouro) gerado pelo resultado de uma operagao exceder o limite que pode ser

representado pelo tipo de dado utilizado, provavelmente por ser extremamente grande.

Para evitar a ocorréncia de "overflow", procedemos a alteracao dos parametros
de regularizacao para os fatores, tanto dos itens positivos (reg i) quanto dos negativos

(reg_7), avaliando o impacto nos resultados.

Para o parametro de regularizagao para os fatores dos itens positivos (reg_ i), vemos
na Figura 12 que o overflow permanece para valores abaixo de 0.0155. A partir desse valor,

o overflow deixa de ocorrer e os resultados apresentados melhoram significativamente.

Da mesma forma, para o pardmetro de regularizacao para os fatores dos itens

negativos (reg_j), vemos na Figura 13 que o valor minimo deve ser 0.00795 para que nao
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Figura 12 — Resultados - teste do parametro de regularizagdo para os fatores dos itens
positivos (reg_1)

| Precisio | Média das precisdes médias

| W Prec@1  Prec@3  Prec@s  Prec@10 [ Recall@l Recall@3 Recall@5 Recal@l0fll MAP@1  MAP@3  MAP@5  MAP@10
BPRMF _ reg i=0.0025 (default) 0,001474 0,001499 0,002828 0,005536 0,002521 0,003286

reg i=0.0154 0,001474  0,001489 0,002828  0,005536 0,002521 0,003286

reg i=0.0155

reg i=0.0171

reg i=0.0186
ItemKNN 0,002608 0,002090 0,001410 0,000941 0,000770 0,002028 0,002306 0,003456 0,002608 0,003462 0,003610 0,003889
Random _0.000780 0,000753 0,000750 0,000748

ocorra overflow.

Figura 13 — Resultados - teste do parametro de regularizagdo para os fatores dos itens
negativos (reg_j)

| Precisio | Média das precisdes médias

| W Prec@1  Prec@3 Prec@5 Prec@10 [l Recallel Recall@3 Recall@s Recall@loll MAP@1 MAP@3  MAP@S  MAP@I1D
BPRMF__ reg j=0.00025 (default) 0,001474 0,002828 0,005536 0,002521 0,003286

reg j=0.00794 0,001474 0,002521 0,003286

reg j=0.00795

reg j=0.00875

reg j=0.00954
ItemKNN 0,002608 0,002090 0,001410 0,000941 0,000770 0,002028 0,002306 0,003456 0,002608 0,003462 0,003610 0,00388%9
Random _0,000780 _0,000753 _0,000750 _0,000748

Para prosseguir com os testes de parametro, decidimos aplicar um incremento de
10% sobre os valores minimos para req i e reg_j, de forma a garantirmos uma margem
para que nao ocorra overflow na fase de teste e no uso do algoritmo para geracao de
recomendacgoes futuras. Assim, fixamos reg i=0.0171 e reg_j=0.00875 e verificamos o

resultado combinado na Figura 14.

Figura 14 — Resultados - fixagdo dos pardmetros de regularizagdo para os fatores dos itens
positivos (reg_17) e negativos (reg_j)

Média das precisbes médias
| W Prec@1  Prec@3 Prec@ Prec@10 il Recal@1 Recall@3 Recal@5 Recal@1ofl MAP@1  MAP@3  MAP@5  MAP@10

BPRMF _reg i=0.0025, reg |=0.00025 (default) 0,001474 0,002828 0,002521 0,003286
reg i=0.0171, reg ]=0.00875

[temKNN 0,002608 0,002090 0,001410 0,000841 0,000770 0,002028 0,002306 0,003456 0,002608 0,003462 0,003610 0,003889
Random C0.000760 0000753 _0,000750 0,000748 0000297 0000853 0001427 0,002655 0000780 0001369 0,001662 0,002021

Superada a questao de overflow, passamos a testar alteragdes nos demais parametros.

Para o nimero de fatores latentes por usudrio/item (factors), variando os valores
em torno do default, obtivemos os resultados que constam na Figura 15. Dessa forma,

fixamos o pardmetro no valor que apresentou o melhor resultado: factors=9.

Em seguida, passamos a testar alteragoes na taxa de aprendizagem (learn_ rate).
A Figura 16 mostra que os resultados obtidos melhoram conforme este parametro é

aumentado, até atingir o overflow com learn_rate=0.12.

A excecao fica por conta das métricas de precisdo e revocagao para recomendagoes

de rankings de 10 itens (@10), que se comportam de forma inversa, ou seja, em que



49

Figura 15 — Resultados - teste do niimero de fatores latentes por usuério/item (factors)

Média das precisdes médias

| W rrec@1  Prec@3  Prec@s  Prec@10 Wl Recall®l Recal@3 Recall@s Recall@loll MAP@1  MAP@3  MAP@S  MAP@10
BPRMF__factors=6 0003536 0,002908 0,007226 0,001500 _0,001510 0,003674 0,004403 (0005667 _ 0,003536 0,005727 0,006117 0,006350
factors8 0,004440 0,002946 0,002269 0,002031 0,004454 0,004440 0,006224 0,006612 0,006842
factors=9 0,001522 0,005725
factors=10(default) _0,004355 0,002939 0,002265 0,001516 _0,001989 0,003663 0,004440 0,005708 _0,004355 0,006185 0,006575 0,006812
factors=11 0004427 0,002944 0,002276_0,001521 _0,002014 0,003679 0,004462 0,005726  _0,004427 | 0,006231 0,006626 | 0,006863
factors=12 0004476 0,002544 0,007276 _ 0,001522 _0,002014 0,003661 0,004452 | 0,005735 _0,004426 0,006226 0,006623 _0,006857
temKNN 0,0026080,002090 _0,001410 0,000941 | 0,000770 0,002028 0,002306 0,003456  _ 0,002608 0,003462 0,003610 _0,003889
Random
Figura 16 — Resultados - teste da taxa de aprendizagem (learn_ rate)

Meédia das precisdes médias
| N erec@1  Prec@3  Prec@s  Prec@10 Jll Recall@l Recall@d Recal@s Recal@ioll MAP@1  MAP@3  MAP@S  MAP@1D
BPAMF _ learn_rate=0.05(default)  0,004479  0,002952 0,0:12314- 0,002050 0,003701 0,004519 0,004479 0,006246 0,006653 0,006874

learn_rate=0.06 0,004725 0,002998 0,002293 | 0,001519 0,002143 0,003740 0,004483 0,004725 0,006440 0,006814 0,007049

learn_rate=0.07 0,004842 0,003031 0,002308 0,001517 0,002231 0,003761 0,004503 | 0,005720 0,004842 0,006588 0,006952 0,007184

\earn_rate=0.08 0,005162 0,003063 0,002328 0,001516  0,002340 0,003786 0,004536 0,005717  0,005162 0,006735 0,007081 0,007307

learn_rate=0.08 0,006338_0,003093 0001512 | 0,002419 0,003799 0,005709_ | 0,005338 _0,006845 _0,007180 _0,007399

learn_rate=0.10 0,001508 0,005689

learn_rate=0.11 0,001507 0,005639

learn_rate=0.12 0,001474 0,002828 0,005536 0,002521 0,003286
temkNN 0,002608_0,002090 _0,001410 _0,000941 _ 0,000770 0,002028 _0,002306_ 0,003456  _0,002608 _0,003462 _0,003610 _0,003889
Random

os valores vao piorando a medida que se aumenta o parametro. Também é interessante
observar que isso nao ocorre para a média das precisoes médias (MAP@10). Uma explicacao
possivel é que como o MAP@10 avalia a qualidade geral da ordenacdo dos itens relevantes
ao longo do ranking, acaba sendo mais estavel e menos suscetivel a flutuagoes especificas
na posicao dos itens, especialmente nas posicoes finais, considerando um ranking de 10

itens.

Para tentarmos evitar a ocorréncia de overflow na fase de teste e no uso posterior

do algoritmo, fixamos o parametro em um valor intermediario: learn_rate=0.08.

Por fim, buscamos o ajuste do niimero de épocas de treinamento (epochs). Na
Figura 17 podemos verificar que ndo ha uma linearidade no comportamento das métricas
frente ao aumento gradativo do parametro, convergindo para os melhores resultados em
diversos valores. Dessa forma, ficaremos com o maximo obtido para o MAP, ou seja,

epochs=35.

Concluindo a fase de treinamento, definimos os valores finais para os parametros

do algoritmo BPR, mostrados na Tabela 4.

Tabela 4 — Parametros finais otimizados para o algoritmo BPR

Parametro | Valor default | Valor otimizado
reg i 0.0025 0.0171
req_j 0.00025 0.00875
factors 10 9

learn_ rate 0.05 0.08
epochs 30 35




Figura 17 — Resultados - teste do niimero de épocas de treinamento(epochs)

Média das precisdes médias
Recall@l Recall@3 Recall@5 Recall@10 MAP@1 MAP@3  MAP@5 MAP@10

Prec@1 Prec@3 Prec@5 Prec@®10

BPRMF__epochs=25 0004844 _0,003007 _0,002258 0,001488_ _0,002176 _0,003733 _0,004467 0,005638__0,004844 0,006538 0,006875_ 0,007048
epochs=28 0,005026 0,002969 _0,002202 | 0,001507 | _0,002286 0,003696 0,004330 | 0,005706  _0,005026 0,006572 0,006913 _0,007151
epochs=29 0004889 0,003001 0,002226 0,001483 _0,002215 _0,003761 0,004435 0,005643 _0,004889 0,006545 0,006889 _0,007120
epochs=30 0005162 _0,003063 10,00288  10,001616] _0,002340 | 0,003785 |0,004636 0005717 0005162 0006735 _0,007081 0,007307
epochs=31 0,004805_ 0,003013 0,002229 0,001493 _0,002156 0,003743 _0,004439 0,005671 _0,004805 0,006534 0,006846 _0,007017
epochs=32 0002988 0,002972 0,002235 | 0,001507 | _0,001281 0,003716 0,004401 | 0,005699 _0,002988 0,005567 0,005936 0,006222
epochs=33 0004469 D0,002977 0,002191 0,001486  _0,002010 _0,003720 _0,004346 _0,005632_ _0,004469 _0,006315 0,006638 0,006888
epochs=34 0,005148  0,003027 0,002228 | 0,001640 | _0,002299 0,003751 0,004437 0,005148 _0,006716__0,007020 _0,00714
spochs=35 [0,005450) 0,003061 0,002244 0,001483 0,004475_ 0,005636_ |0,0054510,006906 0,007194 1 0,007355 |
epochs=36 0004847 D0,002984 0,002234 | 0,001508 | 0,002194 0,003695 0,004385 | 0,00699  0,004847 0,006475 0,006806 _0,007071
spocns=57 ooosoeo J00G8076110,0038231 000isia. _o00z27: 10008763 NN000ASaN000678] 0005059 _0,06686 0007016 0007237
epochs=38 0,003583  0,002954 0,002193 0,001490 _0,001585_ 0,003673 0,004346 0,005635 _0,003583 0,005829 0,006162 _0,006424
epochs=39 0,004339 0,003027 0,002257 0,001450 _0,001925 0,003753 0,004482 0,005658  0,004339 0,006292 0,006618 0,006820
epochs=40 _0,005165 __0,003066_0,002257 0,001500  _0,002324 _0,003771 0,005674_ _0,005165 _0,006718 _0,007028 _0,007207

ItemkNN 0,002608 0,002030_0,001410 0,000841  _0,000770 0,002028 _0,002306 0,003456  _0,002608 _0,003462 0,003610 _0,003889

Random 0000780 _0,000753 0000750 _0,000748  _0,000297 0,000859 0,001427 0,002855 _0,000780 0,001365 0001662 0,002021

Na Figura 18 podemos comparar os resultados obtidos inicialmente, com os pa-

rametros default com os atingidos apds a otimizacao dos parametros para o algoritmo

BPR, verificando valores superiores em todas as métricas, também em comparacdo com o

algoritmo ItemKNN e o ranqueamento aleatério (Random).

Figura 18 — Treinamento - Resultados antes e ap6s o ajuste dos parametros

Média das precisoes médias
| W prece@t  Prec@s  Prec@s  Prec@i0 fll Recallgl Recall@3 Recal@5 Recal@io il MAP@1  MAP@3  MAP@S  MAP@10

BPRMF _(default) 0,000306 0,001474 0,002828 0,000906 0,001376 0,002521 _0,003286
BPRMF  regi00171, 0005451 0003061 0002244 0001483 0002437 0003783 0004476 0006636  0,005451 0006906 0007194 0007356
reg j=0.00875,
factors=9,
learn_rate=0.08,
epochs=35
[temKNN 0,002608  0,002090 0,001410 | 0,000941 _ 0,000770 0,002028 0,002306  0,003456  _ 0,002608 0,003462 0,003610 0,003889
Random 0,000753 0,000297  0,000859

4.3 Execucao com dados de teste e andlise de resultados

Passando para a fase de teste, configuramos os parametros para o algoritmo BPR
definidos na fase de treinamento para otimizagao dos resultados. Também carregamos os
dados de treinamento e de teste, sendo que este tultimo corresponde ao més mais recente
do dataset original (mai/16).

Os resultados atingidos estao expostos na Figura 19, em que podemos verificar que
a performance do algoritmo BPR foi bastante superior ao algoritmo ltemKNN em todas
as métricas, principalmente na média das precisoes médias (MAP), que alcangou valores

da ordem de 100% melhores que o outro algoritmo.
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Figura 19 — Teste - Resultados antes e apos o ajuste dos parametros

[ Precisio | Revocagao

Média das precisdes médias

| W Prec®@1  Prec@®3  Prec@  Prec@10 [l Recall@l Recall@3 Recal@5 Recal@1o [l MAP@1  MAP@3  MAP@5  MAP@10
BPRMF regi-0.0171.  [0,008940 0005211 0,003883 0002667 | 000393 0,006410 0007749 0008762 | 0008540 0011477 0,011862 0012118

reg |=0.00875,

factors=9,

learn_rate=0.08,

epochs=35
ItemKNN 0,004330 0,003427 0,002337 0,001645  0,001234 0,003146 0,003643 0,006091  0,004330 0,005592 0,005841 0,006373
Random [0,000472 0001440 0,002404 0004306 | 0,001259 0,002267 0,002760 0,003366
BPRMF x ItemKNN 106% 52% 87% 55% 219% 104% 113% 61% 106% 105% 105% 90%
BPRMF x Random 610% _ 308% 206% 97% 734% _ 345%  222% 100% 610% 409% 333% 260%
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5 CONCLUSAO

5.1 Consideracdes Finais

Este trabalho de conclusao de curso teve como objetivo desenvolver um sistema de
recomendacao de produtos financeiros voltado para clientes pessoa fisica de um banco,
utilizando dados histéricos de consumo para prever quais produtos seriam de maior interesse
para cada cliente, ou seja, aqueles com maior probabilidade de contratacao. Ao longo do
desenvolvimento, foram exploradas as etapas essenciais e os desafios envolvidos na criagao

de um sistema capaz de fornecer recomendagcoes personalizadas de forma eficiente.

O algoritmo selecionado para o sistema foi o Bayesian Personalized Ranking (BPR),
reconhecido por sua eficicia na geracao de recomendagoes ranqueadas com base em
feedback implicito. Essa caracteristica é amplamente encontrada nos dados disponiveis em
ambientes de negbcios reais, o que torna esse sistema de recomendacao altamente aplicavel

em situagoes do cotidiano empresarial.

Os resultados obtidos apés ajuste dos parametros do algoritmo demonstraram que
o BPR pode fornecer recomendacoes satisfatérias, superando o algoritmo ItemKNN e, em

muito, a geracao aleatoria.

A analise dos resultados com o conjunto de dados de teste validou a capacidade
do sistema identificar os produtos de maior interesse para cada cliente. A média das
precisoes médias (MAP) mostrou-se uma métrica robusta para avaliar a qualidade das

recomendacoOes geradas, confirmando a eficacia do sistema desenvolvido.

Em resumo, o sistema desenvolvido neste trabalho apresenta um potencial signifi-
cativo para melhorar a eficiéncia das ofertas de produtos financeiros, contribuindo para a
satisfacao do cliente, a reducao de custos e o aumento da receita das institui¢oes bancarias.
A continua evolucgao dos sistemas de recomendacao, especialmente com a adogao de novas
técnicas de inteligéncia artificial e aprendizado de maquina, sem duvida impulsionara

ainda mais a capacidade de personalizacio e a experiéncia dos usuarios no setor financeiro.

5.2 Limitacoes do trabalho

Tendo em vista tudo o que foi desenvolvido, é crucial destacar algumas limitagoes

encontradas neste trabalho.

Em primeiro lugar, o modelo foi treinado utilizando um dataset ficticio proveniente
de uma competicao realizada no conhecido site Kaggle. Embora esse conjunto de dados
tenha sido adequado para experimentacao e ajuste do algoritmo, ele pode nao capturar

totalmente as nuances e complexidades dos dados reais de comportamento de consumo



54

dos clientes de um banco.

Além disso, os produtos financeiros considerados pertencem ao contexto de mercado
da Espanha, que difere significativamente da realidade encontrada no Brasil, tanto pela
existéncia de produtos especificos em cada pais quanto pelas diferentes importancias

relativas atribuidas a esses produtos.

No que diz respeito ao conjunto de dados de treinamento, que abrange um periodo
de 15 meses, nao foram consideradas as particularidades do momento exato (més) em
que o cliente contratou um produto, nem se ocorreram movimentos de contratacao e
cancelamento do produto ao longo desse periodo. Essas variaveis podem ter uma influéncia

nas recomendagoes geradas pelo modelo, mas nao foram exploradas neste trabalho.

Por fim, este sistema de recomendacao se restringiu a abordagem de filtragem
colaborativa (FC), utilizando exclusivamente dados de feedback implicito. Dessa forma, os
dados das caracteristicas dos clientes presentes no dataset nao foram explorados, embora
sua inclusao pudesse enriquecer o modelo e provavelmente melhorar a qualidade das reco-
mendacoes. No entanto, incorporar essas informagoes teria aumentado significativamente
a complexidade e o tempo de desenvolvimento do sistema, exigindo a implementacao
de filtragem baseada em conteido (FBC) e transformando o modelo em um sistema de
recomendagao hibrido (SRH). Dado o tempo disponivel para a conclusdo deste curso, nao

haveria tempo habil para realizar esse desenvolvimento adicional de forma adequada.

5.3 Trabalhos Futuros

Com base nos aprendizados obtidos durante o desenvolvimento deste trabalho,
destacamos algumas perspectivas de evolucao que podem ser implementadas para aprimorar

o modelo, alinhadas ao objetivo proposto:

« Utilizacao de dados reais: aplicar o modelo a dados reais de comportamento de
consumo de clientes de um banco brasileiro, retreinando o algoritmo e comparando
seu desempenho. Além disso, se possivel, estender o periodo dos dados de treina-
mento para pelo menos trés anos, a fim de identificar e analisar possiveis efeitos de

sazonalidade;

» Clientes pessoa juridica: ampliar a aplicagao do modelo considerando também
empresas que sao clientes de um banco, verificando-se as particularidades dos clientes
e do portfolio de produtos destinado a esse publico, de forma que as recomendacgoes

geradas sejam aderentes as suas jornadas de consumo;

o Desenvolvimento de um sistema de recomendacgao hibrido: evoluir o sistema
de recomendagao para incorporar dados das caracteristicas dos clientes e dos produtos,

adotando uma abordagem hibrida que combine as vantagens da filtragem colaborativa
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(FC) e da filtragem baseada em contetido (FBC). Essa evolugao pode, entre outros
beneficios, ajudar a superar as dificuldades na geracdo de recomendagoes para novos

clientes ou novos produtos introduzidos no portfélio do banco;

Incorporagao da temporalidade na contratacao de produtos: integrar infor-
magoes sobre o momento de contratagao e cancelamento de produtos no treinamento
do modelo, enriquecendo a compreensao do comportamento do cliente e melhorando

a precisao das recomendacoes.
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