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Resumo

GOMES, L. Identificando musicas com potencial de sucesso no género do rap. 2024.
Monografia (Especializacio em Inteligéncia Artificial) — Escola Politécnica da Uni-
versidade de Sdo Paulo. PECE - Programa de Educacéo Continuada em Engenharia.
Universidade de Sdo Paulo, Sdo Paulo, 2024.

O objetivo desta pesquisa foi identificar de maneira consistente canc¢des do género
de rap com potencial comercial, sendo identificadas por “Mais ouvidas” ou “Menos
ouvidas”, a partir de suas transcricoes. Para essa tarefa, foram aplicadas técnicas
de processamento de linguagem natural (PLN) para a limpeza e transformacdes
dos dados, assim como técnicas de vetores de palavras, como TF-IDF e Word2Vec,
para a criacdo de representacdes numéricas das transcricdes das letras das cangdes
capazes de capturar o contexto e importancia de cada termo empregado nas musicas.
Também sao calculadas métricas auxiliares, como indicadores de diversidade lexical,
representatividade de classes gramaticais, uso de girias e xingamentos, analise de
sentimento e de subjetividade, entre outros, complementares as representacdes
de vetores numeéricos de palavras. Por fim, foram criados classificadores binarios
baseados em cinco modelos de aprendizado de maquina com caracteristicas distintas,
e foi realizada uma busca exaustiva pelos melhores hiperparametros de cada modelo
com o objetivo de se obter os melhores resultados. Os resultados identificam o
modelo de Floresta Aleatéria combinado com as representacdes numéricas geradas
pelo método TF-IDF como o mais bem avaliado na tarefa, tendo obtido tanto acuracia
quanto Medida-F de 81,8%. Por outro lado, o modelo de regressdo logistica foi
o mais bem avaliado ao utilizar as métricas auxiliares, tendo obtido acuricia e
Medida-F de 77,5%. As duas técnicas combinadas estabelecem um método consistente
para a identificacdo de musicas com bom potencial comercial. Por contar com um
corpus de apenas 2.000 musicas, a pesquisa se limita a modelos de aprendizado de
maquina menos complexos, sendo possivel aplicar modelos mais complexos (isto é,
de aprendizado profundo) com um corpus maior. Qutra investigacio interessante
para o futuro é o uso de grandes modelos de linguagem pré-treinados e ajustados
para essa tarefa, com vistas a obtencdo de melhores resultados.

Palavras-chave: Processamento De Linguagem Natural. Analise Musical. Rap.
Word2Vec. TF-IDF. Floresta Aleatéria. Regressio Logistica
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Abstract

GOMES, L.Identifying songs with potential for success in the rap genre. 2024. Mono-
grafia (Especializacio em Inteligéncia Artificial) - Escola Politécnica da Universidade
de Sao Paulo. PECE - Programa de Educacdo Continuada em Engenharia. University
of Sdo Paulo, Sao Paulo, Brazil. 2024.

The aim of this research was to consistently identify songs in the rap genre with
commercial potential, identified by “Most listened” or “Least listened” from their
transcriptions. For this task, natural language processing techniques were applied
to clean and transform the data, as well as word embeddings techniques such as
TF-IDF and WordzVec to create numerical representations of the song transcriptions
capable of capturing the context and importance of each term used in the songs.
Auxiliary metrics are also calculated, such as indicators of lexical diversity, rep-
resentativeness of grammatical classes, use of slang and swear words, analysis of
sentiment and subjectivity, among others, complementary to the representations
of numerical vectors. Finally, five models with different characteristics were used,
and an exhaustive search was carried out for the best hyperparameters for each
model in order to obtain the best results. At the end of the research, it was found
that the Random Forest model combined with the numerical representations gener-
ated by the TF-IDF method was the best evaluated in the task, having obtained an
accuracy and F-Measure of 81,8%. On the other hand, the logistic regression model
was the best evaluated when using the auxiliary metrics, obtaining an accuracy and
F-Measure of 77,5%. The two techniques combined establish a consistent method
for identifying songs with commercial potential. As the corpus is only 2000 songs,
the research is limited to less complex models. It is possible to apply more complex
models with a larger corpus or even to use pre-trained models with refinement to
obtain better results.

Keywords: Natural Language Processing. Musical Analysis. Rap. Word2Vec.
TF-IDF. Random Forest. Logistic Regression
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CariTULO

Introducao

A industria musical, sendo o quinto maior segmento do mercado de entretenimento,
faturou cerca de 11.4 bilhdes de ddlares em 2022, refletindo um crescimento aproximado
de 28% em relacdo ao ano anterior. Comparada aos quatro primeiros mercados de en-
tretenimento (Video Games, Televisdo aberta, Smart TV e Cinema), a industria musical
apresenta muito menos barreiras de entrada para artistas independentes e pequenos
produtores, que podem produzir suas musicas com um baixo investimento e divulga-las
em plataformas de streaming e redes sociais de forma gratuita, representando muitas
vezes um sonho de melhor qualidade de vida e independéncia financeira obtida através
da arte para jovens das mais diversas classes sociais.

A cultura hip hop, que teve inicio nos Estados Unidos na década de 1970 em comu-
nidades negras, tem como representante do aspecto musical o género rap, que possui
uma fala ritmica e rimada, e que da voz a jovens da periferia para que possam expressar
suas dificuldades do dia a dia e suas aspiracdes. Através do rap, muitos jovens fizeram
sucesso tanto no aspecto financeiro quanto na tentativa de trazer luz para temas sensiveis
presentes na periferia como violéncia, repressao policial, drogas, miséria e crime, e foram
capazes de melhorar a qualidade de vida em suas comunidades assim como a incentivar
outros jovens a seguirem a mesma trajetoria. Exemplos bem conhecidos sdo Jay-Z, Nas,
Tupac, Eminem e Snoop Dog, entre outros artistas.

Dada a importancia cultural do género rap e o impacto financeiro positivo que pode
trazer tanto para os artistas como para todos os profissionais envolvidos, a proposta desta
pesquisa é de encontrar as caracteristicas mais relevantes na identificacdo de cancdes
de sucesso, ou seja, de grande audiéncia, para possibilitar tanto a identificacdo de novos
artistas promissores como, também, a orientagido quanto as caracteristicas comuns dos
produtos musicais de maior sucesso.

Para a realizacdo desta pesquisa, foram coletadas as transcri¢oes de duas mil cancdes

do género do rap, categorizadas de forma balanceada entre “Mais ouvidas”e “Menos
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ouvidas”, a partir do nimero de reprodu¢des na plataforma Last.fm'. Sobre esses dados
foram aplicadas técnicas de Processamento de Linguagem Natural (PLN) em uma etapa de
pré-processamento, onde tokenizaram-se as transcricdes das cancdes visando eliminar as
stop words, converter palavras com contracdes, padronizar termos com grafias diferentes,
mas significados similares, e extrair lemas.

Apods o pré-processamento, foram aplicadas técnicas de vetorizagdo de palavras
para criar representacdes numeéricas das transcricdes, capazes de extrair contexto e a
importancia dos termos empregados em cada musica.

Também foram calculadas métricas auxiliares, como diversidade lexical, uso de gi-
rias e xingamentos, representatividade por classe gramatical, analise de subjetividade e
sentimento, entre outras, com o objetivo de complementar as representagdes por vetores
numéricos.

Por fim, foram testados diversos modelos probabilisticos de aprendizado de maquina,
com diferentes combinag¢des de conjuntos de dados, e foi empregada a técnica de grid
search, onde se realiza uma busca exaustiva de hiperparametros para os modelos a fim de
se obter melhores resultados calculados a partir de métricas de avaliagio.

O melhor modelo obtido foi o de Floresta Aleatoria, com refinamento de hiperpara-
metros e com dados de entrada gerados pelo método TF-IDF, que conseguiu identificar
entre cang¢des “Mais ouvidas’e “Menos ouvidas”com 81,8% de acurécia e de Medida-F. Por
outro lado, o modelo de regressao logistica foi o melhor na identificacio entre as duas
categorias utilizando as métricas auxiliares, apos um processo de selecdo de variaveis e
refinamento de hiperparametros, obtendo acuracia e Medida-F iguais a 77,5%.

Também foram identificadas quais caracteristicas sdo mais relevantes na identificagao
de cang¢des com potencial comercial, sendo a caracteristica mais importante a utilizagao
de linguagem emocionalmente expressiva e de teor pessoal.

Dessa forma, combinar a analise das representacdes numéricas geradas por técnicas
de vetores de palavras com o uso de métricas auxiliares revela-se um método consistente
para identificar cangdes do género de rap com potencial comercial.

O leitor encontrara no Capitulo 2 a revisdo da literatura, onde sido apresentadas
técnicas de processamento de linguagem natural empregadas em trabalhos de tematica
semelhante, assim como o contexto historico do género do rap. No Capitulo 3, sdo
discutidas detalhadamente as técnicas aplicadas nesta pesquisa, com inicio no processo
de coleta de dados, a limpeza e transformacao dos dados, a criacdo de representacdes
numéricas, calculos de métricas auxiliares e o processo de selecdo de modelos. No
Capitulo 4 sdo apresentados os resultados deste estudo e é feita a comparacao entre

as técnicas praticadas, identificando os principais fatores na distin¢do de can¢des com

'https://www.last.fm/
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potencial comercial. O Capitulo 5 fecha este trabalho com uma breve contextualizagio
dos resultados frente a literatura existente, assim como indica as limita¢des e possiveis

encaminhamentos futuros desta pesquisa.
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Revisao da literatura

Neste capitulo sera apresentada a revisdo bibliografica referente a origem do rap e sua
influéncia cultural, o desenvolvimento da Hit Song Science, o processamento de linguagem
natural aplicada a analise musical, incluindo algoritmos de aprendizado de maquina

utilizados para classificacdo binaria e o uso de redes Transformers nessas tarefas.

2.1 O movimento hip hop e o rap

A cultura hip hop, que teve inicio nos Estados Unidos na década de 1970 (Lourenco 2010),
em comunidades negras, tem o rap como representante do aspecto musical, que possui
uma fala ritmica e rimada e da voz a jovens da periferia, permitindo-lhes expressar suas
dificuldades cotidianas e aspiragdes.

Através do rap, muitos jovens alcangaram sucesso nao s6 financeiro, mas também
na exposicdo de temas sensiveis da periferia, como violéncia, repressao policial, drogas,
miséria e crime, conseguindo melhorar a qualidade de vida em suas comunidades (Miranda
2016) e incentivando outros jovens a seguir o mesmo caminho. Exemplos relevantes

incluem Jay-Z, Nas, Tupac, Eminem, Snoop Dog entre outros.

2.2 Hit Song Science

Hit Song Science é um termo registrado pela Polyphonic HMI, empresa pioneira em
recuperacgio de informag¢des musicais (MIR), que originou um produto homénimo, que
consiste num algoritmo com finalidade de identificar quais musicas possuem maior
potencial de sucesso comercial (Herremans 2019).

O algoritmo ganhou reconhecimento ao identificar musicas com grande potencial,
exemplificado pelo album de 2002 da cantora Norah Jones, “Come Away With Me”, que

vendeu mais de 23 milhdes de copias, desafiando opinides céticas. Outro exemplo notavel
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foi a musica “Hey Ya!” do grupo OutKast, lancada em 2003, que alcangou o topo das
paradas, embora isso tenha requerido também um condicionamento do publico por meio
de acdes de marketing, conforme citado no livro (Duhigg 2012).

O sucesso do algoritmo ndo se limita ao inicio dos anos 2000, como observado pela
revista VICE em (Neal 2015), quando, em 2015, 0 algoritmo previu com mais de 65% de
probabilidade que todas as musicas listadas no Top 10 da Billboard daquele ano seriam
um sucesso. Ainda hoje hé especulacdes que artistas e estidios contratam a Polyphonic

HMI para melhorarem suas musicas.

2.3 Word embeddings

Word embeddings é uma técnica de processamento de linguagem natural na qual pala-
vras ou frases sdo mapeadas em vetores numéricos densos, sendo capazes de capturar
similaridades contextuais e semanticas entre elas. Diferentemente de outros métodos de
codificacdo, que criam representagdes utilizando vetores esparsos com um alto nimero
de dimensodes, word embeddings criam vetores densos com um numero reduzido de di-
mensoes, geralmente variando entre 50 e 768. Este ultimo é o caso do vetor usado pelos
modelos BERT.

Uma das técnicas mais utilizadas de word embeddings é o Word2Vec, criado em 2013
por uma equipe liderada por Tomas Mikolov, no Google (Mikolov et al. 2013). A técnica
era inovadora por utilizar uma rede neural de duas camadas para gerar vetores de palavras
em um espaco de dimensao relativamente baixo, mantendo a riqueza seméantica e sintatica.
Sao utilizados dois modelos principais: o Continuous Bag of Words (CBOW) e o Skip-
Grams, que funcionam de forma complementar, sendo o primeiro capaz de prever uma
palavra dado o contexto das palavras ao redor, enquanto o segundo é capaz de prever o
contexto a partir da palavra, permitindo que se capture diversas relacdes linguisticas.

Outra técnica muito utilizada para representacdo de palavras em vetores numéricos
é o TF-IDF (term frequency - inverse document frequency), uma abordagem estatistica
criada em 1972 por Karen Sparck Jones que calcula a importancia de cada termo para
cada documento em relacido aos demais documentos. O primeiro termo, TF, calcula a
importancia da palavra para o documento em que esta contida, enquanto o segundo
termo, DF, calcula a importancia da palavra entre todos os documentos. Multiplicando
a frequéncia do termo (TF) pela frequéncia inversa do documento (IDF), obtemos a
importancia relativa daquela palavra. Palavras frequentes em muitos documentos terao
sua importancia reduzida, enquanto aquelas frequentes em poucos documentos terdo sua

importancia aumentada, permitindo a extracdo das palavras mais importantes de cada
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documento (Robertson 2004), tornando-se uma ferramenta poderosa na classificagao de

documentos, modelagem de topicos e criacdo de modelos de busca.

TF-IDF(t,d, D) = TF(t,d) x log (‘ Tie l')l? |t - d}|) (2.1)

onde TF(t, d) ¢é afrequéncia do termo t no documento d,
|D| é o nimero total de documentos no corpus D, e

{d €D : t €d}| é o nimero de documentos que contém o termo t.

2.4 Reduciao de dimensionalidade com PCA

PCA (Principal Component Analysis), ou Analise de Componentes Principais, é uma
técnica de aprendizado ndo supervisionado amplamente utilizada para reducgio de di-
mensionalidade, preservando o maximo possivel da variabilidade dos dados. A técnica
envolve a normalizac¢do dos dados, o calculo da matriz de covariancia, dos autovetores e
autovalores, e a partir disso, calculam-se os componentes, que sdo combinacdes linea-
res das variaveis originais, com o objetivo de simplificar dados com muitas dimensdes
(Ma 2014). Neste estudo, a técnica de PCA foi aplicada para reduzir a dimensionalidade
das representagdes vetoriais obtidas pelos algoritmos TF-IDF e Word2Vec baseadas nas

transcricdes de cangdes do género rap.

2.5 Analise textual de cancoes

A anélise textual baseia-se em caracteristicas extraidas das transcri¢cdes das cangoes,
complementando a analise sonora. A partir das transcricdes, é possivel capturar os
topicos abordados, as classes gramaticais mais utilizadas, o teor e a formalidade do
contetdo transmitido e como essas variaveis interagem com a variavel alvo. O estudo de
(Fell e Sporleder 2014) conseguiu identificar as caracteristicas mais relevantes para os
usuarios na diferenciacdo entre as canc¢des consideradas melhores e piores por género
musical, classificadas a partir da avaliacdo de usuarios no site rateyourmusic.com’. Por
exemplo, o uso de girias ¢ mais importante no género rap do que no género pop/rock. Por
outro lado, cancdes do género metal com maior diversidade lexical tendem a ser mais
apreciadas. A analise textual permite modelar as letras das can¢des de forma a atender

cada vez mais aos desejos do publico-alvo.

'https://rateyourmusic.com/
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2.6 Aprendizado de Maquina e classificacao binaria

O Aprendizado de Maquina é o nome dado a um grande conjunto de algoritmos que,
atualmente, sdo os mais usados nos sistemas de Inteligéncia Artificial (IA). Tais algoritmos
permitem as maquinas aprender a partir dos dados. Durante o processo de aprendizado,
as maquinas identificam padrdes e erros, o que permite melhorar seu desempenho na
tomada de decisdes sem a necessidade de intervencdo humana direta.

A classificacdo binaria é uma técnica usada para categorizar dados em duas classes
distintas. Alguns exemplos comuns sdo a identificacdo de spams, fraudes em transacgoes
bancarias, diagnosticos de doencas, entre outros. Neste estudo, a classificacao binaria
sera utilizada para prever se uma musica pertence a categoria “Mais ouvidas”ou “Menos
ouvidas”.

Para avaliar os modelos de classificacdo binaria, podemos utilizar a acuracia (pro-
porcdo de previsdes corretas, tanto positivas quanto negativas, em relacdo ao total de
previsdes), precisdo (proporg¢ao de previsdes corretas de uma classe positiva em relacédo
ao total de previsdes positivas), cobertura (propor¢ao de previsdes corretas de uma classe
positiva em relacdo a todos os exemplos relevantes dessa classe), Medida-F (ou F}) (média
harmonica entre precisao e cobertura, equilibrando ambas as métricas), entre outras
métricas.

Para o céalculo das métricas mencionadas, podemos utilizar a matriz de confusao

apresentada na imagem

Valor Predito

Mais ouvidas Menos ouvidas
- . . Verdadeiro Positivo Falso Negativo
= | Mais ouvidas
e (TF) (FN)
T?: . Falso Positivo Verdadeiro Negativo
= |Menos ouvidas
(FP) (FN)

Figura 2.1: Matriz de confusdo utilizada para calcular as métricas de avaliacdo descritas, como
acuracia, precisdo, cobertura e medida-f.

JU— TP+ TN (o)
curac1a—TP+TN+FP+FN 2.2
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onde TP sdo verdadeiros positivos, TN sdo verdadeiros negativos,

FP sao falsos positivos e FN sdo falsos negativos.

_— TP (2.3)
Precisio = ———— 2.
ecisao PP 3

onde TP sdo verdadeiros positivos e FP sdo falsos positivos.

Cbrtr—L (2.4)
Ot = b T EN 4

onde TP sdo verdadeiros positivos e FN sdo falsos negativos.
Precisdo x Cobertura

I =2x '
! Precisdo + Cobertura (2.5)

onde F) é a média harmonica de Precisdo e Cobertura.

2.7 Transformers

A arquitetura de redes neurais conhecida como Transformers, amplamente utilizada no
campo do processamento de linguagem natural e introduzida pelo artigo (Vaswani et al.
2017), representa o estado da arte na criacdo de representagdes de palavras e frases em
vetores numéricos, destacando-se pelo uso de mecanismos de atencdo. Os mecanismos de
atencdo tém o papel de identificar de forma dinadmica as partes relevantes de uma entrada,
adaptando-se ao contexto a medida que ele muda, diferentemente de técnicas como o
Word2Vec, que cria uma representacédo estatica das palavras. Assim, os Transformers
geram varias representagdes para a mesma palavra em diferentes contextos, enquanto

técnicas mais simples criam uma unica representagio por palavra.
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Metodologia

Este capitulo tem como objetivo apresentar a metodologia aplicada nesta pesquisa. Inicial-
mente, é descrito o método utilizado para a coleta de dados e a definicdo da variavel-alvo.
Em seguida, detalhamos o processo de transformacdo dos dados, que inclui desde o
processo de tokenizacdo, remocéo de stop words, transformacao de contracdes, calculos de
representacOes de palavras através de vetores numeéricos, até o calculo de métricas auxili-
ares que serdo complementares as transcrigdes das cancdes. A seguinte secao aborda os
conjuntos de dados resultantes das etapas anteriores, e por fim, é apresentado o processo

de selecdo de modelos a partir de um processo de busca exaustiva.

’ N,
/ Ay

e e Selecdo de Tratamento de . -
9y Métricas Auxiliares
l 4 ' Variavel Alvo Dados
. ~ -Comparacao entre *Tokenizacao «Diversidade lexical
H Lista de Transcricdes variaveis *Word Embeddings +Uso de xingamentos e gitias
k] Masicas de Masicas *PCA +Anélise de sentimento
o *Representatividade por POS
]
-
©
L Selego d Conjuntos d
- elecao de . onjuntos de
S : Grid Search
v Last.fm Genius.com Modelos Dados
«Selecao de *Refinamento de *Word2Vec
s AN A\ Variaveis Hiperparametros *TF-IDF
— — +Avaliaggo de *Métricas Auxiliares
N4 X2/ Modeés

Figura 3.1: Diagrama dos processos descritos na metodologia.

3.1 Coleta de Dados

Para realizacdo deste estudo, foi necessario obter um conjunto de dados previamente
rotulados para a identificagao de fatores relevantes na identificacdo de canc¢des do género

rap com potencial de sucesso comercial. Para isso, foi desenvolvida uma ferramenta de
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raspagem de dados que fez a coleta de cangdes populares dentro do género. Os dados
raspados tém origem em dois portais de internet chamados Last.fm’' e Genius.com”.

Primeiro foi utilizado o portal Last.fm, criado em 2002 como uma radio web comuni-
taria com o propdsito de reproduzir musicas enquanto o usuario visualiza sua transcri¢do
e interage com outros usuarios, para identificar as canc¢des mais populares dentro de um
género especifico.

Apds aplicar o filtro ao género musical rap, foram coletadas “nome”, “artista”, “link
para a transcrigdo da canc¢do”, “numero de reproducdes’e “ntimero de ouvintes Unicos’para
as 10.000 cangdes mais populares dentro do género do rap e ordenadas por numero de
reproducdes e ouvintes Unicos.

Ap6s o processo de raspagem, foram selecionadas as 1.000 primeiras cangdes mais
ouvidas e categorizadas como tal, assim como foram selecionadas as 1.000 cangdes menos
ouvidas, que foram categorizadas da mesma maneira, formando a lista de cang¢des contidas
no conjunto de dados analisado.

Para a segunda etapa de coleta de dados, foi utilizada a API do portal de internet
Genius.com, criado em 2009 como um portal focado em cancdes do género rap, e que
hoje é considerado o maior portal de musica do mundo, para coletar as transcri¢des das
2.000 cancdes selecionadas na etapa anterior.

Além disso, 26 can¢des nao foram encontradas através da API e foram desconsideradas.

Foi utilizado um modelo de linguagem pré-treinado da biblioteca spaCy’ para identi-
ficar qual o idioma da musica. Como a grande maioria das can¢des analisadas esta no
idioma inglés (Inglés: 1944, Alemao: 7, Espanhol: 5, Outros: 18), as can¢des nos demais
idiomas foram desconsideradas para melhorar a precisdo das analises. Por fim, foram
removidas as canc¢des duplicadas (por motivos de participacido especial de outros artistas,
remix ou redundéncia na plataforma) restando 1.915 transcri¢des. Dessas, 968 (50,5%)

foram categorizadas como “Mais Ouvidas’e 947 (49,5%) como “Menos Ouvidas”.

3.2 Selecao da variavel-alvo

Nossa variavel-alvo é calculada a partir da posicdo relativa da musica em nossa lista
ordenada de cangdes. Como mencionado na secdo anterior, duas variaveis podem ser
usadas para ordenar a lista de cancdes e assim definir sua classificagdo: o nimero de
reproducdes e nimero de ouvintes Unicos. Ambas as variaveis foram testadas em todo o
processo descrito na metodologia, e a variavel que se revelou mais eficaz foi a de nimero

de reprodugdes. As razdes da escolha sdo as que seguem.

'https://www.last.fm/
*https://genius.com/
Shttps://spacy.io/universe/project/spacy_cld
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A analise indica que algumas can¢des podem gerar interesse do publico por motivos de
marketing, polémicas, participacdo em filmes e seriados, ou outros assuntos envolvendo
o artista. Entretanto, esse interesse ndo se mantém, pois a musica nao possui a qualidade
necessaria para manter os ouvintes engajados, e, com isso, ela possui um alto nimero de
ouvintes, mas um baixo nimero de reprodugdes. Por outro lado, ao utilizarmos o numero
de reproducdes podemos diferenciar quais cangdes engajam mais o publico de forma
continua, sendo o objetivo dessa pesquisa.

Os modelos que fizeram uso da variavel-alvo calculada a partir da lista de cangoes
ordenadas pelo niimero de reproducdes tiveram uma melhora significativa em relacao
aos modelos que fizeram uso da variavel-alvo calculada a partir do nimero de ouvintes

unicos, tendo uma diferenca de até 11 pontos percentuais em suas métricas de avaliaco.

3.3 Tratamento de Dados

Abaixo temos o processo aplicado para a transformacao das transcri¢des das letras das
cancdes em listas de tokens e de representacdes por vetores numéricos, assim como o

detalhamento das métricas auxiliares.

3.3.1 Tokenizacdo

Para realizar a tokenizagdo das transcricdes, foi criada uma fungao que executa as seguintes

etapas:

« Para cada transcricao, é criado um objeto da biblioteca Spacy onde é possivel
extrair o token, o lema, o tipo da palavra, sua classe gramatical assim como outras

caracteristicas.

« Foram removidas as palavras identificas pelas classes gramaticais PUNCT (pontua-
¢oes), SPACE (espagamento), SYM (simbolos), NUM (ntimeros) e X (outros).

« Também foram removidas as palavras contidas na lista padrao de stop words da
biblioteca Spacy. Foram adicionadas as palavras “feat”, “ft” e “embed” por serem

residuos do processo de raspagem dos dados.

« Foram removidas palavras com apenas um caractere, a fim de reduzir erros de

transcricao.
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- E utilizada a biblioteca contractions* para converter as contracdes da lingua inglesa,
que normalmente ocorrem ao se combinar um verbo com sua negacéo. (ex.: have
not = haven’t, did not = didn’t)

« Para palavras que foram abreviadas ou escritas de uma forma diferente, seja por
erros na transcri¢do ou por conta de uma linguagem mais informal, foram aplicadas
corregdes para facilitar o entendimento e agrupamento das mesmas. Foi criado
um dicionario com 1.146 palavras distintas para aplicar as corre¢des de forma

consistente (ex.: runnin = running, eatin = eating).

Por fim, sdo extraidos os lemas das palavras, isto é, sua base ou forma candnica, a fim
de melhorar o agrupamento das palavras e facilitar o entendimento do contexto de cada
musica.

A fim de ilustrar o resultado do pré-processamento, segue um trecho da musica Empire

State of Mind do rapper JAYZ antes e depois das transformacdes.
Antes: Welcome to the meltin’ pot, corners where we sellin’ rock

Depois: welcome melting pot corner sell rock

3.3.2 Representaciao por vetores numeéricos

Foram utilizadas duas técnicas de vetores de palavras para representar as transcri¢cdes

das cangdes para os nossos modelos. Sao elas:

« Word2Vec: O algoritmo escolhido foi o CBOW, que possui uma janela pela qual se
tenta prever a palavra atual a partir das palavras ao redor, tendo como diferencial

a captura do contexto. A seguir temos os parametros utilizados:

— Tamanho do vetor (vector_size) = 300
- Janela de contexto (window) = 3

— Contagem minima de ocorréncias (min_count) = 5
« TF-IDF:

— Contagem minima de ocorréncia (min_df) = 5

— Combinagdes de ngramas (ngram_range) = (1, 2)

‘https://github.com/kootenpv/contractions
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3.3.3 Reduciao de Dimensionalidade

Foi utilizado PCA como técnica de reducdo de dimensionalidade, aplicado aos dados do
TF-IDF, a fim de reduzir a complexidade dos modelos e ruidos, mantendo as caracteristicas
mais significativas.

A transformacio dos dados através do PCA comeca pela normalizacdo dos dados
para que tenham média zero e desvio-padrao 1. Em seguida, calcula-se a matriz de
covaridncia, e a partir dela, os autovetores e autovalores, que representam as direcdes de
maior variacdo nos dados e a magnitude dessas variacdes respectivamente. Por fim, os
dados sdo projetados nessas novas direcdes, o que permite reduzir a dimensionalidade
enquanto se preserva a maior parte da variancia original dos dados.

Foram testados dois conjuntos de dados, sendo o primeiro composto pelos primeiros
1.010 componentes, representando 80% da variancia explicada dos dados, enquanto o

segundo inclui apenas os primeiros 100 componentes.

3.3.4 Meétricas Auxiliares

Além das transcrigdes, calcularam-se métricas auxiliares para testar formas alternativas

de identificar as caracteristicas que mais atraem ouvintes.

Uso de Xingamentos e Girias

Para identificar se o uso de xingamentos ou girias influencia no interesse do publico,

foram criados trés dicionarios distintos.

« Um dicionario estatico contendo os xingamentos mais comuns da lingua inglesa.

« Um dicionario construido a partir do portal de internet Wiktionary’, onde é possivel

coletar o significado, classe gramatical e demais caracteristicas para cada palavra.

« Um dicionario construido a partir do portal de internet Urbandict®, especializado

em girias urbanas.

Para identificar se uma palavra é um xingamento, verifica-se se ela esta contida no
dicionario de xingamentos. Para identificar se uma palavra é uma giria, verifica-se se
ela esta contida no dicionario de palavras extraidas do Urbandict e ndo no dicionario
de palavras comuns. Nao podemos simplesmente considerar as palavras contidas no

Urbandict como sendo girias, pois os usuarios utilizam a plataforma de forma irregular e

Shttps://wuw.wiktionary.org/
Shttps://www.urbandictionary.com/


https://www.wiktionary.org/
https://www.urbandictionary.com/

3.3. Tratamento de Dados 14

atribuem significados com teor humoristico a palavras comuns, restringindo a identifica-
cdo de girias somente para palavras especificas e que ndo estejam contidas em dicionarios
comuns. Essa abordagem foi sugerida pelo artigo (Fell e Sporleder 2014), entretanto, ndo
leva em consideracdo o contexto das palavras, sendo uma limitacdo da técnica. As demais

palavras sdo consideradas como palavras comuns.

Diversidade Lexical

Foi calculado o nimero de lemas (tokens) e frases contidas em cada musica (sentences),
assim como a contagem de lemas Unicos (types). A partir do numero de lemas tinicos
na musica e do numero total de lemas, é possivel calcular o TTR (type-token ratio), que
representa a diversidade lexical. Também foi calculado o nimero médio de lemas por

frase (lemmas_per_sentence).

Analise de Sentimento

Através da biblioteca SpacyTextBlob’, foram calculadas a polaridade, representando a
orientacdo emocional de um texto, que varia de -1 (negativo) a 1 (positivo), e a subjetividade,
referindo-se ao grau em que um texto contém opinides, emogdes ou julgamentos pessoais,
variando de o (pouca subjetividade) a 1 (muita subjetividade). Para ambas as variaveis,

sdo utilizados modelos pré-treinados.

Representatividade por Classe Gramatical

Também foi calculada a representatividade de cada parte da oracdo (em inglés, part of
speech (POS)) em cada musica, a fim de identificar se a maior utiliza¢do de alguma classe
tem impacto na escolha da musica pelos ouvintes.

Padronizacao

Para padronizagao, foi utilizada a normalizagao pelo teste-z (escore padronizado), ou seja,
a transformacdo dos dados para média o e desvio padréo 1, com o objetivo de padronizar
escalas distintas e facilitar a comparacio entre as canc¢des. As variaveis transformadas

foram:

« Numero de lemas
« Numero de lemas Unicos

« Numero de frases

"https://spacy.io/universe/project/spacy-textblob


https://spacy.io/universe/project/spacy-textblob

3.4. Conjuntos de Dados 15

« Namero de lemas por frase

« Numero de xingamentos

« Numero de girias

O calculo matematico utilizado para a transformagio pode ser observado abaixo.

(z —p)

Zz =

onde:

z : Valor padronizado resultante ap6s a normalizacéo.
x : Valor original da variavel antes da normalizacéo.
1 : Média dos valores originais da variavel.

o : Desvio padrao dos valores originais da variavel.

3.4 Conjuntos de Dados
Para os experimentos, foram utilizados os seguintes conjuntos de dados:

« Word2Vec: Representacgdes vetoriais das transcrigdes das cancdes se utilizando do
algoritmo CBOW. Como cada palavra possui um vetor proprio, calculou-se um

vetor médio para representar cada musica.

« TF-IDF: Representacdes vetoriais das transcri¢des das cangdes se utilizando do
algoritmo TF-IDF.

« PCA(TF-IDF)(80opct): Técnica de reducio de dimensionalidade PCA aplicada ao
conjunto de dados TF-IDF. Foram selecionados os N primeiros componentes que

explicam 80% da variancia dos dados.
« Métricas auxiliares: Caracteristicas mencionadas na subsecio “Métricas Auxiliares”.

« Métricas auxiliares (FS): Caracteristicas mencionadas na subse¢io “Métricas Auxili-
ares”, ap6s um processo iterativo de selegao de variaveis, utilizando-se do algoritmo
de regressdo logistica. Para cada iteracdo, remove-se a variavel com o p-valor maior
que 0,05. O processo termina quando todas as variaveis restantes possuem p-valor

menor ou igual a 0,05.
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« Métricas auxiliares + PCA(TF-IDF)(n=100): Combinacio das caracteristicas menci-
onadas na subse¢do “Métricas Auxiliares”com os 100 primeiros componentes do
PCA aplicado ao objeto TF-IDF.

3.5 Selecao de Modelos

A pesquisa foi realizada para 5 diferentes tipos de modelos, que sdo: kvizinhos mais
préximos (KNN), Regressdo logistica, Maquina de vetores de suporte (SVM), Arvore de
decisao e Floresta Aleatoria.

Em todos os experimentos, os dados foram divididos em 75% para treinamento e 25%
para teste.

Também foi utilizada uma técnica de GridSearch para encontrar os melhores hiperpa-

rametros para cada modelo, sendo o universo testado representado a seguir:
+ k-vizinhos mais préoximos (KNN)
— Numero de vizinhos (n_neighbors): 3, 5,7, 9

« Regressao logistica

Penalidade (penalty): 11, 12

Inverso da forca da regularizacdo (C): 0.01, 0.1, 1, 10, 100

Intercepto (fit_intercept): True, False

Pesos das classes (class_weight): None, balanced

« Maquina de vetores de suporte

Inverso da forca da regularizacdo (C): 0.1, 1, 10

Kernel (kernel): linear, rbf, poly, sigmoid

Coeficiente do Kernel (gamma): scale, auto

Grau (degree): 2, 3, 4
« Arvore de decisio

— Profundidade maxima (max_depth): 3, 5, 10, 20, 30
— Minimo de amostras para divisao (min_samples_split): 2, 5, 10

- minimo de amostras por folha (min_samples_leaf): 1, 2, 4

« Floresta Aleatoria
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Numero de estimadores (n_estimators): 100, 200, 300

Profundidade maxima (max_depth): 5, 8, 10

Minimo de amostras para divisdo (min_samples_split): 2, 5, 10

minimo de amostras por folha (min_samples_leaf): 1, 2, 4

Utilizacdo de bootstrap (bootstrap): True, False
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Resultados e Discussao

Neste capitulo sao abordados os resultados obtidos por combinag¢des de modelos, técnicas
e conjuntos de dados mencionados anteriormente. Os resultados sdo explorados com o
objetivo de encontrarmos formas consistentes de identificar can¢des do género rap com

potencial comercial.

4.1 Analise por representacdes vetoriais

As duas técnicas de representagdes vetoriais empregadas, apesar de distintas, tém como o
mesmo objetivo capturar o significado e importancia dos termos contidos nas transcricoes
das cancdes. Nesta secdo sao apresentados os resultados obtidos para cada conjunto de

dados, bem como se discute qual técnica é mais adequada para esta pesquisa.

4.1.1 Visualizacio dos dados

Apbs o processo de limpeza e pré-processamento dos dados, identificou-se a distribuicao
de frequéncia de palavras, conforme ilustrado na Figura

Cerca de 47,9% das palavras ocorrem somente uma vez, fenémeno também conhecido
como Hapax Legomena. Apds uma analise exaustiva, identificou-se que, ao limitar o
conjunto de dados a palavras com frequéncia maior ou igual a 5, obtém-se melhores
resultados na identificacdo das cang¢des com maior potencial de sucesso. O provavel
motivo é que essa abordagem remove as palavras mais comuns e realga as diferencas
entre as cangdes, diminuindo o ruido e reduzindo a complexidade dos modelos. Por esse
motivo, ambas as técnicas de representacdo por vetores numéricos (Word2Vec e TF-IDF)

consideram apenas termos com frequéncia maior ou igual a 5.

18
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Figura 4.1: Distribuicdo de frequéncia de palavras apds a etapa de limpeza e pré-processamento dos

dados.
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Figura 4.2: Representacio 2D dos componentes extraidos a partir da representacio vetorial gerada

pelo algoritimo Wordz2Vec.

Ao aplicar PCA as representacdes vetoriais, é possivel ter uma ideia de como os dados

estdo distribuidos entre as duas categorias (Mais Ouvidas e Menos Ouvidas), observando

a distribuicdo dos dados em 2 e 3 componentes.

Nas Figuras 4.2 e 4.3, observam-se as representagdes 2D e 3D dos componentes

extraidos a partir da representacdo vetorial gerada pelo algoritmo Word2Vec. Se as

representacdes apresentassem muita sobreposi¢do entre as duas categorias analisadas

ou um padrao muito complexo, isso indicaria a necessidade de utilizar algoritmos mais

complexos para diferenciar as duas classes.

Em seguida, nas figuras 4.4 e 4.5 observam-se as representagdes 2D e 3D dos com-

ponentes extraidos a partir da representacao vetorial gerada pelo algoritmo TF-IDF.

Novamente, nota-se uma boa separacdo entre as duas categorias analisadas.
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Figura 4.3: Representacio 3D dos componentes extraidos a partir da representacdo vetorial gerada
pelo algoritimo Wordz2Vec.
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Figura 4.4: Representagio 2D dos componentes extraidos a partir da representacdo vetorial gerada
pelo algoritimo TF-IDF.
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Figura 4.5: Representacdo 3D dos componentes extraidos a partir da representacdo vetorial gerada
pelo algoritimo TF-IDF.
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As imagens demonstram que é possivel realizar uma boa separacdo entre as duas
categorias usando apenas duas ou trés dimensdes, sugerindo que, com o uso de mais

dimensdes, os modelos poderdo separar as categorias ainda mais facilmente.

4.1.2 Categorizacao
Word2Vec

Na tabela 4.1 os modelos sdo apresentados em ordem de acuracia, apoés um processo

iterativo de grid search para encontrar os melhores parametros de cada um.

Modelo Acuricia Medida-F Cobertura Precisido
Floresta Aleatéria 72,44 72,27 72,44 72.47
KNN 70.35 70.19 70.35 70.33
SVM 70.35 68.32 70.35 74,26
Regressao Logistica ~ 59.08 50.86 59.08 66.88
Arvore de Decisio 56.79 56.31 56.79 56.45

Tabela 4.1: Métricas de Desempenho dos modelos utilizando Word2Vec.

Observa-se que o melhor modelo foi o Floresta Aleatoria, enquanto o de Regressao
Logistica ficou em segundo pior, sugerindo que os dados sdo mais complexos e nao
lineares. A Floresta Aleatéria tem vantagem sobre as Arvores de Decisdo justamente por
lidar melhor com o sobreajuste, ja que cria varias arvores com diferentes parametros e

conjuntos de dados, sendo um método de ensemble (combinagio de varios modelos).

TF-IDF

Na tabela 4.2 os modelos sdo apresentados em ordem de acurécia, apés um processo

iterativo de grid search para encontrar os melhores parametros de cada um.

Modelo Acuricia Medida-F Cobertura Precisido
Floresta Aleatoéria 81,84 81,84 81,84 81,86
Regressao Logistica ~ 81.42 81.44 81.42 81.49
SVM 80.58 80.60 80.58 80.68
KNN 76.41 76.44 76.41 76.62
Arvore de Decisio 70.56 70.41 70.56 70.53

Tabela 4.2: Métricas de Desempenho dos modelos utilizando TF-IDF.

Novamente, observa-se que o modelo de Floresta Aleatoria alcan¢ou a maior acuracia,
enquanto o segundo melhor, a Regressio Logistica, apresentou uma diferenca inferior

a 1 ponto percentual em relagdo ao primeiro, contrastando com o experimento anterior.
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Observa-se, também, que a diferenca entre todos os modelos diminuiu consideravelmente,
e o primeiro colocado obteve uma acuracia aproximadamente 9 pontos percentuais maior
em comparacgio ao melhor modelo treinado com a representacio gerada pelo Word2Vec.
Os dados sugerem que o TF-IDF conseguiu gerar uma representacdo vetorial superior a
do Wordz2Vec, além de possibilitar uma representagao mais linear, o que é evidenciado
pela melhora significativa no modelo de Regressdo Logistica. O principal motivo para
a representacdo gerada pelo Word2Vec néao ter sido tdo eficiente pode ser atribuido ao
tamanho do corpus utilizado. Para lidar com essa limitagéo, é valida a experimentacao
com um modelo pré-treinado em um corpus maior, a fim de testar se havera aumento
relevante na acuracia dos modelos.

A tabela 4.3 nos mostra que, ao reduzir a dimensionalidade de nossos dados, é possivel
alcancar resultados bastante semelhantes aos obtidos com o conjunto de dados completo
para alguns modelos. Isso é feito em troca de uma menor complexidade do modelo e de
custos computacionais reduzidos. Para esse experimento foram utilizados os primeiros
n componentes gerados a partir do TF-IDF, que explicam 80% da variancia dos dados,

resultando em uma reducéo inferior a um ponto percentual para o modelo de Regressao

Logistica.
Modelo Acuricia Medida-F Cobertura Precisao
Regressao Logistica 80,58 80,57 80,58 80,57
SVM 80.17 80.17 80.17 80.17
KNN 78.50 78.52 78.50 78.85
Floresta Aleatoria 74.74 74.73 74.74 74.72
Arvore de Decisdo 72.23 72.25 72.23 72.26

Tabela 4.3: Métricas de Desempenho dos modelos utilizando os N primeiros componentes gerados a
partir do TF-IDF que explicam 80% da variancia dos dados).

Métricas Auxiliares

O objetivo de utilizar as variaveis descritas na subse¢do “Métricas Auxiliares”foi nio
depender exclusivamente do conteddo das transcri¢cdes das cangdes, mas também iden-
tificar outras caracteristicas com capacidade preditiva na identificacdo de cancdes com
potencial de sucesso no género rap. Na tabela 4.4 verifica-se que as métricas auxiliares
possuem, de fato, capacidade preditiva.

O modelo Floresta Aleatéria novamente apresentou a melhor performance. No
entanto, devido a pequena diferenca em relagao ao segundo colocado e a fim de melhorar a
interpretabilidade das variaveis utilizadas, optou-se por selecionar o modelo de Regressao

Logistica como o principal.
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Modelo Acuracia Medida-F Cobertura Precisido
Floresta Aleatéria 76,20 76,21 76,20 76,24
Regressao Logistica ~ 75.37 75.40 75.37 75.74
SVM 75.37 75.38 75.37 75.99
Arvore de Decisio 68.06 68.07 68.06 68.73
KNN 63.47 63.49 63.47 63.53

Tabela 4.4: Métricas de Desempenho dos modelos utilizando as métricas auxiliares.

Apods um processo iterativo de selecido de variaveis, em que, a cada iteracgio, foi

removida uma variavel com p-valor maior que 0,05, até que todas as variaveis restantes

tivessem p-valor menor ou igual a 0,05.

Modelo Acuracia Medida-F Cobertura Precisdo
Regressao Logistica (FS) 77,45 77,48 77,45 77,57
Floresta Aleatoria 76.20 76.21 76.20 76.24
Regressdo Logistica 75.37 75.40 75.37 75.74

Tabela 4.5: Comparativo do modelo de Regressdo Logistica antes e apds o processo de selecdo de

variaveis.

Observa-se na tabela 4.5 que o processo de selecdo de variaveis foi benéfico, melho-

rando a acuracia do modelo em aproximadamente 2 pontos percentuais, superando assim

o modelo de Floresta Aleatdria, que anteriormente ocupava a primeira posicao.

Ao todo, obtivemos dez variaveis resultantes do processo iterativo de sele¢do, como

observado na tabela 4.6.

Variavel Coeficiente DP z p> |27

INT]J 15.7638 3.4775 4.5331  >0.0001
ADV 6.6539 3.1111 2.1388 0.0325
PRON 4.7202 1.3827 3.4138 0.0006
Subjectivity 1.6984 0.6277 2.7059 0.0068
Slang 0.2302 0.0924 2.4920 0.0127
Types —0.4079 0.1305  —3.1257 0.0018
Words per Sentence —0.7872 0.1927  —4.0841 >0.0001
PROPN —3.1665 1.4990 —2.1123 0.0347
NOUN —6.6993 1.1392  —5.8809  >0.0001
CCON] —38.5557 5.1183  —7.5329  >0.0001

Tabela 4.6: Lista de variaveis restantes apds o processo de selecdo de variaveis e seus coeficientes.

As trés variaveis com os maiores coeficientes positivos, ou seja, aquelas cujos valores

mais elevados aumentam a probabilidade de uma musica ser classificada como “Mais

ouvidas”, foram:
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1. Interjeicdes (INTJ), palavras ou expressdes que expressam emogao ou exclamacao.
ie. “Wow!”, “Ouch!”, “Hey!”

2. Advérbios (ADV), modifica verbos, adjetivos ou outros advérbios, geralmente
indicando maneira, tempo, lugar, frequéncia ou grau.

i.e. “quickly’, “yesterday”, “very”

3. Pronome (PRON), substitui substantivos ou outras palavras nominais para evitar
repetigdes, produzir generalizacdes ou manter anonimato.

ie. “he” “it” “who”

Por outro lado, as variaveis que apresentam um efeito inversamente proporcional,
isto é, aquelas cujos valores mais elevados diminuem a probabilidade de uma musica ser

classificada como “Mais ouvidas”, foram:

1. Conjuncdes coordenativas (CCONY]J), liga palavras, frases ou clausulas de igual
importancia gramatical na frase.

» 2»

ie. “and” “but” “or

2. Substantivos (NOUN), nomeia pessoas, lugares, coisas, ideias ou conceitos. Podem
atuar como sujeito ou objeto em uma frase.

i.e. “dog” “city”, “happiness”

3. Substantivo Proprio (PROPN), nomes especificos de pessoas, lugares e organizagoes.

ie. “Brazil”, “New York”, “Amazon”

cangdes que incorporam interjeicdes, advérbios e pronomes tendem a ser mais popu-
lares, sugerindo uma preferéncia do publico por can¢des emocionalmente expressivas
e pessoais. Por outro lado, o uso frequente de conjuncdes coordenativas, substantivos
comuns e proprios tem um efeito contrario, indicando que can¢des com ora¢des mais
longas, caracterizadas pelo uso de conjungdes coordenativas, atraem menos o publico.
Essa tendéncia sugere que a simplicidade e a expressao direta de emogdes sao as melhores

formas de engajar um publico amplo.

Combinacdes desconsideradas

Os modelos que combinavam métricas auxiliares com representacdes vetoriais, tanto
completas quanto parciais, foram desconsiderados devido a performance similar aquela
dos modelos treinados apenas com representacdes vetoriais, nao justificando, assim, um

aumento em sua complexidade.
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Ensemble

O ultimo experimento combina os trés melhores modelos em suas respectivas categorias

de conjunto de dados, sendo eles:

« Word2Vec — Floresta Aleatodria
« TF-IDF — Floresta Aleatéria

« Meétricas Auxiliares (FS) — Regressao Logistica

A tabela 4.7 ilustra as métricas de desempenho obtidas pelo modelo combinado.

Modelo Acuricia Medida-F Cobertura Precisido

Ensemble  79.54 79.53 79.54 79.52

Tabela 4.7: Métricas de Desempenho do Modelo Ensemble utilizando caracteristicas combinadas de
TF-IDF, Word2Vec e Métricas Auxiliares.

Contrariamente as expectativas, os modelos apresentaram desempenho inferior
quando combinados, sugerindo que as representacdes numéricas geradas pelo TF-IDF
conseguem capturar as particularidades das cangdes de forma mais consistente quando
utilizadas sozinhas, enquanto a utilizacdo das métricas auxiliares é eficaz na identificacio
de caracteristicas linguisticas relevantes para distinguir can¢des populares, orientando

artistas ou produtores sobre quais dire¢des tomar.
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Conclusao

Esta pesquisa gerou modelos capazes de identificar can¢des do género rap com potencial
comercial alcancando uma acuracia superior a 81%, usando como dados a representagio
numérica de suas transcricdes combinadas com certas variaveis também associadas ao
conteudo linguistico, como o uso de classes gramaticais, xingamentos e girias, diversidade
lexical e analise de sentimento.

Identificou-se que cang¢des mais simples e que empregam emocio direta e teor pessoal,
isto é, incorporam interjeicdes, advérbios e pronomes, sdo mais eficazes em engajar o
publico.

Com um corpus de apenas 2.000 cancdes, foi possivel identificar can¢des com po-
tencial comercial com uma acuracia superior a 80%. Em comparacdo, uma pesquisa
anterior realizada por (Fell e Sporleder 2014) utilizada como referéncia, empregou um
corpus de aproximadamente 400 mil cangdes e alcancou cerca de 86% de acuracia na
identificacio de cancdes “boas’ou “ruins”com base na avaliacio da audiéncia. Assim, com
um corpus representando 0,5% dos dados empregados pela pesquisa de (Fell e Sporleder
2014), tivemos uma redugio de apenas 6 pontos percentuais em acuracia. E importante
destacar, entretanto, que as duas pesquisas, apesar de similares, tém objetivos distin-
tos: a primeira foca no potencial comercial, medido pelo nimero de reprodugdes nas

plataformas, enquanto a segunda leva em consideracao a avaliacdo do publico.

5.1 Limitacoes e Trabalhos Futuros

As principais limitacoes deste trabalho estao relacionadas a variaveis ndo capturadas,
como ag¢des de marketing e publicidade realizadas pelas produtoras, participacdo de
musicas e artistas em séries, filmes e televisdo, engajamento nas redes sociais e polémicas

associadas as musicas, entre outros fatores.

26
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Uma possivel melhoria seria trazida pela coleta de dados de redes sociais e plataformas
de streaming para enriquecer a base de dados.

Outra limitacdo esta associada ao pequeno tamanho do corpus utilizado, o que restrin-
giu as analises ao uso de modelos de aprendizado de maquina menos complexos. Com
um corpus maior, seria possivel treinar modelos mais complexos ou realizar fine tuning

em um modelo pré-treinado como os transformers, que representam o estado da arte no

processamento de linguagem natural.
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