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RESUMO

CAVATONI, André Classificacao de decisoes judiciais usando modelos de
linguagem. 2024. 39p. Monografia (MBA em Inteligéncia Artificial e Big

Data) - Instituto de Ciéncias Matematicas e de Computagao, Universidade de Sao Paulo,
Sao Carlos, 2024.

No Brasil, em 2023, tivemos 84.868.444 processos em andamento, sendo 37.046.875 novos
processos, o que resulta em 106 novos processos por minuto. Tais demandas levam a
necessidade de automatizar tarefas repetitivas e organizar as informagoes com o intuito
de gerar insights para a sociedade. Nesse contexto, este trabalho se propoe a avaliar
técnicas de mineracgao de texto, mais precisamente o refinamento de modelos de linguagem
pré-treinados, para a classificagdo de decisoes judiciais brasileiras. O conjunto de dados
é composto por movimentagoes processuais do tipo decisao, classificadas manualmente
como: Sentenga, Acordao e Embargo. Cada uma dessas decisdes também foi classificada
como Procedente, Improcedente ou Extinta. Os modelos foram treinados em duas tarefas:
classificacao multi-rétulo e classificagao multi-classe. Foram avaliados diferentes modelos,
dentre eles o0 modelo BERTimbau. O modelo BERTimbau obteve a melhor performance,
tanto na tarefa de classificacao multi-classe quanto na tarefa de classificagao multi-rétulo,

que se mostrou a melhor abordagem para esse problema de classificagao.

Palavras-chave: Modelos de Linguagem Pré-treinados. Classificagio Multi-rotulo. Classi-
ficagdo Multi-classe. Processamento de Linguagem Natural (PLN). Andlise de Sentengas.

Inteligéncia Artificial no Direito.






ABSTRACT

CAVATONI, André Classification of judicial decisions using language models.
2024. 39p. Monograph (MBA in Artificial Intelligence and Big Data) - Instituto de
Ciéncias Matematicas e de Computacao, Universidade de Sdo Paulo, Sao Carlos, 2024.

In Brazil, in 2023, there were 84,868,444 ongoing cases, with 37,046,875 new cases, resulting
in 106 new cases per minute. These demands highlight the need to automate repetitive tasks
and organize information to generate insights for society. In this context, this work aims to
evaluate text mining techniques, specifically the fine-tuning of pre-trained language models,
for the classification of Brazilian judicial decisions. The dataset consists of procedural
actions classified as: Sentenca, Acordao, and Embargo. Each of these decisions was also
classified as either Procedente, Improcedente, or Extinta. The models were trained for
two tasks: multi-label classification and multi-class classification. Several models were
evaluated, among them the BERTimbau model. The BERTimbau model achieved the best
performance in both the multi-class classification task and the multi-label classification

task, which proved to be the best approach for this classification problem.

Keywords: Pre-trained Language Models. Multi-label Classification. Multi-class Classifi-
cation. Natural Language Processing (NLP). Sentence Analysis. Artificial Intelligence in

Law.
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1 INTRODUCAO

O numero de novos processos no Brasil vem aumentando consideravelmente nos
ultimos anos. Segundo o ltimo relatério de 2023 do Conselho Nacional de Justiga (CNJ)
(CNJ, 2023), o niimero de processos em tramitagdo no Brasil foi de 84.868.444 e o nimero
de novos processos foi de 37.046.875, o que da 106 novos processos por minuto. De acordo
com o Relatério Justica em Numeros 2022, do CNJ (CNJ, 2022), o nimero total de
processos distribuidos no Brasil em 2022 foi de 32.883.738. Esse ntimero representa um
aumento de 12,66% em relacao a 2021. Na Tabela 1 abaixo, podemos comparar o aumento

de processos desde 2020:

ANO | PROCESSOS NOVOS
2020 27.325.451
2021 30.053.083
2022 32.883.738
2023 37.046.875

Tabela 1 — Novos Processos por Ano

S6 no Tribunal de Justiga do Estado de Sao Paulo (TJSP), em 2023, o nimero
de processos em tramitacio foi de 25.026.307, representando um montante de 29,48% do
total de processos em tramitagao no Brasil (Painel CNJ, 2023). O ntmero de processos
distribuidos no TJSP em 2023 foi de 7.073.767, representando um montante de 19,09% do
total de processos distribuidos no Brasil (Painel CNJ, 2023). Segundo o site do TJSP, o
Tribunal de Justica do Estado de Sdo Paulo é o maior tribunal do mundo em volume de

Processos 1 .

Esse volume e crescimento sao um desafio para o Poder Judiciario, que precisa lidar
com a demanda crescente de processos e com a necessidade de dar respostas mais rapidas
a sociedade. A tecnologia pode ser uma aliada para enfrentar esse desafio. A automacao de
tarefas repetitivas auxilia no aumento da produtividade dos servidores e de escritorios de
advocacia. Além disso, o uso de algoritmos de inteligéncia artificial pode reduzir o tempo
de tramitacao dos processos, organizar melhor as informagoes e tornar mais precisas as

analises processuais, tanto dos tribunais quanto dos advogados.

A gestao e andlise de dados sobre decisdes nos tribunais brasileiros enfrentam
obstaculos significativos, incluindo a escassez e a desorganizacao de informacoes. Essa
situacdo prejudica nao apenas pesquisadores e profissionais do direito, mas também a
formulacao de politicas piblicas eficientes. Por meio da inteligéncia artificial, é possivel

automatizar a andlise de grandes volumes de dados, identificando padroes em decisoes

L https://www.tjsp.jus.br/QuemSomos - Acessado em 13 de Abril de 2024.
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de processos judiciais brasileiros. Essa abordagem pode oferecer insights valiosos para o

Estado e organizagoes, permitindo, por exemplo, mensurar a efetividade juridica no Brasil.

1.1 Objetivos

Este trabalho tem como objetivo geral avaliar a aplicabilidade de técnicas de
mineracao de texto, mais precisamente ajuste fino em modelos de linguagem pré-treinados,
para classificacao de decisbes judiciais brasileiras. Para atingir o objetivo geral, foram

definidos objetivos especificos:

o Coletar e rotular um conjunto de dados com as movimentagdes processuais de

decisoes judiciais.

o Comparar modelos de linguagem pré-treinados, ajustados por fine-tuning, para
tarefas de classificacdo de textos multi-rétulo e multi-classe, utilizando publicac¢oes

judiciais, do tipo decisdo, como base para a classificagao.
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2 FUNDAMENTACAO TEORICA

Esse capitulo tem o objetivo de esclarecer os principais fundamentos para o bom
entendimento deste trabalho. Primeiramente na Secao 2.1 é descrito com mais detalhes
o tema desta pesquisa, incluindo conceitos juridicos e as classes que foram usadas para
rotular os dados. Na Secao 2.2 é descrito o primeiro passo pratico que é a obtencao dos
dados. Na Secao 2.3 é descrito alguns modelos de lingua e sua aplicagao nesse projeto. E,

por fim, na Se¢ao 2.4 sdao apresentados os trabalhos relacionados.

2.1 Publicacées juridicas

Publicagoes juridicas sao textos informativos que visam comunicar qualquer anda-
mento de um processo juridico, para as partes interessadas. Essas publicacoes podem ser
publicas ou privadas. As publicacoes privadas somente os advogados das partes, e o juiz do
caso, tém acesso e se dao, em sua maioria, quando o processo corre em segredo de justica.
As publicagoes que serdo tratadas neste TCC sao publicas e estdo disponiveis nos sites dos
diarios oficiais eletronicos dos tribunais de justica dos estados brasileiros. P. Portanto, por

se tratar de dados publicos, sua coleta nao infringe qualquer regra, em especial a LGPD.

Existem varias classes em que cada publicagao juridica pode se enquadrar dentre elas:
decisoes, acordo, agravo de instrumento, apelagao, audiéncia, calculos, dilagdo, impugnacao,
etc. Neste trabalho o foco esta nas publicagdes do tipo Decisao. Decisoes sao publicagoes
que se referem aos documentos oficiais emitidos por autoridades judiciais, como juizes
ou tribunais, que resolvem disputas e determinam o resultado de processos judiciais. As

Decisoes podem ser classificadas em trés tipos tnicos: Sentenca, Acérdao e Embargos.

» Sentenca é a decisao judicial que resolve o mérito da causa ou encerra o processo
sem resolucdo de mérito. E proferida por um juiz, na primeira instancia do processo.
Existem quatro possiveis resultados (classes): “Totalmente procedente”, quando
o juiz aceita todos os pedidos da parte autora, como danos morais e honorarios
sucumbenciais; “Parcialmente procedente”, quando apenas alguns pedidos sao aceitos,
como conceder honorarios sucumbenciais, mas nao danos morais; “Improcedente”,
quando nenhum pedido da parte autora é aceito; e “Processo extinto”, quando o

processo ¢é encerrado por motivos como pedido da parte autora ou erros materiais.

o Acérdao, diferente da sentenca que é proferida por um tunico juiz de primeiro grau,
o acérdao ¢ resultado da deliberagao de um érgao colegiado, composto por varios
juizes ou desembargadores. Normalmente ocorre em segunda instancia ou 6rgao
superiores. O acérdao pode ser “Provido”, quando o tribunal acolheu o recurso, ou

“Desprovido”, quando o tribunal nao acolheu o recurso.
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o Embargo é um tipo de recurso cuja finalidade é contestar, esclarecer ou corrigir
uma decisao. Utilizado para esclarecer pontos obscuros, omissdes ou contradi¢oes
em decisoes judiciais. Os Embargos podem ser de Primeira Instdncia (Embargos de
Sentenca) ou de Segunda Instdncia (Embargos de Acérdao). Os Embargos podem

ser classificados em “Acolhidos” ou “Nao acolhidos”.

Para simplificacao da classificacao desse trabalho, as classes “Totalmente pro-
cedente” e “Parcialmente procedente” foram agrupadas em uma tnica classe chamada
“Procedente”. As classes “Provido” e “Desprovido”, foram classificadas como “Procedente”
e “Improcedente” respectivamente. Da mesma forma as classes “Acolhido” e “Nao acolhido”
foram classificadas como “Procedente” e “Improcedente”; respectivamente. A classificacao
sugerida segue na Figura 1.

Evento
Decisao

l |

‘ Sentenca ‘ ‘ Embargo ‘ ‘ Acordao ‘
Procedente Improcedente Extinto Procedente Improcedente Procedente Improcedente Extinto

Figura 1 — Arvore de classificacio de decisdes judiciais

2.2 Classificacao

Para a classificacao das Decisdes serao utilizadas técnicas de mineragao de texto. A
Mineragao de texto é definida como um “conjunto de técnicas e processos para descoberta

de conhecimento inovador a partir de grandes colegoes textuais” (REZENDE, 2003)

Classificacao de textos visa categorizar textos em um ou mais rétulos pré-definidos.
A classificagdo pode ser de trés tipos: bindria, multi-classe ou Multi-rétulo. A classificacao
bindria é a mais simples, onde cada entrada é classificada entre um de dois rétulos (ex.:
verificar se um e-mail é spam ou nao). Na classificagdo multi-classe o texto é classificado
somente com um rétulo, entre varios rétulos disponiveis (ex.: classificar noticias como
esporte, politica ou tecnologia). J& na classifica¢gdo multi-rétulo, a entrada textual pode
pertencer a varios rétulos simultaneamente (ex.: uma noticia poderia ser rotulada como
politica, economia e internacional ao mesmo tempo). O foco deste trabalho esté na rotulacao

multi-classe e multi-rétulo.

Dentre as diversas técnicas para realizar classificacdo de texto, este estudo tem

como objetivo investigar modelos de linguagem pré-treinados. Modelos de linguagem sao
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ferramentas desenvolvidas com técnicas de deep learning com o intuito de interpretar,
manipular e gerar linguagem natural. Atualmente, os modelos baseados em Transformer
proposto por (VASWANTI et al., 2017), possibilitaram grandes avangos no campo do
processamento natural de linguagem - PLN - por realizar processamento paralelo de
sequéncias e captura de dependéncias de longo alcance entre palavras e subunidades
de texto. Com seu mecanismo de atencao, ele aprende a focar em partes relevantes da

sequéncia de entrada ao realizar uma tarefa especifica, como tradugao ou geragao de texto.

Os modelos de linguagem transformam palavras, frases, e até documentos, em
representagoes vetoriais numéricas, de tal forma que possam ser processadas computacio-
nalmente. Essas representacoes vetoriais sao chamadas de embeddings. Cada palavra ou
frase ¢ mapeada para um ponto no espaco de N dimensoes, de tal forma que palavras com
significados, ou em contextos semelhantes, sao posicionadas préximas umas das outras.
Modelos de linguagem modernos usam embeddings contextuais, ou seja, a representacao

vetorial de uma palavra varia de acordo com o contexto em que a mesma estd inserida.

Dentre os diversos modelos de linguagem existentes, neste trabalho sera explorado
o uso de modelos de linguagem pré-treinados, em que para serem utilizados é necessario
realizar o fine-tuning em uma determinada tarefa, nesse caso sera a classificacao de textos.
O processo de fine-tuning, envolve usar dados especificos para refinar um modelo ja
pré-treinado, o especializando em uma tarefa especifica. Essa abordagem ¢é interessante
pois permite que o modelo atinja os resultados esperados com muito menos dados de
treinamento do que seria necessario se comecasse do zero ou utilizando outras abordagens
para classificacao de texto, além de consumir menos recursos computacionais, se comparado

com a etapa de pré-treinamento.

Dentre os modelos de linguagem existentes, este trabalho ird explorar os seguintes

modelos de linguagem:

« BERT (DEVLIN et al., 2019): modelo de linguagem baseado em Transformers. O
treinamento desse modelo consistiu em ensina-lo a identificar contextos de palavras
de forma bidirecional, analisando tanto o texto da esquerda para a direita quanto da
direita para a esquerda. Essa capacidade de entender o texto de forma bidirecional
permite que o BERT capture nuances e subtextos em textos, sendo importante para

muitas tarefas de classificacdo, como determinar o tema de um texto.

o JurisBERT (VIEGAS, 2022): especialmente treinado em um grande corpus de
documentos juridicos brasileiros, como leis, decisoes judiciais, contratos e outros
textos legais. Esse treinamento especializado permite que o modelo compreenda
melhor a terminologia, a sintaxe e as nuances da linguagem juridica, tornando-o

uma ferramenta poderosa para aplicagoes legais.
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« BERTimbau (SOUZA; NOGUEIRA; LOTUFO, 2020): uma versao do BERT
treinada com corpus em portugués do Brasil, o que o torna mais eficiente para

aplicagoes de Processamento de Linguagem Natural (PLN) nesse idioma.

« BERTikal (POLO et al., 2021): parte de um pacote chamado LegalNLP, que contém
embeddings e modelos pré-treinados para a linguagem juridica do Brasil. Além de
disponibilizar fungoes que facilitam a manipulacao de textos legais, este modelo pode
ser visto como uma especializagdo do BERTimbau para textos juridicos, uma vez

que continuou o pré-treinamento do BERTimbau focado em textos juridicos.

2.3 Trabalhos relacionados

A classificacao de textos juridicos é um desafio, uma vez que a linguagem juridica
é bem particular. Com o intuito de compreender o estado da arte, foram selecionados
artigos focados em classificacao de textos e, em sua maioria, em técnicas aplicadas a lingua

portuguesa do Brasil.

O estudo realizado por POLO et al. (2021) descreve um projeto que resultou em
modelos de linguagem pré-treinados para a linguagem juridica do Brasil. Além disso,
os autores disponibilizaram um pacote Python com func¢oes que facilitam o uso desses
modelos. O trabalho se mostra muito relevante uma vez que ha caréncia de modelos
treinados para aplica¢des no ambito juridico brasileiro. Importante destacar que aplicagoes

sao demonstradas no artigo como: previsao de status de processos juridicos e tokenizacao.

Os autores GOMES LUCAS MOREIRA; JADER MARTINS CAMBOIM DE
S4; PENG (2020), demonstraram o uso de técnicas de mineracao de texto focado em
classificacdo de sentencas judiciais em relagdo a procedéncia relativa ao pedido feito
pelo autor da acdo. Entre as técnicas discutidas destaca-se Bag-of-Words, TF-IDF e
N-gramas, que sao usadas de forma combinada para atingir um resultado satisfatério. O
artigo relata grande eficiéncia (por meio das métricas: precisao, recall e Fl-score) dessas
técnicas combinadas para classificar sentencas como procedentes, parcialmente procedentes,

improcedentes, acordos, e outras.

O autor VIEGAS (2022) prop6s o modelo JurisBERT um modelo BERT treinado
do zero (nao realizaram fine-tuning), utilizando um grande corpus, de desenvolvimento
proprio, de textos especificos da area juridica, incluindo: leis, decisoes, votos de decisoes,
tratados legais. A arquitetura do JurisBERT é baseada em Transformers, o que permite
ao modelo reter contextos bi-direcionais (tanto a direita quanto a esquerda do tokens) de

forma eficaz.

O BERTimbau, desenvolvido por SOUZA R.F. NOGUEIRA (2023), é um modelo
de linguagem, especifico para a lingua brasileira, disponivel em duas versoes sendo elas

a versao bésica (base) e a versao grande (large). O BERTimbau foi avaliado em trés
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tarefas de NLP: similaridade textual de sentencas, reconhecimento de implicagao textual
e reconhecimento de entidades nomeadas, superando a versao multilingue do BERT. Os

modelos estao disponiveis para a comunidade em bibliotecas de cédigo aberto.

Uma estratégia baseada em assemble, foi proposta por GUIMARAES (2023) com
o objetivo de melhorar a precisao na classificacao de questoes juridicas nas seguintes areas
do Direito brasileiro: Direito do Consumidor, Direito de Familia e Direito do Trabalho.
Questoes juridicas a classificar podem ser: falha na prestacao de servicos, publicidade
enganosa, cobrancas indevidas, divorcio, adocao, jornadas de trabalho, assédio moral no
trabalho, etc. Dois sistemas especialistas de processamento de linguagem natural foram
empregados nessa abordagem. Foram treinados respectivamente com textos em linguagem

“popular” e “nao popular”, e um classificador para identificid-los, alcancando uma acuracia

geral de 96%.
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3 METODOLOGIA

Como discutido na secao 2.1, uma publicacao juridica pode ser dividida em diversas
categorias, dentre elas esse trabalho explora publicacoes envolvendo eventos de decisao.
Para isso, essa proposta ¢é dividida em cinco etapas, sendo elas: aquisicao dos dados e pré-
processamento que sao abordados na secao 3.1; ja a etapa de classificacao das publicagoes
é abordada na secao 3.2. Por fim, as etapas de avaliacdo, ajustes e implantacao do modelo

sao abordados no Capitulo 4. A metodologia proposta ¢ ilustrada na Figura 2.

Y

Aquisicéo e rotulagéo Pré-processamento +| Classificacéo das N Avaliacéo dos
. > A
dos Dados dos Dados Publicagées Resultados

SIM

Implantacéo

Figura 2 — Fluxograma da metodologia proposta.

3.1 Aquisicao, Rotulacao dos Dados e Pré-processamento

Os sistemas dos tribunais de justica do Brasil disponibilizam publicamente as
publicacoes juridicas, que sao capturadas por meio de uma API proprietaria, desenvolvida
pela empresa Publicacdes Online!. Com o acesso a essa API é possivel coletar as publicacoes
do tipo Decisdo. Em seguida, o texto dessas publicagdes de Decisdo foram limpos e
disponibilizados para rotulacao em todas as classes discutidas na secao 2.1. Na Figura 3

estd ilustrado esse processo.

L <http://www.publicacoesonline.com.br> (acessado em 22/06,/2024)
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Tribunal de Justica de
Sé&o Paulo
(TISP)

Tribunal de Justica de
Minas Gerais
(TIMG)

API recuperacéo de
PublicacGes >
(Publicagtes Online)

Rotular publicacées

por tipo

Tribunal de Justica do
Rio Grande do Sul
(TIRS)

Figura 3 — Aquisigao e rotulagdo dos dados.

3.2 Classificacao das publicacées
A classificacao foi realizada em duas etapas conforme ilustrados na Figura 4.
Evento
Decisao
(1]
l l
‘ Sentenca ‘ Embargo ‘ ‘ Acordao ‘
| |
L - ; 1 — § ; }

Procedente Improcedente Extinto Procedente Improcedente Procedente

Figura 4 — Etapas classificacao de Decisoes.

Essas etapas sao:

o Etapa 1: consiste em classificar um evento de decisao como Sentenca, Acoérdao ou

Embargo.

« Etapa 2: dependendo da classificacao da etapa anterior, o evento sera classificado
em: Procedente, Improcedente ou Extinto caso o evento tenha sido classificado como

Sentenga ou Acordao. Se o evento foi classificado como Embargo, entao nessa etapa

ele sera classificado como Procedente ou Improcedente.

Improcedente Extinto
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4 AVALIACAO EXPERIMENTAL

Esse capitulo tem como objetivo descrever a parte pratica do desenvolvimento do
projeto e os resultados obtidos. Como citado na sec¢ao 2.2 este estudo tem como objetivo
avaliar 4 modelos de linguagem sendo eles: BERT, BERTimbau, BERTikal e JurisBERT.
Esses modelos foram avaliados em duas tarefas distintas, sendo elas a classificacado multi-

rotulo e a classificagao multi-classe.

Na secao 4.1 ¢ descrito o conjunto de dados bem como a distribui¢ao das classes.
Na secao 4.2 é descrito a etapa de experimentacao passando pela limpeza e divisao dos
dados, algoritmos usados e métricas para avaliacao do resultado. Finalmente na secao 4.3

sao apresentados e discutidos os resultados.

4.1 Conjuntos de Dados

Como mencionado no capitulo 3, o conjunto de dados é formado por textos de
publicagoes juridicas brasileiras, do tipo decisao. Como ilustrado na Figura 4 , nosso
conjunto de dados possui dois niveis de classificacao. O primeiro nivel dividimos em: Sen-
tenga, Embargo e Acordao. J& no segundo Nivel dividimos em: Procedente, Improcedente

e Extinto, sendo que a classificacdo Extinto s6 se aplica a Sentenca e Acordao.

Os textos sao extraidos do site dos tribunais de justica de todo o pais, e foram
classificados manualmente, totalizando aproximadamente duzentos textos de cada par de
classe. Ja com os textos classificados, foram criados dois conjuntos de dados: multi-rotulo
e multi-classe. Como citado na secao 2.2, na abordagem multi-rétulo podemos ter varios
rotulos para o mesmo texto enquanto na abordagem multi-classe temos apenas um rétulo
por texto. A Tabela 2 mostra a distribuicao dos rétulos para a abordagem multi-classe e

multi-rétulo.

Multi-rétulo Multi-classe .
Nivel 1 Nivel 2 Rétulo Quantidade
Sentenca Procedente Sentenca - Procedente 196
Sentenca | Improcedente | Sentenca - Improcedente 198
Sentenca Extingao Sentenca - Extincao 199
Embargos | Procedente Embargos - Procedente 199
Embargos | Improcedente | Embargos - Improcedente 200
Acérdao Procedente Acérdao - Procedente 177
Acérdao | Improcedente | Acordao - Improcedente 173
Acérdao Extingao Acérdao - Extingao 199

Total 1541

Tabela 2 — Quantidade de rétulos para as abordagens multi-classe e multi-rétulo.
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4.2 Experimentacao

As abordagens multi-rétulo e a multi-classe foram aplicadas para cada um dos

quatro modelos de linguagens pré treinados escolhidos, totalizando 8 experimentos.

4.2.1 Limpeza dos Dados e Tokenizagao

Em um primeiro momento os dados sdo carregados e limpos utilizando a funcao
clean da biblioteca LegalNLP. Em seguida os textos sao tokenizados, utilizando o toke-
nizador compativel com cada modelo de linguagem escolhido. A funcao de tokenizacao
utiliza padding e truncamento garantindo assim que todas as sequéncias tenham o mesmo

comprimento.

4.2.2 Divisao dos Dados

A divisao de dados foi realizada utilizando a técnica “Stratified K-Fold”, uma
técnica de validagao cruzada que garante que a distribuicao de classes seja mantida em
cada um dos folds. A validacao cruzada garante que o modelo seja treinado e avaliado em
diferentes subconjuntos de dados de tal forma que seja possivel avaliar sua capacidade de
generalizagao. O conjunto de dados foi dividido em 5 folds sendo 4 para treinamento e 1
para teste, sendo essa uma pratica comum ao trabalhar com modelos de linguagem. Os
folds utilizados para treinamento sao divididos em conjunto de treino e validagao, sendo a

validacao 10% do conjunto de treino.

4.2.3 Treinamento

Todos os modelos foram treinados com o mesmo conjunto de hiperparametros,

sendo eles:

» Taxa de aprendizado (learning rate): foi definida como 2e-5, esse é um valor comum
ao realizar o fine-tuning para evitar grandes mudangas nos pesos do modelo. Assim
os ajustes nos pesos sao feitos gradualmente, preservando o conhecimento adquirido

na fase de pré-treinamento.

« Ntmero de épocas (epochs): os modelos foram treinados por 10 épocas e foi selecionado

a melhor época com base no conjunto de validagao.

« Decaimento de peso (weight decay): foi definido como 0.01, sendo utilizado durante

a regularizacao, minimizando risco de overfitting.

4.2.4 Avaliacao

Apos o treinamento, o modelo é avaliado usando o conjunto de teste. As métricas

utilizadas foram: precisao, F1-Macro revocacao e acuracia, sendo que a métrica F1-Macro,
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foi usada para escolher o melhor modelo dentre todas as épocas. Para a abordagem

multi-rétulo, além das métricas citadas acima, também utilizamos para comparacao as

métricas:

o Hamming Loss: mede a taxa de erro em um problema multi-rotulo. Contabiliza

os rotulos incorretamente previstos, calculando a fragao de rétulos classificados de
forma errada para todas as instancias. Essa métrica é calculada pela propor¢ao de
rétulos incorretos (falsos positivos + falsos negativos) em relagao ao total de rétulos.
Assim, quanto menor o valor, melhor é o desempenho do modelo. Vale notar que
estaremos utilizando a Hamming Loss invertida, para facilitar a comparacao com as

outras métricas.

Jaccard Score: mede a similaridade entre os conjuntos de classes previstos e verda-
deiros. Para cada instancia é calculado o nimero de classes previstas corretamente
dividido pelo nimero total de classes tinicas previstas e verdadeiras. Sua variagao é
de 0 a 1, onde 1 indica que todas as classes previstas coincidem exatamente com as
classes verdadeiras, e 0 indica que nao houve nenhuma sobreposicao entre as classes

previstas e as classes verdadeiras.

Coverage Error: mede o niimero de classes que precisam ser cobertas até que todas as
verdadeiras classes de uma instancia estejam incluidas nas previsoes ordenadas pelo
modelo. Para cada instancia, as previsoes sao classificadas em ordem decrescente
de confianga, e o Coverage Error é o indice do rétulo corretamente previsto mais
distante na lista ordenada. O valor ideal é o menor possivel, pois indica que o modelo

consegue identificar as classes verdadeiras rapidamente nas primeiras predigoes.

4.3 Resultados e Discussoes

Como citado na secao 4.2 os experimentos foram executados uma validagao cruzada

com 5 folds, e para cada fold foi selecionada a melhor época com o conjunto de validacgao,

e essa época foi avaliada pelo teste. Na se¢do 4.3.1 sao discutidos os resultados para a

classificagdo multi-classe. Ja na secao 4.3.2 sao discutidos os resultados para a classificagao

multi-rétulo. A secao 4.3.3. apresenta a discussao final.

4.3.1 Resultados Multi-classe

Na Tabela 3 e na Figura 5 sdo apresentados os resultados obtidos para a classificagao

multi-classe. Para cada uma das métricas o melhor valor estd destacado em negrito.
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Modelo Acuracia | F1-Macro | Precisao | Revocacgao
BERT 0,8539 0,8483 0,8497 0,8485
BERTimbau 0,8932 0,8882 0,8916 0,8897
BERTikal 0,8831 0,8762 0,8892 0,8775
JurisBERT 0,8770 0,8724 0,8726 0,8729

Tabela 3 — Resultados multi-classe.
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Figura 5 — Grafico comparativo dos resultados multi-classe.

Com base nos resultados, o melhor modelo é o BERTimbau. A métrica principal
analisada ¢ a F1-Macro, pois apresenta o equilibrio entre precisao e revocacao, sendo que
o modelo BERTimbau apresentou melhor resultado (0,8882). Este modelo também tem
a maior precisao (0,8916), indicando que a maioria das previsdes positivas sdo corretas.
Apresenta o maior revocacao (0,8897), indicando que identifica bem a classe positiva.
Apresenta ainda a maior acurdcia (0,8932), o que significa que classifica corretamente a

maior parte dos exemplos.

4.3.2 Resultados Multi-rotulo

Na Tabela 4 e na Figura 6 sao apresentados o melhor resultado para cada modelo,
para cada uma das métricas o melhor valor esta destacado em negrito. Verificamos que o

modelo BERTimbau obteve o melhor desempenho em todas as métricas.
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Modelo Acurécia | F1-Macro | Precisao | Revocagdao | Hamming Loss | Jaccard Score | Coverage Error
BERT 0,8799 0,9442 0,9439 0,9446 0,9589 0,9188 2,1851
BERTimbau | 0,8896 0,9505 | 0,9507 0,9504 0,9632 0,9264 2,1688
BERTikal 0,8641 0,9366 0,9367 0,9373 0,9536 0,9083 2,2136
JurisBERT 0,8571 0,9356 0,9354 0,9358 0,9524 0,9048 2,1721

Tabela 4 — Resultados multi-rétulo.

Modelos
I BERT I BERTikal
[ BERTimbau  EEE JurisBERT

Acuracia F1-Macro Precisao Revocagao Hamming Loss Jaccard Score

Figura 6 — Gréafico comparativo dos resultados multi-rétulo.

A métrica principal analisada é a F1-Macro, pois apresenta o equilibrio entre
precisao e revocacao, sendo que o modelo BERTimbau apresentou melhor resultado
(0,9504). Ambos os valores de precisao (0,9506) e revocagao (0,9504) sdo os mais altos entre
os modelos, mostrando que ele é tanto preciso quanto eficaz na detecc¢ao das classes corretas.
Além disso este modelo apresenta o maior Hamming Loss (0,9632), o que indica menos
predigbes incorretas (vale relembrar que fizemos Hamming Loss invertida para facilitar a
comparagao com as demais métricas). E tem também o maior Jaccard Score, indicando que
92,64% das classes previstas coincidem exatamente com as classes verdadeiras. O modelo
também tem a menor Coverage Error (2,1688), o que indica que ele esté classificando

corretamente as classes com menor erro.

4.3.3 Consideragoes Finais

Avaliando os resultados é possivel observar que, para o conjunto de dados escolhido,
a abordagem multi-rétulo tem desempenho superior ao multi-classe em termos de F1-Macro.
Em ambas as abordagens o modelo BERTimbau apresentou melhor desempenho. Esse
resultado ¢ interessante pois tendemos a prever que a abordagem multi-classe, por ser

mais simples, dard resultados mais assertivos em comparagao com a abordagem multi-
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rotulo. Outro ponto interessante é o desempenho superior do modelo BERTimbau a outros
modelos pré-treinados com corpus juridicos brasileiros, mesmo ele tendo sido treinado fora

do contexto juridico.

Como préximos passos o melhor modelo serd colocado em producao, com o obje-
tivo de classificar automaticamente decisdes judiciais. Os resultados serao monitorados
por especialistas. No futuro, utilizaremos um conjunto de dados maior para treinar os
classificadores, repetindo os testes para verificar se as conclusoes deste estudo se mantém.
Além disso, buscaremos desenvolver classificadores mais robustos, capazes de acompanhar

as mudancas na redagao dos textos juridicos.
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5 CONCLUSOES

Neste trabalho foi feita uma comparacao entre modelos para classificar publicagoes
de decisoes judiciais. Realizamos fine-tunning de 4 modelos de linguagem pré-treinados,
utilizando como conjunto de dados as abordagens multi-classe e multi-rétulo. Os resultados
indicam que a abordagem multi-rétulo aplicada ao modelo BERTimbau obteve melhor
desempenho na tarefa de classificacdo. E importante observar que o modelo BERTibau
saiu-se melhor que modelos pré-treinados em corpus juridicos brasileiros (JurisBERT e
BERTikal).

A principal contribuicao deste estudo é apresentar um modelo capaz de classificar
decisoes judiciais de forma efetiva, podendo ser aplicado tanto em escritérios de direito
quanto em tribunais para organizacao das informagoes e otimizar processos de trabalho. Por
exemplo, é possivel classificar automaticamente decisdes de tribunais gerando indicadores
comparativos de como determinada tese juridica é julgada em cada tribunal brasileiro.
O classificador também pode ser aplicado em escritérios, identificando o resultado da
decisao automaticamente e, consequentemente, alertando os advogados para que agoes

sejam tomadas em tempo habil, de acordo com o resultado.

Apesar das descobertas significativas, o estudo tem algumas limita¢des. A amostra
utilizada é pequena (maximo de 200 exemplos para cada classe), podendo conter amostras
enviesadas, que podem levar o modelo a padroes incorretos. Em futuras pesquisas um
conjunto de dados maior serd utilizado, a fim de obter modelos ainda melhores. Apesar
disso, o melhor classificador dessa tese sera utilizado em producao para avaliarmos sua
eficacia na pratica e observar suas tendéncias de erros a fim de obter insights para o

re-treino.

Em conclusao, este estudo fornece uma comparacao detalhada sobre a melhor
abordagem para classificacao automatica de decisdes judiciais brasileiras, e abre caminhos
para novas investigagoes. As implicacoes praticas deste estudo podem contribuir para orga-
nizacao de informagoes em tribunais e melhorias dos processos de trabalho em escritérios
de direito. O tema continuara a ser explorado para aprofundar o entendimento e contribuir

para a inovacao tecnologica do direito no Brasil.
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