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RESUMO

LEARTH, L. C. Revisao sistematica da literatura sobre métodos de machine learning
aplicados para apoiar a gestao de fornecedores. 2024. Monografia (Trabalho de Concluséo
de Curso) — Escola de Engenharia de S&o Carlos, Universidade de Sdo Paulo, S&o Carlos,
2024,

No contexto atual de cadeias de suprimentos cada vez mais complexas e dindmicas, a gestao de
fornecedores (Supplier Relationship Management - SRM) desempenha um papel estratégico na
competitividade das empresas e nesse contexto a aplicacdo de técnicas de machine learning
surge como uma abordagem promissora para otimizar os processos envolvidos, como selecéo,
segmentacdo, avaliacdo e desenvolvimento de fornecedores, oferecendo maior precisdo e
eficiéncia na tomada de decisdes. Esta pesquisa apresenta uma revisao sistematica da literatura
sobre 0 uso de técnicas de aprendizado de maquina (machine learning) no suporte a gestao de
fornecedores. O estudo seguiu uma metodologia de revisdo, contemplando a definicdo de
strings de busca, selecdo de artigos relevantes e andlise detalhada dos contetdos. Foram
analisados 67 artigos classificados como alinhados ao tema em analise, considerando aspectos
como algoritmos utilizados, objetivos, desafios e beneficios reportados. Entre os métodos
identificados, destacaram-se o uso de redes neurais, arvores de decisdo, e técnicas de
clusterizacdo, sendo as abordagens supervisionadas as mais frequentes (64%). Os resultados
evidenciaram que a etapa de selecdo de fornecedores € também a mais estudada (49%),
enguanto desenvolvimento e pré-qualificacdo receberam menos atencéo. Além disso, observou-
se predominancia de aplicacbes com bases de dados reais (76%). Conclui-se que, apesar dos
avancos identificados, desafios como a interpretabilidade dos modelos e a integracdo de dados
heterogéneos ainda sdo considerados fatores limitantes e que processos de gestdo de
fornecedores com potencial de exploracdo sdo desenvolvimento de fornecedores e pré-

qualificagéo.

Palavras-chave: 1. Gestdo de fornecedores 2. Machine Learning 3. Supplier






ABSTRACT

LEARTH, L. C. Systematic Literature Review on Machine Learning Methods Applied to
Support Supplier Management. 2024. Monografia (Trabalho de Conclusédo de Curso) —
Escola de Engenharia de Sdo Carlos, Universidade de Sao Paulo, S&o Carlos, 2024.

In the current context of increasingly complex and dynamic supply chains, Supplier
Relationship Management (SRM) plays a strategic role in companies' competitiveness. In this
scenario, the application of machine learning techniques emerges as a promising approach to
optimize the involved processes, such as supplier selection, segmentation, evaluation, and
development, offering greater precision and efficiency in decision-making. This research
presents a systematic literature review on the use of machine learning techniques to support
supplier management. The study followed a review methodology, including the definition of
search strings, selection of relevant articles, and detailed content analysis. A total of 67 articles
aligned with the research topic were analyzed, considering aspects such as the algorithms used,
objectives, challenges, and reported benefits. Among the identified methods, the use of neural
networks, decision trees, and clustering techniques stood out, with supervised approaches being
the most frequent (64%). The results showed that the supplier selection stage is also the most
studied (49%), while development and pre-qualification received less attention. Furthermore,
there was a predominance of applications using real databases (76%). It is concluded that,
despite the identified advances, challenges such as model interpretability and the integration of
heterogeneous data are still considered limiting factors. Supplier management processes with

potential for further exploration include supplier development and pre-qualification.

Keywords: 1. Supplier Management 2. Machine Learning 3. Supplier
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1 INTRODUCAO

1.1 Contextualizacéo

A Gestdo da Cadeia de Suprimentos, ou Supply Relationship Management, é
compreendida na literatura como um gerenciamento que vai além das fronteiras da empresa,
com integracdo de todos os processos e funcdes de negdcios de toda a cadeia de suprimentos,
incluindo marketing, gestdo, producéo, distribuicdo e demais processos envolvidos na
agregacéo de valor (RUDBERG; OLHAGER, 2003). A gestdo de fornecedores em especifico
€ um campo de estudo importante para a area de Supply Chain, pois possui um grande potencial
de fornecer vantagens competitivas para as companhias.

Uma boa gestdo de fornecedores pode melhorar a eficiéncia dos processos, estando
diretamente envolvida na reducdo de custos, visto que compras de materiais e componentes
representam de 50% a 70% do total dos custos de producdo (PRAJOGO; OLHAGER, 2012).
Além disso, pode estar relacionada a melhoria e eficiéncia dos processos pela garantia da
qualidade e melhoria da produtividade. Todos esses aspectos trazem grande relevancia para o
tema devido ao contexto de grande competitividade do mercado atual.

A gestdo de fornecedores, também citada como Supplier Relationship Management
(SRM), é um conjunto de praticas e processos de colaboracdo com os fornecedores, possuindo
por objetivo cumprir os requisitos estabelecidos pela cadeia de suprimentos em questdo
(DUBEY; GUNASEKARAN; CHILDE, 2018). Uma das etapas mais cruciais para a plena
eficiéncia da cadeia de suprimentos é a avaliacdo de fornecedores (GHORABAEE; ARIMI;
ZAVADSKAS, 2017). Essa etapa envolve a consideracao de mdaltiplos critérios, muitas vezes
complexos de definir, que costumam ser avaliados por um grupo de especialistas, considerando
varias opg¢des de fornecedores.

Além da avaliacdo, outras etapas do SRM sdo a selecdo, a segmentacdo e o
desenvolvimento desses fornecedores, como descrito no modelo elaborado por Razei (2012).
Em linhas gerais, a avaliacdo consiste na analise das organizacdes em relacdo aos critérios
estabelecidos, dando aos tomadores de deciséo as informacdes necessarias para realizarem as
escolhas que se alinham com seus objetivos estratégicos. Os pesos estabelecidos a esses
critérios podem ser distintos, variando com o grau de relevancia do mesmo no processo de
deciséo.

A segmentag&o consiste na alocagéo dos fornecedores em diferentes categorias, levando
em conta parametros que podem variar de acordo com o modelo de segmentacdo adotado. Um
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dos modelos mais influentes foi o proposto por Kraljic (1983), que utiliza para analise os
parametros de importancia da compra e complexidade do mercado, fornecendo quatro grandes
categorias para os itens: N&o-critico, Alavancado, Estratégico e Gargalo.

O processo de selecdo consiste na escolha entre as opgdes ja avaliadas e segmentadas
nas demais etapas, considerando os fatores desejados, como capabilidade, custo, qualidade ou
outros especificos a cada processo de tomada de decisdo. Segundo Boer (2001), essa etapa ndo
deve ser considerada apenas como a decisédo final do processo, mas deve incluir varios passos
de tomada de decisdo anteriores, como a formulacdo dos critérios de selecdo e uma pre-
qualificacdo dos potenciais fornecedores. Além disso, essa etapa costuma utilizar modelos de
decisdo de ranqueamento das alternativas para auxilio ao processo de selecao.

Por ultimo, a etapa de desenvolvimento com o fornecedor envolve qualquer iniciativa
tomada pela organizacdo compradora para a melhora do desempenho do fornecedor. Essa etapa
é bastante estratégica e envolve duas das mais evidentes caracteristicas do capital social:
conhecimento compartilhado e o investimento em ativos compartilhados (KRAUSE;
HANDFIELD, 2007).

Santos, Osiro e Lima (2017) destacam que, com o uso de tecnologias de informacao,
como big data e sistemas de Enterprise Resource Planning (ERP), diversas empresas possuem
bancos de dados historicos sobre transacGes anteriores com fornecedores e esses dados podem
ser utilizados para melhorar o processo de gestdo de fornecedores. Os autores também apontam
que, dentre os diversos critérios que a organizacdo pode escolher para avaliar seus fornecedores,
existem os critérios quantitativos, que devem ser analisados por meio de dados numéricos
provenientes de seu historico de compras, e os critérios qualitativos, 0s quais devem ser
avaliados por meio de julgamentos baseados na experiéncia dos especialistas. Os dados
referentes ao historico de fornecimento podem ser compilados em indicadores quantitativos de
desempenho e os especialistas em compras devem combina-los com avalia¢bes qualitativas
para apoiar as decises de gerenciamento de fornecedores de forma mais ampla (SANTQOS;
OSIRO; LIMA, 2017).

Para lidar com situagdes nas quais uma grande quantidade de dados deve ser processada,
€ comum encontrar na literatura aplicagdes de machine learning em contextos dentro de Supply
Chain Management (SCM), tais como: desenvolvimento de fornecedores, selegdo de
fornecedores, avaliacdo de fornecedores, previsdo de demanda, entre outros (JUNIOR;
CARPINETTI, 2019). Além disso, segundo Hullermeiter (2021), as técnicas de machine
learning tém apresentado aplicacbes promissoras na area dedicada a tomada de decisdo

automatizada.



31

Baseado no contexto geral apresentado, é importante buscar responder & seguinte
pergunta: como as técnicas de machine learning tém sido aplicadas nos processos de Supplier
Relationship Management (SRM)? Para isso, é essencial investigar e analisar as propostas de
modelos de SRM que utilizam abordagens de machine learning, a fim de identificar o estado
atual da arte e fornecer direcionamentos para futuras pesquisas e aplicagdes. Destaca-se que,
até o momento, ndo foram encontradas revisdes sistematicas da literatura que explorem
especificamente o uso de machine learning nos processos de SRM, o que reforca a relevancia
de compreender de que forma essas técnicas estdo sendo aplicadas no contexto da gestdo de

fornecedores.

1.2 Objetivo

O objetivo desta pesquisa ¢ identificar o estado da arte da aplicacdo de técnicas de
aprendizado de maquina em problemas relacionados a sele¢do, segmentacdo, avaliacdo e
desenvolvimento de fornecedores. Em linhas gerais, esse objetivo consiste em avaliar e
comparar as diferentes técnicas de machine learning quanto aos seus objetivos, aplicabilidade,
beneficios e dificuldades para apoio a decisdo nas atividades de gestdo de fornecedores. Esse
objetivo geral pode ser subdividido nos seguintes objetivos especificos:

1. Realizar revisdo sistematica da literatura sobre aplicacdo de técnicas de machine
learning em selecdo, segmentacao e avaliacdo e desenvolvimento de fornecedores;

2. Analisar as abordagens de machine learning aplicadas nos processos de SRM,
identificando os principais algoritmos, modelos e técnicas utilizados;

3. Investigar os desafios e limitacBes associados a aplicacdo de técnicas de machine
learning;

4. Sintese dos estudos analisados, principais descobertas e sugestbes para pesquisas

futuras.

2 REVISAO BIBLIOGRAFICA

2.1 Gestdo de fornecedores

A gestdo de fornecedores é a area de estudo que visa estudar as melhores praticas da

relagdo entre uma empresa e seus fornecedores no contexto de Supply Chain, sendo conhecida

na literatura também como Supplier Relationship Management (SRM). Dito isso, podemos
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definir o SRM como um conjunto de praticas e processos para colaboragdo com os fornecedores
e para o cumprimento de requisitos da cadeia de suprimentos em questdo (DUBEY et al., 2018).
Segundo Park et al. (2010), um framework que sumariza as principais atividades e etapas

relacionadas a essa area de estudo esta ilustrado na Figura 1.

Figura 1 — Estrutura SRM

Elaboragao das Salacme de Avaliagao e
estratégias de —> ¢ — Colaboragdo # desenvolvimento de
fornecedores
compras fornecedores

Rl =R

Melhoria continua

»

Fonte: Adaptado de Park et al. (2010).

A elaboragdo das estratégias de compra consiste na classificacdo dos materiais de
compra pelo risco de fornecimento (supply risk), sendo o modelo utilizado como base para essa
andlise o proposto por Kraljic (1983). O segundo passo dessa etapa é a anélise da relacdo com
o fornecedor, que consiste na recategorizacdo por um grafico de relacionamento com
fornecedores (supplier relationship chart), proposto por Olsen e Ellram (1997). Por fim, a
ultima etapa desse passo € o estabelecimento do plano de acdo, que deve seguir a estratégia do
portfélio em questdo(PARK et al., 2010).

A selecdo dos fornecedores é feita em duas etapas. A primeira delas é a pré-selecdo dos
fornecedores para construcdo de um conjunto maior de fornecedores (pool of suppliers), sendo
esta feita por meio da utilizacdo de critérios adequados para cada grupo especifico (pool) e da
avaliacdo de cada fornecedor em cada critério. Essa primeira etapa pode ser comparada com a
segmentacdo dos fornecedores, comumente presente em outros modelos presentes na literatura.
A segunda etapa é a selecdo de parceiros para o fornecimento dos materiais, por meio dos
grupos de fornecedores ou por meio dos parceiros ja existentes (PARK et al., 2010).

A colaboracéo pode ser dividida em dois estagios: o de desenvolvimento do produto e
0 de producgdo. Basicamente, a informagdo deve ser compartilnada para ganhos mutuos, o
fornecedor deve estar incluido em etapas de elaboracdo do produto e uma boa arquitetura do
sistema de gestdo de fornecedores é necessaria para guiar esse processo (PARK et al., 2010).

A avaliacdo e o desenvolvimento de fornecedores seguem trés etapas. A primeira € a

avaliacdo da estratégia do material a ser fornecido, a segunda € a avaliagdo do fornecedor, que
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forma a matriz de avaliacdo apresentada na Figura 2, e, por ultimo, a terceira etapa € a avaliacdo

da relagéo com o fornecedor (PARK et al., 2010).

Figura 2 — Matriz de avaliacdo de materiais e fornecedores
Importancia estratégica

Alto Itens Itens
Alavancados: | Estratégicos:
e
3 2 4
2
2
S Itens Itens de
E N&o-Criticos: Gargalo:
1 3
Baixo @ P
Baixo Alto c c E E
Risco de abastecimento
Fonte: Kraljic (1983). ) cicjc|c
<
T|T|C|C
Atratividade de relacionamento @ L T|T|T|T
- J
W
Alto | Atratividade Atratividade @ @
do Mdtua:
g Fornecedor:
3 s
§ 2 Falta de Atratividade
- 8 Atratividade: do
< Comprador: .
ks 1 2 E: Relacionamento Estratégico
IX . .
C: Relacionamento Colaborativo
Baixo Alto T: Relacionamento Transacional

Forga do relacionamento

Fonte: Olsen e Ellram (1997).

Fonte: Adaptado de Park et al. (2010).

Em uma abordagem menos segmentada, podemos afirmar que a avaliacdo de
fornecedores para apoiar o desenvolvimento da relagdo com os mesmos se baseia em alocar o0s
fornecedores em diferentes categorias que norteiam quais serdo os esforcos de melhoria
(GALO; CALACHE; CARPINETTI, 2018; REZAEI; ORTT, 2012). Em outras palavras, esse
processo de categorizacdo € um processo de segmentacdo de fornecedores, o qual apoia a
escolha das estratégias adequadas para lidar com diferentes segmentos de fornecedores
(REZAEI; WANG; TAVASSZY, 2015; REZAEI; ORTT, 2012).

Rezaei e Ortt (2012) também propuseram um framework mais conceitual das atividades

relacionadas ao SRM com as implicacdes logicas do processo, sendo que neste é possivel
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observar a relagéo direta entre a etapa de "Avaliacdo e desenvolvimento de fornecedores” com
0s processos de segmentacdo, desenvolvimento e selecdo de fornecedores. O framework esta

representado na Figura 3.

Figura 3 — Framework conceitual das atividades do SRM

Determinar as fungdes desempenhadas na organizagdo ]

/'\\
Executar fungdes Sim Fara \

internamente

i ?
N internamente -

T .
3 \$/Néo

Ranquear a ordem de importancia das fungdes ]

.

Selecionar fornecedores para essas fungdes
(Fase de selegdo)

.

Segmentar fornecedores baseado nas suas
capabilidades e predisposi¢do para colaborar <
(Fase de segmentacao)

!

Determinar estratégia para cada segmento
(Fase de gestdo)

.

Desenvolver e promover fornecedor para um segmento
mais maduro
(Fase de desenvolvimento)
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Fonte: Adaptado de Rezaei e Ortt (2012).

\ 4

No framework apresentado, quatro processos principais de gestdo de fornecedores sdo
identificados: avaliacdo, selecdo, segmentacdo e desenvolvimento. Esses passos, conforme
proposto por Rezaei e Ortt (2012), foram fundamentais para a classificacdo das etapas do
processo de SRM ao longo da revisdo bibliografica realizada nesta pesquisa. Para
complementar a estrutura das etapas utilizadas na classificacdo dos artigos em relagdo aos

processos de SRM, De Boer (2001) menciona o processo de pré-qualificacdo de fornecedores.
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Essa etapa ocorre antes da avaliagdo detalhada e consiste em filtrar um grupo amplo de
fornecedores para selecionar apenas aqueles que atendem aos requisitos basicos, de acordo com
critérios especificos para o contexto. A pré-qualificacdo foi incorporada como o quinto processo

considerado na revisao sistematica da literatura conduzida na presente pesquisa.

2.2 Aprendizado de maquina

O Aprendizado de maquina, também conhecido como machine learning, foi definido
como o campo derivado da inteligéncia artificial responsavel por estudar o aprendizado
automatizado de computadores e maquinas. Segundo Biamonte (2017), os computadores
podem ser utilizados para realizar analises de dados classicas, utilizando métodos de regressao
de minimos quadrados, interpolacdo polinomial e andlise de dados. Os protocolos de
aprendizado de méaquina podem ser subdivididos nas categorias de supervisionados e nao
supervisionados.

As diversas técnicas de machine learning disponiveis representam uma gama de
possibilidades, tais como automatizacdo de processos, reconhecimento de padrdes e avaliacdo
de grande volume de dados. Essas possibilidades aplicadas em SRM tém o potencial de

impactar positivamente cada uma das etapas dessa area.

2.2.1 Aprendizado de maquina supervisionado

Segundo Biamonte (2017), no aprendizado supervisionado, os dados de treinamento sdo
divididos em categorias rotuladas, e o trabalho da méaquina é aprender a atribuir rétulos a dados
além dos utilizados no processo de treinamento.

Nessas técnicas, € inicialmente feita uma rotulacdo entre os dados de entrada e as saidas
correspondentes esperadas e, com base nesses dados, é realizado o treinamento do modelo. Para
testar o modelo, os rotulos séo retirados, e o algoritmo trabalha com os dados de acordo com 0s
padrdes aprendidos durante o treino, sendo que a saida final tem seu desempenho comparado
com os dados de fato rotulados (Fernandes, 2021). Algumas das aplicagcdes mais recorrentes de
técnicas supervisionadas estdo nos campos de classificacéo e regressao.

Uma consideragdo importante para a utilizacao de técnicas de classificacdo e regressdo
em aprendizado de maquina é o potencial que as mesmas possuem de se adaptar excessivamente

aos dados, gerando um problema conhecido como overfitting. Esse problema ocorre quando a
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adaptacdo aos dados de treinamento é excessiva e o algoritmo ndo é capaz de realizar
generalizacbes (MAXWELL et al., 2018).

2.2.1.1 Classificacdo

O campo de estudo de classificacdo em aprendizado de méaquina consiste na juncao de
um conjunto de dados de acordo com rétulos. De acordo com Ngai et al. (2009), esse campo de
técnicas atua a partir de categorias pré-definidas, classificando o objeto de estudo a partir de
atributos conhecidos. Essas categorias séo fornecidas como dados de entrada para o algoritmo,
e os padrdes de semelhanca séo identificados durante o treinamento. Durante essa etapa, a maior
parte do conjunto de dados € utilizada, enquanto uma por¢ao menor € reservada para testes. O
conjunto de teste é fundamental para avaliar o desempenho do algoritmo, o qual é medido por
métricas de desempenho.

De acordo com Dos Santos et al. (2022), dentre as métricas mais utilizadas para avaliar
o desempenho de modelos de classificacdo estdo a acuracia, precisdo, recall e F-score, as quais

sdo descritas, respectivamente, pelas equacdes 1 a 4.

- TN + TP
Acuracia = TN + TP +FN +FP @

TP

Precisdo = TP TP 2
TP
Recall = TP PN 3

2 X Recall X Precisio
F — score = 4

Recall + Precisio

Onde:

TP = Verdadeiros positivos (True Positive)
TN = Verdadeiros negativos (True Negative)
FP = Falso Positivo (False Positive)

FN = False Negative (False Negative)

A acuracia pode ser interpretada como a proporcédo de predi¢des corretas feitas pelo
modelo em relacgdo ao total de predigdes feitas, sendo uma medida geral de quéo bem o modelo

esta performando. A preciséo, por sua vez, é a proporcéo de exemplos positivos classificados
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corretamente em relacdo ao total de exemplos classificados como positivos pelo modelo, sendo
uma medida da precisdo das predi¢des positivas do modelo. O recall, também conhecido como
sensibilidade, é a proporcdo de exemplos positivos classificados corretamente em relacdo ao
total de exemplos reais positivos na base de dados e € uma medida da capacidade do modelo
em encontrar todos os exemplos positivos. Por Gltimo, o F-score é uma medida que combina
precisdo e recall em uma Unica métrica, calculada como a média harmonica entre essas duas
medidas. Essa métrica € Util quando se deseja uma medida que leve em consideracdo tanto
falsos positivos quanto falsos negativos (Miao; Zhu, 2020); Riyanto et al., 2023; (Yacouby;
Axman, 2020).

Algumas das técnicas mais populares para algoritmos de classificacdo sdo as Decision

Trees, Random Forest e Support Vector Machine(SVM).
2.2.1.2 Regresséo

A regressdo em machine learning € aplicada por meio de técnicas de aprendizado
supervisionado. Sua base de usabilidade é fazer previsfes de dados historicos (forecasting e
prediction) (WU et al., 2019). Sendo assim, podemos definir esse campo de aplicagdo como
destinado a estimar uma variavel dependente a partir de uma ou mais variaveis independentes
(Roopa & Asha, 2019). Algumas das técnicas mais populares utilizadas para construir
algoritmos de regressdo sao Decision Tree, Random Forest e regresséo linear.

As medidas de sucesso dessa classe de algoritmo se baseiam em medir a discrepancia
ou distancia entre as previsdes do modelo e os valores reais dos dados, sendo a medida de
sucesso mais comum a soma dos quadrados residuais, também conhecida como Mean Squared

Error (MSE), descrita pela Equacéo 5.
1 . ,e
MSE = -3l (yi—y'0) ()
Onde, yi corresponde ao valor real e y’i ao valor predito da amostra i de um conjunto
total de amostras de tamanho n. Vale destacar que o MSE busca sempre ser minimizado em

problemas de regresséo.

2.2.2 Aprendizado de maquina néo supervisionado
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Segundo Biamonte (2017), no aprendizado n&o supervisionado ndo sdo utilizados
conjuntos de treinamentos pré-rotulados, sendo o objetivo das maquinas encontrar categorias
naturais nas quais os dados de treinamento se enquadram.

As técnicas ndo supervisionadas sdo comumente aplicadas em problemas de
agrupamento, também denominados como problemas de clusterizacdo (clustering) e em
problemas de reducdo de dimensionalidade (BERTOLINI et al., 2021).

2.2.2.1 Clusterizacéo

Segundo Jana et al. (2010), as técnicas de clusterizacdo sdo uma classificacao estatistica
para descobrir se os individuos de uma populacdo se enquadram em diferentes grupos, atuando
por meio de comparacgdes quantitativas de multiplas caracteristicas. Esse campo das técnicas é
caracterizado por uma abordagem néo supervisionada, que visa identificar dados préximos ou
intrinsecamente semelhantes em um mesmo cluster (NGAI et al., 2009). A semelhanca
intrinseca mencionada pode ser interpretada como a distancia entre os dados, sendo que 0s
algoritmos atuam buscando minimizar a distancia entre os pontos dentro de um cluster e
maximizar a distancia entre os clusters, que sdo localizados através dos centroides. O célculo
dessas distancias pode ser feito por distancia de cossenos (cosine similarity) ou distancia
euclidiana, por exemplo. Além disso, esse campo de aplicagdes nado utiliza rotulos pré-definidos
para cada um desses agrupamentos.

As abordagens de clusterizacdo podem ainda ser subdivididas em processos de Hard
Clustering, onde cada dado pertence a um Unico cluster, e em processos de Soft Clustering,
onde cada dado pode pertencer a mais de um cluster, com diferentes niveis de pertencimento
que variam entre 0 e 1 (Bora & Gupta, 2014). Um exemplo de algoritmo de Hard Clustering é

0 popular K-Means e um exemplo de Soft Clustering é o Fuzzy C-Means.

2.2.2.2 Reducéo de dimensionalidade

Algoritmos de reducdo de dimensionalidade no contexto de aprendizado de maquina
séo técnicas que buscam reduzir o numero de variaveis em um conjunto de dados, preservando
ao maximo as informacdes relevantes para a analise (NGAI et al., 2009). Esse tipo de técnica
representa 0s dados de um conjunto em um espago de menor dimensdo, mantendo as
caracteristicas essenciais dos dados originais, permitindo uma simplificacdo do modelo e

facilitando a visualizagdo dos dados. Na reducdo de dimensionalidade, costuma-se utilizar a
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técnica denominada analise de componentes principais (PCA - Principal Component Analysis),
que se baseia na criacao de varidveis e na captura da maior variabilidade da combinacéo linear
dos preditores, que sdo as variaveis ou caracteristicas utilizadas para analise nos modelos nédo

supervisionados (Fernandes, 2021).

2.2.3 Algoritmos de Machine Learning

2.2.3.1 Decision Tree

As Decision Trees (DTs) sdo estruturas que, a partir de um né inicial (n6 raiz), se
ramificam em outros nds (filhos) até que cheguem as folhas (XU et al., 2022). Nessa estrutura,
cada n6 denota um cenario de decisdo, que pode se ramificar em diversas alternativas, levando
a novos nos. Assim, as DTs sdo capazes de mapear 0s possiveis resultados finais decorrentes
de uma série de decisBes, sendo esses resultados as folhas, as quais podem ser associadas a
classes de saida do algoritmo.

Dessa forma, as DTs sdo métodos de aprendizado de maquinas supervisionados e
preditivos, capazes de prever valores numéricos reais esperados, atuando como uma abordagem
de regressdo, ou classes esperadas, atuando como uma abordagem de classificagdo, sendo
ambas as abordagens baseadas em um conjunto de amostras e atributos previamente definidos.
Existem diversos algoritmos de treinamento para as DTs, entre eles: Classification e Regression
Trees (CART) (BREIMAN et al., 1986); Iterative Dichotomiser 3 (ID3) (QUINLAN, 1986),
C4.5 (QUINLAN, 1993), SLIQ (MEHTA; AGRAWAL; RISSANEN, 1996) e SPRINT
(SHAFER, 1996).

O algoritmo CART é o mais conhecido e difundido para processos de regressao e
classificacdo (YAN et al., 2016). O CART divide o0 espaco em conjuntos retangulares, de modo
que classifica qualquer dado de acordo com os espacos definidos. Além disso, esse algoritmo
utiliza o conceito de impureza e ganho de informacéo como critério para a construcdo de sua
arvore, de modo que a divisdo de no pai para no filho maximize o ganho de informacéo. A
formula da Impureza de Gini utilizada como critério para a construgdo da arvore é descrita pela

Equacao 6:

Gini(S) = 1 -3}, (/) (6)
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Onde S representa o conjunto de dados a ser calculado a impureza, pj indica a frequéncia
relativa de j em S e j se refere a cada classe ou rétulo presente no conjunto S. Para o célculo do
ganho de informacéo, que deve ser maximizado, deve-se calcular aimpureza do né pai subtraida
da impureza ponderada dos nés filhos, sendo essa ponderacdo feita proporcionalmente ao

nimero de amostras de cada no filho.

2.2.3.2 Random Forest

Random Forest (RF) é um algoritmo de aprendizado supervisionado amplamente
utilizado em diversas areas de aplicacdo, tanto para regressdo quanto para classificacdo
(Yunxia, 2017). Nesse contexto, as RFs atuam por meio da geracdo de multiplas Arvores de
Decisdo (DTs), cada uma utilizando um subconjunto aleatério dos dados de treinamento
(BELGIU; DRAGUT, 2016). Proposto por Breiman (2001), o RF ¢ uma abordagem popular
devido a sua robusta capacidade de generalizacdo e a sua habilidade em mitigar problemas de
overfitting quando comparado a uma Unica Decision Tree (ZHANG; QUOST; MASSON,
2023).

Como podemos observar, a Random Forest tem sua base na técnica de Decision Tree,
sendo uma abordagem semelhante. Os detalhes que garantem uma maior robustez da primeira
técnica em relacdo a segunda estdo centrados nas etapas de obtencdo dos conjuntos de
treinamento a serem utilizados na construcdo de cada DT, na selecdo dos critérios e variaveis
durante a construcdo das DTs e na agregacdo desses multiplos resultados. As formulas
utilizadas para a construcdo das DTs contidas em uma Random Forest s&o as mesmas descritas
anteriormente pela Equacéo 6.

2.2.3.3 Regressdo linear
A regressao linear convencional € um modelo com uma Unica variavel independente.

De acordo com Acharya et al. (2019), essa técnica define a dependéncia da variavel dependente

e é descrita pela Equacéo 7:

y=Bo+pBl+¢ ()
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Onde y é a varidvel dependente, x é a variavel independente, também conhecida como
variavel preditora, o é o coeficiente linear, intercepto da reta onde a varidvel independente vale
0, 1 é o coeficiente da variavel independente, ou coeficiente angular, e é o erro ou residuo.

Como para todas as técnicas de regresséo, a base para o calculo é a Soma dos Quadrados
Residuais (SQR), de forma que essa soma seja minimizada ao fim da previsdo. Essa métrica
quantifica a diferenca entre os valores observados e os valores preditos pelo modelo, sendo
essencialmente uma medida de qudo bem o modelo representa os dados observados. A formula

do SQR esta descrita pela Equacéo 8:

Variancia(SQR) = Y7 (yi — y'i) (8)

Onde yi corresponde ao valor real e y’i ao valor predito da amostra i de um conjunto

total de amostras de tamanho n.

2.2.3.4 K-Means

Segundo Bora e Gupta (2014), o algoritmo K-Means é um dos mais populares
algoritmos de Hard Clustering. Ele recebe o parametro de entrada k, que representa 0 nimero
de clusters, e divide um conjunto de n objetos em k clusters de modo que a similaridade intra-
cluster resultante seja alta, mas a similaridade inter-cluster seja baixa. Essa similaridade pode
ser interpretada como a distancia entre cada ponto do conjunto de dados em um espaco
multidimensional, sendo medida pela tradicional distancia euclidiana. Esse algoritmo é
aplicado de forma iterativa, definindo k centréides (um para cada cluster) e seguindo uma
sequéncia de passos que passa pela escolha inicial do nimero de clusters k, pela selecdo dos
centrdides iniciais, atribuicdo dos pontos aos clusters e atualizacdo dos centrdides, sendo que
as duas Ultimas etapas sdo repetidas até que o resultado obtido seja satisfatério. Para encontrar
0 numero ideal de clusters, € comumente utilizado o Elbow Method, ou grafico do cotovelo,
onde o valor ideal de k é aquele em que k+1 ndo fornecerda uma reducéo significativa da Soma
dos Quadrados Residuais (SQR), metrica utilizada para medir a variancia.

2.2.3.5 Fuzzy C-Means

O Fuzzy C-Means (FCM) é uma técnica de Soft Clustering na qual cada ponto do

conjunto de dados pertence a um cluster em algum grau especificado, definido por um grau de
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pertencimento. Essa técnica apresenta um método de agrupamento dos pontos que povoam
algum espago multidimensional, sendo esse agrupamento feito em um nimero especifico de
clusters diferentes (Bora; Gupta, 2014).

Assim como no algoritmo K-Means, a maneira mais utilizada para encontrar o nUmero
ideal de clusters é realizando um processo iterativo chamado de Elbow Method, ou gréfico do
cotovelo. No FCM, a métrica para priorizacdo dos agrupamentos também é a soma dos
quadrados residuais, sendo que o ponto onde é observado que o acréscimo de mais um cluster
ndo gera uma reducdo significativa do RSS é assumido como o numero ideal de clusters. O
diferencial do FCM em relacdo ao K-Means é a possibilidade de representacdo do grau de

incerteza na atribuicdo de um ponto a um cluster.

3 METODOLOGIA

A metodologia a ser utilizada no desenvolvimento da reviséo sistematica da literatura,
representada na Figura 4, é baseada nas metodologias propostas por Randolph (2009) e
Tranfield, Denyer e Smart (2003).

Em linhas gerais, para a realizacéo da pesquisa foi necessario definir as strings de busca
relacionadas ao tema de forma adequada, com o auxilio do professor orientador e de seu aluno
de doutorado, Rafael Arantes. Logo em seguida, foi necessario buscar nas bases de dados
selecionadas as publicagbes com proposi¢cdes de modelos de selecdo, segmentacdo, avaliacéo e
desenvolvimento de fornecedores apoiadas por técnicas de machine learning. A segunda grande
parte da pesquisa consiste em analisar esses artigos selecionados e classifica-los em relacdo aos
métodos utilizados, aplicacdo no contexto de SRM, objetivo de aplicacdo das técnicas, tipo de

aprendizado e outros critérios.

Figura 4 — Esquematico das etapas de realizacdo da pesquisa
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que usam aprendizagemde maquina para apoiar
processos de gestdo de fornecedores

Nl

{ Objetivo de pesquisa: Revisar propostas de métodos J

Bases de dados: Web of Science, 1

< Sc Google Schok
Aprendizado de maquina s desa o

{Strir_lgg: Gestdo de fornecedores q

_ Definicdo exata das strings e insercdo

Etapal 3
= das mesmas nas bases de dados

Etapa2 > Eliminagdo de artigos duplicados
Etapa 3 [———> Pré-classificagdo ABC

Etapad —’

Defini¢do dos campos de classificagdo
aprofundada

Etapa5

N

[ Classificagdo dos artigos }

Fonte: Elaborado pela autora.

As etapas estdo melhor detalhadas a seguir:

1. Etapa 1: A primeira etapa consistiu na definicdo exata das strings de busca nas bases
de dados com auxilio do professor orientador responsavel e especialistas no tema. As
strings deveriam buscar por palavras e expressdes relacionadas a machine learning e a
gestdo de fornecedores. As mesmas foram inseridas nas bases de dados escolhidas, e foi
feita a selecdo de todos os artigos que contém uma das combinac6es definidas.

2. Etapa 2: A etapa 2 consistiu na eliminacdo de artigos duplicados, para a qual foi feita
uma comparacao dos titulos dos artigos obtidos de cada uma das bases de dados.

3. Etapa 3: Essa etapa consistiu na pré-classificacdo dos artigos restantes da etapa
anterior, que foram divididos em trés categorias: A, B e C, melhor definidas abaixo:

o Categoria A: Engloba os artigos que claramente abordam o foco da pesquisa.
Para identificad-los, analisamos o titulo e o resumo, verificando se é
explicitamente afirmado que o estudo trata de métodos de machine learning para
apoiar a gestéo de relacionamento com fornecedores.

o Categoria B: Engloba os artigos que possivelmente tratam do nosso tema de
pesquisa. Ao examina-los, procuramos mencdes separadas aos temas de
machine learning e gestdo de fornecedores no titulo e no resumo, mesmo que
ndo estejam diretamente relacionadas. No entanto, ainda ha a possibilidade de

esses artigos estarem ligados ao escopo do estudo.
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o Categoria C: Engloba os artigos que ndo se encaixam no escopo da pesquisa.
Os temas sdo mencionados de forma completamente desconexa, sem qualquer
conexdo perceptivel com a tematica de machine learning para gestdo de
fornecedores.

4. Etapa 4: Apds a classificagdo ABC, os artigos classificados como “C” foram
descartados, e foram definidos os critérios para classificacdo aprofundada. Os campos
para classificacdo foram decididos em conjunto com o professor orientador, levando em
consideracdo as analises foco da pesquisa.

5. Etapa 5: Os artigos previamente classificados como A e B foram analisados com base
nos critérios definidos na etapa anterior. Os artigos foram baixados e acessados
integralmente, assim, além da classificacdo detalhada, a etapa 5 verificou quais artigos
realmente abordavam o tema central da revisdo e quais eram acessiveis. Apds essa
categorizacdo, os resultados foram analisados e a conclusdo do relatério foi

desenvolvida.

4 DESENVOLVIMENTO

As atividades desenvolvidas e apresentadas a seguir foram obtidos a partir das cinco
etapas descritas na metodologia em conjunto com o professor orientador. Abaixo, é fornecida
uma descri¢cdo de como esses resultados foram alcancados em sequéncia cronoldgica:

I. Definicdo do protocolo de revisdo: 2 meses

Durante esse periodo, discutiu-se quais strings utilizar e como aprofundar teoricamente nas
técnicas de machine learning. Decidiu-se que a autora faria apresentacfes periodicas sobre
diferentes técnicas de machine learning para o grupo de pesquisa, em paralelo ao andamento
da pesquisa. A técnica a ser apresentada era sempre escolhida pelo professor orientador,
priorizando as mais relevantes no contexto estudado.

I1. Busca sistematica de estudos: 2 meses

Durante esse periodo, ocorreram as etapas 1 e 2 descritas anteriormente (Figura 4),
respectivamente as etapas de definig&o das strings de busca e extragdo dos artigos com
eliminacdo dos duplicados.

I11. Selecé@o de estudos: 2 meses

A selecéo dos estudos foi feita por meio da etapa 3 descrita anteriormente (Figura 4), que

retirou artigos classificados como fora do escopo de pesquisa das analises.
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IV. Extragédo de dados: 4 meses

A etapa de extracdo de dados compreende as etapas 4 e 5 do processo (Figura 4). Durante
essas etapas, foram definidos os campos de analise detalhada e realizada a leitura dos artigos
previamente selecionados, visando extrair os dados e informacdes conforme os critérios
estabelecidos. Além da extracdo dos dados, foi feito um fichamento simples de cada um dos
artigos classificados como dentro do escopo da reviséo.

4.1 Definicé@o do protocolo de reviséo e aprofundamento teérico em machine learning

As strings selecionadas apds as discussdes foram as descritas abaixo:

a. Para a tematica de Inteligéncia Artificial: "machine learning” OR ™"artificial
intelligence™ OR "data mining” OR "data analytics” OR "big data” OR "text mining" OR
"natural language processing” OR "unsupervised learning” OR "supervised learning” OR
"reinforcement learning™ OR "deep learning” OR "knowledge discovery".

b. Para a temética de gestdo de fornecedores: "supplier management” OR "supplier
selection” OR "supplier segmentation” OR "supplier development” OR "supplier evaluation”
OR "supplier assessment” OR "supplier categorization™ OR "supplier classification™.

A Figura 5 abaixo representa como as strings foram inseridas nas bases de busca.

Figura 5 — Strings de busca dos artigos

[ Strings de Machine Learning ] + ( Strings de Gestdo de fornecedores J

"machine leaming” OR "artificial
intelligence” OR “data mining” OR "supplier management"” OR "supplier
"data analytics” OR "big data” OR selection” OR "supplier
“text mining” OR "natural language segmentation” OR "supplier
processing” OR "unsupervised AND development” OR "supplier
learing” OR "supervised leaming” evaluation" OR "supplier assessment”
OR "reinforcement leaming” OR OR "supplier categorization” OR
"deep leaming” OR “supplier classification”
"Knowledge discovery” j \

Fonte: Elaborado pela autora.
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A selecdo de termos de pesquisa especificos foi fundamental para garantir a abrangéncia
e relevancia da revisdo sistematica da literatura sobre métodos de aprendizado de méaquina
aplicados para apoiar a gestdo de fornecedores.

Na tematica de Inteligéncia Artificial, foram selecionadas palavras-chave que abrangem
uma variedade de técnicas e conceitos amplamente utilizados em estudos relacionados a
machine learning e analise de dados, tais como "machine learning", "artificial intelligence",
"data mining", "big data", entre outros. Essa abordagem permitiu a inclusdo de estudos que
exploram diversas abordagens e tecnologias neste campo em constante evolucao.

J& na temaética de gestdo de fornecedores, foram escolhidas palavras-chave que refletem
0S principais aspectos e processos envolvidos na gestdo eficaz dos fornecedores, como
"supplier management”, "supplier selection”, "supplier development”, entre outros. Esses
termos foram selecionados com o intuito de abranger estudos que discutem estratégias, modelos
e ferramentas para melhorar a eficiéncia e eficacia da gestdo de fornecedores.

Além da definicdo do protocolo, em paralelo as etapas diretamente relacionadas a
pesquisa, foram feitos estudos de técnicas de machine learning para um aprofundamento teérico
no tema. A ideia desses estudos era que fosse feita uma apresentacdo para o grupo de pesquisa
de uma técnica a ser escolhida pelo professor orientador. As apresentagdes seguiram uma
estrutura de introducdo, contextualizacdo da técnica, aplicacdo do algoritmo em um exemplo
simples e, por ultimo, uma aplicacdo em forma de codigo. A ideia de fazer uma aplicacdo
simples era que os algoritmos estudados pudessem ser aplicados em um conjunto de dados
simples e que os passos fossem apresentados também de forma visual, priorizando a didatica.
J& a aplicacdo em forma de cddigo, teve como objetivo a capacitacdo para usos convencionais
dessas técnicas. As técnicas estudadas foram Decision tree, aplicada para classificacdo e
regressdo, Random Forest, também aplicada para classificacdo e regressao, K-means e Fuzzy

C-Means.
4.2 Busca Sistematica por Estudos

A busca sistemética por estudos consiste na inser¢do das strings definidas nas bases de
dados e na remocdo de artigos duplicados. Essa etapa extraiu inicialmente um total de 493
artigos de ambas as bases de dados e, apos a remocdao dos duplicados, esse nimero caiu para

371. A Figura 6 abaixo faz uma representacao visual desse processo.

Figura 6 — Esquematizacao da extracdo dos artigos
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Fonte: Elaborado pela autora.

4.3 Selecéo dos estudos

A selecdo dos estudos ocorreu durante a etapa 3 apresentada pela Figura 4, que consistiu
na pré-classificacdo dos artigos entre as categorias A, B e C. Essa atribuicdo foi baseada na
analise dos resumos, 0s quais sdo acessiveis a todos, ndo sendo necessario abrir cada um dos

papers.

4.4 Definicdo dos campos para anélise detalhada

A definicdo dos campos de analise dos artigos foi realizada em conjunto com o professor
orientador e seu aluno de doutorado Rafael Arantes. Foi levada em conta a relevancia de cada
campo de classificacdo para as analises quantitativas e qualitativas que deveriam ser feitas ao
fim do processo de classificagdo dos artigos.

Os campos para analise detalhada definidos foram os seguintes:

o Autores: Autores responsaveis pela publicagdo da pesquisa

e Ano: Ano de publicacéo

« Paises: Paises que contribuiram na publicacdo da pesquisa

o Instituigdes: InstituicGes responsaveis pela publicacdo do estudo
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o Técnicas de machine learning: Técnicas de machine learning que foram utilizadas em
etapas do método proposto pelos autores nos artigos.

o Tarefas de machine learning: A tarefa das técnicas de machine learning, classificadas
em algoritmos de classificacdo, regressao, clusterizacdo ou associacao.

e Abordagem de machine learning: Esse campo se refere ao tipo de aprendizado dos
algoritmos de machine learning, que se dividem entre supervisionados e néo
supervisionados.

o Objetivo de aplicacdo da técnica: Esse campo exige uma analise mais ampla do intuito
de utilizacdo da técnica de machine learning dentro do método proposto pelo autor,
relacionando esse objetivo de aplicacdo da técnica com o processo de SRM envolvido.

o Tipo de data set: Analise da origem do data set utilizado, entre real ou simulado.

e Processo de Supplier Relationship Management (SRM): Essa classe refere-se a
identificacdo de qual etapa do SRM o método proposto na publicacdo mais se alinha.
As opcOes para essa classificagdo incluem: avaliagdo, selecdo, segmentacéo,
desenvolvimento e pré-qualificacdo. A avaliacdo de fornecedores envolve métodos que
analisam um conjunto de fornecedores com base em critérios pré-definidos ou processos
que estabelecem esses critérios. A selecdo, embora relacionada a avaliacdo, distingue-
se pela criacdo de um ranking dos fornecedores avaliados. A segmentacao divide um
conjunto maior de fornecedores, classificando-os conforme o objetivo do estudo. A pré-
qualificacdo refere-se a validacdo preliminar de um grupo de fornecedores. Por fim, o
desenvolvimento estd relacionado a métodos que visam a criacdo de planos para
melhorar o desempenho dos fornecedores.

« Representacao linguistica: Refere-se a classificacdo entre linguagem convencional e
linguagem fuzzy.

o Método Multi-Criteria Decision Making (MCDM): Relaciona-se a utilizacdo de
alguma técnica de suporte MCDM em uma das etapas do método proposto na
publicagéo.

Aplicacdo/ Tipo de industria: Diz respeito a area ou inddstria onde o método foi

aplicado, caso tenha sido testado em um cenario real.

4.5 Extracdo dos dados

Neste periodo da pesquisa, foi realizada a leitura dos artigos previamente selecionados,

visando extrair os dados e informac6es conforme os critérios estabelecidos para sua anélise
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detalhada. A leitura de cada artigo foi feita acessando cada um individualmente, portanto, a
conferéncia da disponibilidade do artigo para o dominio de acesso utilizado foi feita em paralelo
a essa classificacdo. No total, 67 publicacdes foram classificadas como A e acessiveis para o
estudo. Além da categorizagdo dos artigos nos campos de classificacdo definidos em conjunto
ao grupo de pesquisa, um pequeno fichamento foi feito também para cada um dos 67 artigos,
com o objetivo de facilitar eventuais analises qualitativas dos conteudos abordados. Os
fichamentos seguiram um formato simples, com uma seccao dedicada a resumir o propdsito da
pesquisa e motivacdo do estudo, uma para sumarizar os pontos mais relevantes do referencial
tedrico, outra para resumir o método desenvolvido pelos autores, destacando seu passo a passo
e uma Ultima sec¢do para destacar os principais pontos apresentados na concluséo do estudo. A

figura 7 abaixo sintetiza o volume de publicacGes obtidas ao longo da pesquisa.

Figura 7 - Volume de publicagdes obtidos ao longo da pesquisa
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remocio dos inacessiveis C 210
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Classe Quantidade

A 67 Andlise de artigos
=== === classificados como A e
C 262 remocéio dos inacessiveis

Total: 329

Fonte: Elaborado pela autora

5 RESULTADOS E DISCUSSAO

5.1 Anélises bibliométricas

No total, foram encontrados 67 artigos que abordavam o tema em anélise e que estavam

disponiveis para acesso. O primeiro resultado obtido foi acerca do volume de publicacdes nos
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ultimos anos. A mais antiga publicacdo analisada foi feita no ano de 2001 e no ano de 2023
foram consideradas apenas publicacGes feitas até 0 més de abril. Na figura 8 é apresentado um

grafico com essa distribuicdo ao longo dos anos.

Figura 8 - Distribuicdo do nimero de publicac¢Ges ao longo dos anos

=
=
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Fonte: Elaborado pela autora.

Né&o foi observada uma tendéncia constante de crescimento de publica¢6es sobre o tema
desde 2001, mas é possivel observar um aumento consideravel na média de publicacdes desde
0 ano de 2018 até o periodo de formacdo da base de dados para analises (Abril de 2023).

Em relacdo aos tipos de publicagéo, 45 das publicagbes foram obtidas no formato de
artigo e 22 foram obtidas no formato de conference paper. Foi observada também uma clara
predominancia de alguns paises nas publicacdes relacionadas ao tema. Para essa analise, vale
ressaltar que um Unico artigo pode ter tido colaboracdo de mais de um pais para seu
desenvolvimento. A tabela 1 abaixo apresenta os paises que publicaram sobre o tema e seu

respectivo numero de colaboracdo em publicaces.

Tabela 1 - Paises que publicaram sobre o tema e seus nimeros de publicacoes

Pais N° de publicac6es

China 24

Estados Unidos 8




Ird

India

Canada

Taiwan

Coreia do sul

Bangladesh

Indonésia

Maléasia

Turquia

Alemanha

Australia

Bélgica

Brasil

Islandia

Italia

Japéo

Maléasia

México

Palestina
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Portugal 1
Roménia 1
Rassia 1
Reino Unido 1

Fonte: Elaborado pela autora.

E possivel observar uma clara predominancia de colaboracdes da China sobre o tema
analisado, que participou de aproximadamente 36% do total de publicacdes. Estados Unidos,
Ird e india foram os demais paises que apresentaram um numero consideravel de participacio
em publicagdes, com aproximadamente 12%, 10% e 7% de participacdo nas publicacdes,
respectivamente. N&o foi observada uma correlagéo forte de colaboragdo entre esses paises em
suas publicacoes.

Em relacdo ao Brasil, um Unico estudo foi observado sobre o tema. A universidade
responsavel por sua publicacdo foi a Universidade Federal de Santa Catarina, em parceria com
a Berlin School of Economics and Law. A publicacdo em questdo propés um método de
segmentacdo de fornecedores, analisando resiliéncia e risco nesse processo, onde a técnica de
machine learning utilizada foi o K-Nearest Neighbours (KNN), uma técnica de classificacdo
que teve como objetivo segmentar os fornecedores entre trés classes, sendo elas fornecedores
resilientes, ndo resilientes e moderadamente resilientes.

Foi analisado também o ndmero de publicacdes por autores, mas ndo foi observado
nenhum autor que tenha contribuido em mais de 2 publicacBes sobre o tema, o que néo
demonstrou uma predominéncia individual de ninguém no contexto académico. Vale ressaltar
que foram considerados para analise apenas os 3 primeiros autores de cada publicacéo.

Além da analise por autores, foi feita também uma anélise das publicagdes por
instituicOes de pesquisa. O resultado das instituicdes que participaram de pelo menos 2

pesquisas sobre o tema é descrito na Tabela 2.

Tabela 2 - Instituicbes que mais publicaram sobre o tema

Universidade Numero de publicacGes

participante
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Islamic Azad University 5
National Taipei University of Technology 3
Shandong University 2

Hong Kong Polytechnic University 2

Fonte: Elaborado pela autora.

Em relacéo aos autores dos artigos, também ndo foi observado um nimero elevado de
publicacGes de um mesmo autor sobre o tema ou uma correlacdo recorrente de colaboracéo

entre autores.

5.2 Andlises quantitativas

Durante a fase de leitura e analise, uma das informag6es mais relevantes coletadas foi a
identificacdo das técnicas de machine learning mais utilizadas no contexto de Supplier
Relationship Management (SRM). A Tabela 3 mostra a frequéncia com que cada técnica foi
aplicada nos métodos propostos nas publicacdes. Vale destacar que uma mesma publicacao

pode empregar mais de uma técnica de machine learning.

Tabela 3 - Recorréncia de uso de cada técnica de Machine Learning

Técnica de Machine Learning NUmero de vezes que
apareceu
Neural Networks 23
Decision Tree 10
Support Vector Machine (SVM) 9
K-Means 7
Association Rule Mining 5
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Logistic Regression

Natural Language Processing (NLP)

Fuzzy Neural Network

K-Nearest Neighbors (KNN)

Random Forest

Recurrent Neural Network (RNN)

Apriori

Autoregressive Integrated Moving Average (ARIMA)

Bayesian Networks

Fuzzy C-Means

Naive bayes

Adaboost

Clustering K-Prototyping

Gradient Boosting

Hierarchical Clustering

Holt's Linear Trend (HLT)

i-PM

Least Squares Support Vector Machine (LS-SVM)

Prediction Generation Probability Model (PGPM)
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Projected Clustering 1

Relational Regressor Chain (RRC) 1

Repeated Incremental Pruning to Produce Error Reduction 1
(RIPPER)

Self-Organizing Maps (SOM) 2

Semi-Fuzzy Support Vector Domain Description 1

Fonte: Elaborado pela autora.

As técnicas mais frequentes foram as Redes Neurais (Neural Networks), presentes em
cerca de 34% das publicac6es analisadas. Em seguida, aparecem Decision Tree (15%), Support
Vector Machine (13%), K-means (10%) e Association Rule Mining (7%)

Também foi investigado o tipo de abordagem de machine learning utilizada nos artigos,
considerando se foram supervisionadas, ndo supervisionadas ou uma combinacao de ambas. Os

resultados dessa andlise estdo detalhados na Tabela 4.

Tabela 4 - Segmentacdo por abordagens supervisionadas ou ndo supervisionadas

Tipo de abordagem Numero de publicacdes
Né&o supervisionado 18
Supervisionado 43
Mesclou ambas as abordagens 6

Fonte: Elaborado pela autora.

E possivel observar que aproximadamente 64% das publicacbes adotaram apenas
técnicas supervisionadas em seus métodos propostos, enquanto 27% utilizaram apenas

abordagens nédo supervisionadas. As demais publicac6es (9%) mesclaram ambas as abordagens.
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Foram analisados os conjuntos de dados empregados nas publicacgdes, classificando-os entre
reais e simulados. A Tabela 5 apresenta esses dados.

Tabela 5 - Tipos de data set utilizados

Tipo de data set Quantidade
Real 51
Simulado 16

Fonte: Elaborado pela autora.

A andlise revelou que 76% das publicacbes utilizaram conjuntos de dados reais,
enquanto 24% optaram por conjuntos simulados.

As tarefas de machine learning mais recorrentes nos estudos analisados também foram
mapeadas. Vale ressaltar que alguns artigos empregaram mais de uma tarefa ao longo de seus

métodos propostos. A distribuicdo dessas tarefas esta na Tabela 6.

Tabela 6 - Recorréncia de tarefas de Machine Learning

Task de Machine Learning Recorréncia
Associacao 10
Classificacéao 26
Clusterizagéo 17
Regresséo 23

Fonte: Elaborado pela autora.

A maioria das publicagdes focou em abordagens de classificacdo e regressdo, enquanto
técnicas de associacdo e clusterizacdo foram menos abordadas.

Foi analisada também a distribuicdo dos métodos propostos nos artigos em relacao as
etapas do processo de Gerenciamento de Relacionamento com Fornecedores (SRM). A Tabela

7 apresenta essa distribuicdo. E importante observar que, para a categorizacio, considerou-se
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apenas a etapa mais relevante para o objetivo do método proposto, ou seja, cada publicacéo foi

associada a apenas uma etapa do processo SRM.

Tabela 7 - Distribuicdo das aplicacdes em relagdo a etapa do SRM

Etapas do processo SRM Recorréncia
Avaliacdo 17
Desenvolvimento 2
Pré-qualificacao 2
Segmentacao 13
Selecéo 33

Fonte: Elaborado pela autora.

Observa-se que a etapa do processo SRM mais frequente nos estudos foi a de selecéo

(49%), enquanto as menos frequentes foram desenvolvimento e pré-qualificacdo, representando

a etapa principal em apenas 3% das publicac¢des, cada uma.

Também foi analisado o tipo de linguagem utilizado nos artigos, distinguindo entre

linguagem fuzzy e logica classica. Dos artigos analisados, cerca de 67% (45 artigos) utilizaram

apenas logica classica, enquanto aproximadamente 33% (22 artigos) aplicaram linguagem fuzzy

em algum momento da proposi¢do do método.

A Tabela 8 detalha a distribuicdo dessas linguagens em relacdo as técnicas de machine

learning utilizadas nos artigos. E importante destacar que alguns artigos empregaram mais de

uma técnica de machine learning ao longo da proposta do método.

Tabela 8 - Distribui¢do dos quantidade de referente ao uso do tipo de linguagem e abordagens de

Machine Learning

Representacao

Linguistica

Associacao

Classificacao

Clusterizacao

Regressao

Total
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Fuzzy 4 9 5 5 23

Cléassica 6 19 8 18 51

Fonte: Elaborado pela autora.

A distribuicdo do uso das linguagens fuzzy e convencional nas tarefas de Machine
Learning foi proporcional a frequéncia geral dessas abordagens: aproximadamente 31% para a
linguagem fuzzy e 69% para a logica classica.

Em relacdo a distribuicdo dessas linguagens nas etapas do processo de SRM, o0s

resultados estdo detalhados na Tabela 9.

Tabela 9 - Distribuigdo dos artigos sobre as linguagens utilizadas e as etapas do processo de SRM

Representaca | Avaliacad | Desenvolviment Pré- Segmentaca | Selecd | Tota
o0 Linguistica 0 0 qualificaca 0 0 I
0
Fuzzy 3 0 1 5 13 22
Cléssica 14 2 1 8 20 45

Fonte: Elaborado pela autora.

Nessa analise, cada publicacdo foi associada apenas a etapa mais relevante dentro do
método proposto. Observou-se que, especialmente na etapa de avaliacdo, a légica classica foi
mais utilizada do que a fuzzy. Nas demais etapas, a distribui¢cdo se mostrou proporcional a
frequéncia geral de uso de cada abordagem.

Além das abordagens de machine learning, das etapas do processo SRM e do tipo de
linguagem utilizada, foram também analisadas as técnicas de Multi-criteria Decision Making
(MCDM) presentes nas publicagdes. Dos estudos analisados, 44 publicacdes (cerca de 66%)
ndo utilizaram abordagens MCDM, enquanto 23 publicagbes (aproximadamente 34%)

empregaram essas técnicas. As técnicas MCDM mais utilizadas estdo listadas na Tabela 10.

Tabela 10 - Recorréncia de uso de cada técnica MCDM



Técnica MCDM

NuUmero de vezes que

foi utilizada
AHP (Analytical Hierarchy Process) 9
DEA (Data Envelopment Analysis) 7
Fuzzy TOPSIS (Technique for Order Preference 2
by Similarity to Ideal Solution)
Best/Worst Method 1
ELECTRE (ELimination Et Choix Traduisant la 1
REalité
Fuzzy Best Worst Method 1
Grey Correlation Analysis 1
MULTIMOORA (Multi-Objective Optimization by 1
Ratio Analysis)
SWOT (Strengths Weaknesses Opportunities and 1
Threats) Fuzzy
TOPPRA (Technique for Order of Preference by 1
Similarity to Ideal Solution)
Weighted Sum Model (WSM) 1

Fonte: Elaborado pela autora.

de uma técnica MCDM ao longo da proposicao de seus metodos.

Tabela 11 - Distribuicdo do uso das técnicas MCDM

59

Observa-se que apenas trés abordagens MCDM foram aplicadas pelo menos duas vezes:
AHP, DEA e Fuzzy Topsis. A distribuicdo do uso dessas técnicas nas diferentes etapas do

processo SRM esta apresentada na Tabela 11. Vale ressaltar que alguns artigos utilizaram mais
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Etapa do processo SRM

Técnicas Avaliacdo | Desenvolvimento Pré- Segmentacdo | Selecdo | Total
MCDM qualificacdo
AHP 2 0 0 1 6 9
DEA 2 0 0 4 1 7
Best Worst 0 0 0 0 1 1
Method
ELECTRE 0 0 0 0 1 1
Fuzzy Best 1 0 0 0 0 1

Worst Method

Fuzzy Topsis 1 0 0 0 1 2
Grey 0 0 0 0 1 1
Correlation
Analysis
MULTIMOO 0 0 0 0 1 1
RA
SWOT fuzzy 0 0 0 0 1 1
TOPPRA 1 0 0 0 0 1
Weighted Sum 0 0 0 0 1 1
Model
Total: 7 0 0 5 14 26

Fonte: Elaborado pela autora.

A Tabela 12 apresenta um resumo detalhado da aplicacdo das técnicas de Machine

Learning, abordagens MCDM e as etapas do processo SRM em que foram empregadas.
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Tabela 12 - Distribuicdo dos artigos entre as abordagens de machine learning e as etapas do processo

SRM

Processo de Abordagem Técnica Nome do artigo Autores Ano
SRM de Machine Machine
Learning learning
Avaliacdo Associacdo Apriori Mining Pattern of Xu, Xu and 2009
Supplier with the Lin, Jie and
Methodology of Xu, Dongming
Domain-Driven
DataMining
Association Optimal control in Kappelman, | 2020
Rule Mining dynamic food supply | Ashton Conrad
chains using big data and Sinha,
Ashesh Kumar
Application of Haery, A. and | 2008
association rule Salmasi, N.
mining in supplier and Modarres
selection criteria Yazdi, M. and
Iranmanesh,
H.
Natural A novel Multiple Golpira, Heris | 2018
Language Attribute Decision
Processing Making approach
(NLP) based on interval
data using U2P-
Miner algorithm
Classificaca Natural A Patent-Based Tool | Cammarano, | 2021
0 Language to Support A.and
Processing Component Suppliers | Varriale, V.
(NLP) Assessment in the | and Michelino,
Smartphone Supply | F. and Caputo,
Chain M.
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Neural A case based Zhao, K. and | 2010
Networks; reasoning approach Yu, X.
Clustering K- | on supplier selection
Prototyping; in petroleum
Decision Trees enterprises
Neural Evaluation Model of | Wan, Wei and | 2021
Networks Power Operation and | Liu, Yuanlong
Maintenance Based and Han,
on TextEmotion Xingwang and
Analysis Wang, Huijian
Prediction Evaluation Model of | Wang, H. and | 2021
Generation Power Operation and | Wang, H. and
Probability Maintenance Based | Hu, J. and Xu,
Model on J. and Li, J.
(PGPM); Text Emotion and He, B.
Neural Analysis
Networks
Neural Risk assessment for | Su, Chuan-Jun | 2018
Network; global supplier and Chen, Yin-
Natural selection using text An
Language mining
Processing
(NLP)
Support Vector | A Study of Supplier Zhao, L.and | 2021
Machine (SVM) Selection Method Qi, W. and
Based on SVM for Zhu, M.
Weighting Expert
Evaluation
Application of an Liou, James J. | 2021
MCDM model with | H. and Chang,
data mining Mu-Hsin and
techniques for green | Lo, Huai-Wei
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supplier evaluation

and selection

and Hsu, Min-

Hsi

Clusterizaca K-Means Dashboard Yurtay, Yuksel | 2020
0 application model in | and Ayanoglu,
supplier evaluation Murat
by using artificial
immune system and
data mining methods
Estimation of the Kolesnikova, | 2021
features influence on D. and
cluster partition Andreev, Y.
and lureva, R.
Neural A hybrid approachto | Ha, S.H.and | 2007
Networks; Self- | supplier selection for | Krishnan, R.
Organizing the maintenance of a
Maps (SOM) competitive supply
chain
Neural A case based Zhao, K. and | 2010
Networks; reasoning approach Yu, X.
Clustering K- | on supplier selection
Prototyping; in petroleum
Decision Trees enterprises
Regressao Least Squares A new enhanced Vahdani, B. | 2016
Support Vector | support vector model | and Mousavi,
Machine (LS- based on general S.M. and
SVM); Neural variable Tavakkoli-
Networks neighborhood search | Moghaddam,
algorithm for R. and
supplier performance | Hashemi, H.

evaluation: A case

study
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Neural

Networks

Supply Capability
Evaluation of
Intelligent
Manufacturing
EnterprisesBased on
Improved BP Neural

Network

Quan, Quan
and Zhang,
Zhonggiang

2022

An integrated neural
network and data
envelopment analysis
for supplier
evaluation under
incomplete

information

A~,Z‘elebi, D.
and Bayraktar,
D.

2007

Neural
Networks; Self-
Organizing
Maps (SOM)

A hybrid approach to

supplier selection for

the maintenance of a
competitive supply

chain

Ha, S.H. and
Krishnan, R.

2007

Desenvolviment

0

Associacao

Apriori

Data mining for the
optimization in
manufacturing

process

He, T.

2010

Clusterizaca

(0]

K-Means

Data analytics for
transforming towards
smart supplier
relationship
management (A case
study in
manufacturing

company)

Anggrahini, D.

and Kurniati,

N. and Sukma,
A.P.

2021

Pré-qualificacdo

Associacdo

Using data mining

synergies for

Jain, Rajeev
and Singh, A.

2012
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evaluating criteria at | R. and Yadav,
pre-qualification H. C. and
stage of supplier Mishra, P. K.
selection
Classificacd | Support Vector Machine learning Mori, 2012
0 Machine (SVM) | approach for finding | Junichiro and
business partners Kajikawa,
and building Yuya and
reciprocal Kashima,
relationships Hisashi and
Sakata,Ichiro
Segmentacdo | Classificaca A Hybrid DEA- Cheng, Yijun | 2017
0 Adaboost Model in and Peng, Jun
Supplier Selection for and Zhou,
Fuzzy Variable Zhuofu and
andMultiple Gu, Xin and
Objectives Liu, Weirong
Decision Trees; | Supplier selection: A | Wu, Desheng | 2008
Neural hybrid model using
Networks DEA, decision tree
and neural network
Designing a supplier | Wahyudi, S. | 2022
evaluation model in | and Asrol, M.
the cheese industry
using hybrid method
K-Nearest Supervised machine | Harikrishnaku | 2019
Neighbors learning approach mar, R. and
(KNN); Logistic | for effective supplier | Dand, A. and
Regression; classification Nannapaneni,
Naive Bayes; S. and
Decision Tree; Krishnan, K.
support Vector
Machine (SVM)
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K-Nearest A supervised Cavalcante, 2019
Neighbors machine learning .M. and
(KNN) approach to data- Frazzon, E.M.
driven simulation of | and Forcellini,
resilient supplier F.A. and
selection in digital lvanov, D.
manufacturing
Neural Using artificial Kar, A.K. 2013
Networks neural networks and
analytic hierarchy
process for the
supplier selection
problem
Random Forest | Identification of Core | Hong, Jung-sik | 2018
Suppliers Based on and Yeo,
E-Invoice Data Hyeongyu and
UsingSupervised Cho, Nam-
Machine Learning | Wook and Ahn,
Taeuk
Support Vector Study on the Cai, L. and 2008
Machine (SVM) | application of SVM Song, F. and
in supplier primary Yuan, D.
election
Clusterizacd | Fuzzy C-Means A clustering Liu, W. and 2010
0 algorithm FCM-ACO Jiang, L.
for supplier base
management
K-Means; A multi-agent Symeonidis, 2001
Association infrastructure for A.L. and
Rule Mining enhancing ERP Chatzidimitrio
system intelligence w, K.C. and
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(SVM); Using Machine N. and Rajan,
Decision Trees; | Learning and Data AJ.
Logistic Envelopment
Regression Analysis

Fonte: Elaborado pela autora.

A Tabela 13 apresenta a quantidade de publica¢Ges para cada tipo de abordagem SRM

e abordagem de Machine Learning, facilitando a visualizacao das distribuicdes.

Tabela 13 - Divisdo dos artigos entre etapas do processo SRM e tarefas de machine learning com

guantidade
Etapa do processo SRM | Tarefa de Machine Learning | Quantidade Total
Avaliacéo Associacao 4 21
Classificacao 7
Clusterizacao 6
Regresséo 4
Desenvolvimento Associacao 1 2
Classificacao 0
Regresséo 0
Clusterizacao 1
Pré-qualificacdo Associacao 1 2
Clusterizacao 0
Regressao 0
Classificacéao 1
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Segmentacao Associacao 1 14
Classificacao 8
Clusterizacao 4
Regresséo 1

Selecéo Associacao 3 37
Classificacao 11
Clusterizacao 5
Regressao 18

Fonte: Elaborado pela autora.

5.3 Discussao dos resultados

Foram analisadas 67 publicagdes com o objetivo de investigar a aplicacdo de técnicas
de aprendizado de maquina no contexto dos processos de SRM para identificar os principais
objetivos de utilizacdo dessas técnicas.

No contexto de avaliacdo de fornecedores, seria esperado que abordagens de
aprendizado de maquina voltadas a regressdo fossem predominantes, especialmente devido a
capacidade desse tipo de técnica em prever a performance e desempenho futuro de fornecedores
com base em critérios como, como qualidade, custo e eficiéncia.

De fato, foram utilizados modelos preditivos baseados em redes neurais para atribuicdo
de pontuacdes de desempenho e a estimativa da eficiéncia dos fornecedores, por meio de notas,
reforcando a eficicia da regressdo nesse contexto. No entanto, as técnicas de classificacdo
foram as mais recorrentes, principalmente em contextos que apresentaram a necessidade de
categorizar fornecedores em grupos de risco, avaliar a credibilidade de dados subjetivos e lidar
com informacgOes textuais e emocionais, como as extraidas de dialogos e opinides de

especialistas.



77

Muitas das avaliagdes envolveram classificar fornecedores em categorias de risco ou
credibilidade, onde técnicas de classificagcdo, como decision trees e redes neurais, se destacam
por sua capacidade de lidar com multiplos atributos qualitativos e subjetivos. Além disso, a
analise emocional de textos e didlogos, uma tarefa complexa e de natureza subjetiva, tem
demandado a aplicacéo de técnicas que classifiquem os fornecedores com base em sentimentos
e opinides, um dominio tipicamente reservado as abordagens de classificacéo.

De maneira geral, as aplicagdes convergiram para uma previsdo mais precisa e
abrangente do desempenho dos fornecedores, otimizando o processo de avaliagdo como um
todo.

Na etapa de desenvolvimento do relacionamento com fornecedores, 0 uso de machine
learning, especificamente através da mineracao de regras de associacdo e clusterizacao, teve
como objetivo otimizar esse processo, levando em consideracdo o seu desempenho. A
mineracdo de regras de associagdo permitiu identificar padrdes ocultos entre feedback dos
clientes e o desempenho dos fornecedores, auxiliando na retencédo de clientes ao mesmo tempo
que ajusta e melhora a rede de fornecedores existente. Ja 0 K-Means, técnica de clusterizacdo
utilizada, tem como objetivo segmentar fornecedores com base em critérios de desempenho,
agrupando-os em clusters que possibilitam a empresa tomar decisbes mais informadas e
estratégicas, como a aplicacdo de estratégias de gerenciamento especificas para cada grupo com
0 objetivo de desenvolver os mesmos.

No contexto da pré-qualificacdo, técnicas de mineracdo de processos, como o i-PM, e
algoritmos de classifica¢do, como o Support Vector Machine (SVM), foram os utilizados pelos
autores para lidar com a complexidade e incerteza associadas ao processo. O i-PM identifica
associacles ocultas nos dados de pré-qualificacdo e define os critérios essenciais para a
classificacdo de fornecedores. O SVM por sua vez € utilizado para prever se as relacdes entre
fornecedores e compradores serdo mutuamente benéficas, classificando-as em pares que tém
potencial de sucesso ou ndo. Ambas as técnicas sdo aplicadas com o objetivo de permitir uma
construcdo de relacGes estratégicas mais eficazes, seja na tentativa de identificar regras de
relacionamentos de sucesso ou na tentativa de prever pares de cliente e fornecedor que possuem
potencial.

Em relacdo a segmentacdo de fornecedores, as técnicas de aprendizado de maquina,
especialmente classificacdo e clusterizacéo, tém sido amplamente empregadas com objetivos
distintos, dependendo da abordagem utilizada. No caso das técnicas de clusteriza¢do, como o
k-means, o objetivo é segregar fornecedores em grupos distintos com base em caracteristicas

especificas, permitindo uma analise detalhada dos perfis de cada cluster. Essa segmentacao
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facilita o gerenciamento e a identificagdo de fornecedores com caracteristicas semelhantes,
possibilitando uma anélise mais precisa e escalavel, com o objetivo de melhorar a eficiéncia e
a precisao da segmentacao.

Por outro lado, as abordagens de segmentacdo que utilizaram técnicas de classificacéo
tém como foco a categorizagdo direta dos fornecedores baseada em critérios, como eficiéncia,
qualidade ou resiliéncia. Em alguns casos, a classificacdo entre fornecedores eficientes e
ineficientes pode ser feita a partir de saidas do DEA (Data Envelopment Analysis), uma
abordagem MCDM. A utilizacdo de classificacdes também tem o objetivo de superar a
subjetividade inerente ao julgamento humano. Dessa forma, a segmentacdo com auxilio de
técnicas de machine learning permitem uma tomada de decisdo mais objetiva e menos sujeita
a vieses.

Por fim, no processo de selecdo de fornecedores, as técnicas de regressao tiveram como
principais objetivos em suas aplicacfes prever o desempenho dos fornecedores baseado em
dados historicos. Modelos como redes neurais e metodologias hibridas sdo amplamente
utilizados para capturar padrdes complexos e atribuir pesos aos critérios de selecdo, otimizando
esse processo e reduzindo a subjetividade. Além disso, essas técnicas também foram utilizadas
com o objetivo de simular o julgamento dos gestores e fornecer uma avaliagdo menos subjetiva.

As técnicas de classificacdo, por sua vez, sdo empregadas para categorizar 0S
fornecedores com base em critérios quantitativos e qualitativos. Abordagens como SVM e
Random Forest sdo as mais frequentemente usadas para identificar os fornecedores mais
adequados. Essas técnicas contribuem para um processo também mais automatizado e
transparente, reduzindo a subjetividade e otimizando a tomada de decisao.

Além dos contextos especificos do Gerenciamento do Relacionamento com o0s
fornecedores (SRM), algumas outras discussdes podem ser feitas. Aproximadamente 49% das
publicacbes analisadas abordam especificamente essa etapa. Isso reflete a centralidade da
selecéo eficiente de fornecedores dentro do ciclo do processo de SRM, sendo um dos principais
objetivos nesse contexto.

Além da selecdo, as etapas de segmentacdo e avaliagdo também foram amplamente
exploradas, correspondendo a 21% e 25% das publicagdes, respectivamente. Essas etapas
envolvem processos quantitativos diretamente alinhados com as técnicas de aprendizado de
maquina, como atribuicdo de notas, agrupamento e categoriza¢do. Em contrapartida, as etapas
de desenvolvimento do relacionamento com fornecedores e pré-qualificacdo foram menos
abordadas, representando apenas 3% das publica¢des cada uma. A baixa recorréncia de estudos

sobre a pré-qualificacdo pode ser explicada pelo fato de essa etapa ser menos explorada no
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contexto geral de SRM. Ja o desenvolvimento de relacionamento, por sua natureza mais
subjetiva, apresenta desafios adicionais para a aplicacao de técnicas de aprendizado de maquina,
0 que justifica a menor quantidade de estudos focados nessa etapa.

No que tange as abordagens de aprendizado de maquina, as técnicas de classificacéo e
regressdo se destacaram como as mais frequentes, ambas associadas a modelos
supervisionados. A preferéncia por essas abordagens se justifica pela compatibilidade com as
demandas do processo de SRM, onde € comum a necessidade de atribuir pontuacdes e rétulos
aos fornecedores. Técnicas de clusterizacdo foram utilizadas apenas para agrupar fornecedores
sem a necessidade de rétulos, enquanto as técnicas de associagdo concentraram-se na extracao
de regras, com o objetivo principal de reduzir a subjetividade dos processos e permitir decisoes
mais informadas.

Por fim, no contexto das técnicas de Multi-Criteria Decision Making (MCDM),
observou-se que a maioria dos métodos analisados ndo recorreu a essas abordagens como
suporte. Entretanto, entre os 35% das publicagdes que empregaram técnicas MCDM, destacam-
se principalmente o AHP e o DEA. O AHP é frequentemente mencionado como a técnica
MCDM mais utilizada em processos de SRM, por sua adequacao a atribuicao de notas e pesos
para os critérios de avaliagdo de fornecedores. J& o DEA se mostra relevante por sua
flexibilidade no tratamento de diferentes tipos de dados e sua capacidade de calcular eficiéncia,
caracteristicas que também se alinham bem ao contexto de SRM.

6 CONCLUSAO

Este estudo revisou o estado da arte da aplicacao de técnicas de aprendizado de maquina
na gestdo de fornecedores, abordando selecdo, segmentacdo, avaliacdo e desenvolvimento. A
revisio da literatura identificou as principais técnicas, como Redes Neurais e Arvores de
Deciséo, com foco na sua aplicabilidade utilizando conjuntos de dados reais.

No que tange a comparacdo das abordagens, verificou-se que técnicas supervisionadas
predominam, e que 0s métodos ndo supervisionados foram consideravelmente menos
explorados no contexto de gestdo de fornecedores, com ressalva para 0 processo de
segmentacdo de fornecedores. Desafios como a disponibilidade de dados em larga escala e a
interpretabilidade de modelos complexos foram destacados pelos autores, tendo sido
consideradas barreiras para uma aplicagdo mais ampla, visto que implicam em uma dificuldade

para a capacidade de treinamento e generalizagdo dos modelos. Além disso, a eficacia das
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técnicas de machine learning empregadas esta frequentemente condicionada a qualidade desses
dados.

O estudo aponta que ha oportunidades para preencher as lacunas identificadas, como a
necessidade de mais pesquisas em técnicas ndo supervisionadas e fuzzy logic, aléem de uma
maior integracdo com métodos de decisdo multicritério (MCDM). Além disso, 0s processos de
pré-qualificacdo e desenvolvimento de fornecedores foram pouco abordados, representando
areas promissoras para estudos futuros.

Em relacdo as limitagcdes do estudo, identificou-se ao final da pesquisa que ndo foram
incluidas strings de busca diretamente relacionadas a técnica PCA (Analise de Componentes
Principais), o que representa uma lacuna na reviséo da literatura realizada e uma oportunidade
de melhoria para trabalhos futuros sobre o tema. Além disso, a expressao “supplier clustering”,
comumente utilizada na area, também ndo foi incluida, o que indica que alguns artigos
envolvendo a clusterizagao de fornecedores podem néo ter sido contemplados na reviséo devido
a auséncia dessa string especifica nos critérios de busca.

Por fim, a sintese das descobertas oferece uma base sélida para que futuras pesquisas
possam explorar o tema de forma mais direcionada e eficaz. Em suma, o campo de estudo da
aplicacdo de técnicas de machine learning em SRM est4d em expansdo, mas ainda enfrenta
limitacOes a serem superadas e lacunas a serem preenchidas para que seu potencial seja
plenamente alcangado. Vale também ressaltar que ndo foram encontradas pesquisas anteriores
gue apresentassem uma revisdo sistematica da literatura sobre a aplicacdo de técnicas de

machine learning no contexto de gestdo de fornecedores.
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