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RESUMO

Este estudo apresenta uma revisao de escopo da literatura sobre o impacto da qua-
lidade dos dados no desenvolvimento de grandes modelos de linguagem (LLMs) e inte-
ligéncias artificiais generativas. A pesquisa aborda questoes relacionadas ao desempenho,
confiabilidade e vieses, destacando como a qualidade de dados afeta diretamente a gene-
ralizagao e precisao desses modelos. Os métodos incluem a anélise de artigos publicados
entre 2018 e 2024, identificando desafios, solucoes e praticas para melhorar a curadoria
e o gerenciamento de dados. Foram analisados 39 trabalhos e os resultados indicam que
praticas como o pré-processamento de dados e frameworks de governanca podem mitigar
vieses, reduzir erros e aumentar a eficiéncia. O estudo enfatiza que a qualidade dos dados
é um fator critico para o sucesso dos LLMSs, influenciando desde o desempenho técnico
até implicacoes éticas e sociais.

Palavras-Chave — Qualidade de Dados, Grandes Modelos de Linguagem, Inteligéncia
Artificial Generativa, Vieses, Governanga de Dados.



ABSTRACT

This study presents a scope review of the literature on the impact of data quality on
the development of large language models (LLMs) and generative artificial intelligence.
The research addresses issues related to performance, reliability, and biases, emphasizing
how data quality directly affects the generalization and accuracy of these models. The
methodology includes the analysis of articles published between 2018 and 2024, identifying
challenges, solutions, and practices for improving data curation and management. A
total of 39 studies were analyzed, and the results indicate that practices such as data
preprocessing and governance frameworks can mitigate biases, reduce errors, and increase
efficiency. The study underscores that data quality is a critical factor for the success of
LLMs, influencing not only technical performance but also ethical and social implications.

Keywords — Data Quality, Large Language Models, Generative Artificial Intelligence,
Biases, Data Governance.
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1 INTRODUCAO

Nas primeiras décadas do século XXI observou-se um aumento significativo no de-
senvolvimento de novas tecnologias, especialmente nas areas de telecomunicagoes e com-
putacao. A informatizacdo de diversos setores da economia tornou ubiqua a presenca de
dispositivos eletronicos, levando ao surgimento de uma onda sem precedentes de acimulo
de dados (SCHWAB, 2017; NAIMI; WESTREICH, 2014). O barateamento das tecnolo-
gias de armazenamento e o aumento da capacidade de processamento permitiram que as
organizagoes acumulassem vastas quantidades de informagcoes. Esse fenomeno impulsio-
nou o reconhecimento do valor estratégico dos dados, tornando a capacidade de coletar,
armazenar e, principalmente, analisar grandes volumes de dados essencial para empre-
sas que buscam manter-se competitivas em um mercado dinamico e orientado por dados.
Esse processo de acumulacdo e processamento de grandes quantidades de dados foi de-
nominado Big Data. Segundo Chen, Chiang e Storey (2012), o conceito de Big Data é
tradicionalmente descrito pelos trés ”Vs”: Volume, Velocidade e Variedade, que se re-
ferem, respectivamente, a grande quantidade de dados gerados, & rapidez com que sdo
processados e a diversidade de formatos e fontes de dados. Com o passar do tempo, ou-
tros 7 Vs”foram adicionados, como Veracidade, que diz respeito a qualidade dos dados, e
Valor, relacionado a utilidade dos dados, destacando a crescente complexidade da analise

no contexto de Big Data (CHEN; CHIANG; STOREY, 2012).

Com o aumento da disponibilidade de contetido digital e o crescimento exponencial
dos dados em diversos formatos, de publicacées em redes sociais, paginas na internet a
publicagoes de artigos académicos e entre outros, foi possivel criar um grande conjunto
de dados brutos para treinar grandes modelos de linguagem, do inglés Large Language
Model (LLM). Esse célere aumento permitiu que modelos como Generative Pre-trained
Transformer (GPT) e Bidirectional Encoder Representations from Transformers (BERT)
conseguissem ter acesso a mais dados em seus conjuntos de treinamento, o que tem sido
fundamental para o desenvolvimento das atuais capacidades, tanto em desempenho quanto
em generalizagdo (DEVLIN et al., 2019; RADFORD et al., 2019). A proliferacdo de

conjuntos de dados massivos, diversos e heterogéneos tem sido crucial para as habilidades
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dos LLM de executar tarefas de aprendizado, melhorando assim de forma significativa a

adaptagao e entendimento contextual em diferentes dominios (BROWN et al., 2020).

Assim, o advento de LLM e inteligéncias artificiais generativas tem revolucionado o
campo de Natual Language Processing (NLP) (ou Processamento de Linguagem Natu-
ral), permitindo avangos em tarefas como traducdo automatizada, criagdo de contetido,
geracao de cédigo e ChatBots. Modelos como GPT-3, ChatGPT, Llamma 2, e Code
Llama que téem demonstrado capacidades notdveis em entender e gerar texto imitando
as capacidades humanas, tém sido amplamente usados em diferentes industrias. Porém,
o desempenho e a confiabilidade destes modelos, assim como modelos de aprendizado de
maquina tradicional, estdao intrinsecamente ligados a qualidade dos dados de treinamento.
Portanto, qualidade de dados se mostra, novamente, como um fator critico nao apenas
para a eficiéncia de LLM, mas também para tendéncias que esses modelos tém de gerarem

resultados enviesados e/ou errados.

A qualidade de dados usados no treinamento impacta o desempenho por afetarem
diretamente a capacidade do LLM de generalizar e produzir resultados confiaveis. Dados
com baixa qualidade podem introduzir vieses, erros e limitagoes a capacidade de gene-
ralizagdo do modelo (MYERS et al., 2023). A homogenizacao de modelos base como o
GPT ou BERT amplificam quaisquer vieses presentes nos dados de treinamento, afetando
todas as aplicaces e casos de uso. Os desafios relacionados a qualidade de dados no
treinamento de LLMs sao diversos. Um dos principais desafios é garantir a diversidade
e representacao nas bases de treinamento, enquanto minimiza vieses herdados de bases
de dados extraidas da internet. Penedo et al. (2023) discutem o custo computacional
de analisar grandes conjuntos de dados e o risco de introduzir vieses ao realizar filtros
em excesso ou mesmo remover informagoes importantes para o treinamento do modelo.
Somado a isso, a escassez de dados e a variabilidade nas fontes de dados de treinamento
impactam o viés e a confiabilidade do modelo, como destacado no desenvolvimento dos
modelos Llama 2 (TOUVRON et al., 2023).

Garrido-Mufioz, Martinez-Santiago e Montejo-Raez (2023) evidenciam como vieses de
género herdados de dados de treinamento levam a resultados distorcidos e com potencial de
serem prejudiciais em LLM, focando na necessidade de uma curadoria decente e estratégias
para minimizar vieses. Além disso, Schwabe et al. (2024) pontuam que ma qualidade de
dados resulta em vieses e precisées baseadas em IA nao acuradas, que no contexto médico,
podem impactar a evolucao dos pacientes ao propagar vieses, imprecisoes e inconsisténcias
nas previsoes clinicas, podendo levar a diagndsticos, tratamentos e alocagoes de recursos

mcorretos.
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Para resolver esses problemas, diversas solugoes tém sido propostas nos ultimos anos.
Liu et al. (2024) apresentaram o CoachLM, um modelo projetado para melhorar a quali-
dade de dados através da revisdo automatizada de pares de instrucoes de baixa qualidade.
Essa abordagem utiliza dados analisados por especialistas para treinar um LLM em me-
nor escala, chamado CoachLM, que, por sua vez, revisa as bases de dados usadas para
realizar o refinamento de um LLM alvo, melhorando assim o desempenho, sem descartar
informagoes relevantes. Na mesma abordagem, Jain et al. (2024) demonstram que aumen-
tar a qualidade de dados através de transformagoes estruturadas de cédigo pode aumentar
o desempenho de modelos que geram cédigo, tendo casos onde os modelos que passaram
pelo processo de refinamento em dados mais limpos tém um aumento no desempenho de

até 30% quando comparado a modelos que foram treinados em dados brutos.

Também, Li et al. (2024a) propdem um método que aumenta a qualidade de instrugoes
de refinamento através de colaboragao entre modelos ”professores”e modelos ”alunos”.
Essa abordagem permite que o modelo ”aluno”incorpore, de forma seletiva, pares de
”instrugoes-resposta”’ refinadas, melhorando assim a compatibilidade e reduzindo o viés.
Bojic et al. (2023) apresenta um framework centralizado em dados para melhorar bases
de dados especializadas para o treinamento de modelos voltados & compreensao de leitura
de textos. No trabalho é enfatizado que filtrar os dados de treinamento e aumentar a base

de dados resultam em um aumento no desempenho dos modelos.

Um framework para limpeza de dados interativa usando um LLM para detectar e
reparar erros é proposto por Ni et al. (2024). A ferramenta, chamada IterClean, mostra
significativos avangos em qualidade de dados e desempenho dos modelos. Qian, Reif e
Kahng (2024) elencam os desafios enfrentados por profissionais que atuam com LLMs em
uma grande empresa de tecnologia por causa da falta de defini¢oes padronizadas e métodos
de validagao para qualidade de dados no contexto de LLMs. No trabalho, profissionais
entrevistados realgam que muitas das vezes se baseiam em intuicao e ferramentas pontuais.
Isso ressalta a necessidade de uma avaliagao sistematica da qualidade dos dados ¢ de

frameworks padronizados.

1.1 Objetivo

Este trabalho tem como objetivo avaliar o impacto da qualidade de dados no desen-

volvimento de LLMs e inteligencias artificiais generativas.
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1.2 Justificativa

Essa pesquisa se justifica devido ao papel critico que a qualidade de dados tem no
desenvolvimento ¢ implantacao de LLM e IA Generativa. Como [A tem cada vez mais
integrado diversos setores da sociedade, garantir que esses sistemas produzam resultados
acurados, sem vieses e confidveis é de suma importancia. Ao enderecar os desafios associa-
dos com a qualidade de dados e explorar as solugoes, serd possivel melhorar o desempenho

de LLMs e mitigar os riscos.

1.3 Metodologia

A metodologia adotada neste trabalho é predominantemente sistemética, com foco na
identificagao, analise e interpretacao de estudos primadrios relevantes para as questoes de

pesquisa. A abordagem empregada garante a reprodutibilidade e minimiza vieses.

Para estruturar a revisao, as trés fases principais descritas por Kofod-Petersen (2015)
e Kitchenham (2007) foram seguidas: planejamento, execugao e sintese. O planejamento
consiste na formulacao das perguntas de pesquisa, desenvolvimento do protocolo e de-
finicdo dos critérios de inclusdo e exclusdo. A execucao envolve a busca e selecdo dos

trabalhos, enquanto a sintese trata da anélise e integracao dos dados extraidos.

No planejamento, foram definidas as perguntas principais, descritas no capitulo 3. O
protocolo documenta o processo, incluindo fontes a serem consultadas, e palavras-chave

relacionadas ao tema.

Durante a execucao, foram aplicados os critérios de inclusdo e exclusdo. Para apoiar
na selegao inicial, foi utilizado o ChatGPT-4 para classificar os trabalhos encontrados
de acordo com o nivel de relevancia quando considerado os critérios. Estudos duplica-
dos ou de qualidade insuficiente foram excluidos, garantindo a integridade dos trabalhos

selecionados.

Na fase de sintese, foi empregado uma andlise qualitativa, que permite a identificacao
de padroes e tendéncias gerais. A estruturacao final dos dados segue a recomendacio de
Kitchenham (2007), organizando os resultados em tabelas e graficos a fim de prover uma

melhor visualizagao e compreensao.
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2 CONTEXTUALIZACAO TEORICA

2.1 Qualidade de Dados: Uma breve historia

A disciplina de qualidade de dados se desenvolveu muito ao longo das ultimas décadas.
Essas mudancas refletem as evolugoes que aconteceram nas disciplinas de gestao de dados,
capacidade computacional e aplicagoes de dados. Durante as décadas de 1970 ¢ 1980, os
esforcos para a qualidade de dados concentraram-se principalmente em sistemas de geren-
ciamento de bancos de dados, com foco em garantir a precisao, consisténcia e completude
das bases de dados dentro das organizacoes. A medida que o conceito de bancos de dados
relacionais amadurecia, os pesquisadores ampliaram o escopo da qualidade de dados para
abordar a minimizacao de redundancias, restrigoes de integridade e consultas a dados es-
truturados (BATINI; LENZERINI; NAVATHE, 1986). Na década de 1980, a compreensao
sobre qualidade de dados evoluiu ainda mais, incorporando dimensoes como pontualidade,
interpretabilidade e acessibilidade, enfatizando o alinhamento das estruturas de banco de
dados com as necessidades organizacionais e fundamentos ontolégicos (WAND; WANG,
1996). Os primeiros frameworks focavam na integridade dos dados e na normalizacao
como aspectos fundamentais da gestao da qualidade. Por exemplo, o Modelo Relacional
de Dados de Codd introduziu conceitos de normalizacao, como a Primeira Forma Normal
(INF) e restrigoes de integridade para reduzir redundancias e garantir a consisténcia dos
dados (CODD, 1970). Isso foi posteriormente refinado com a Forma Normal de Boyce-
Codd (BCNF), que abordava anomalias nao resolvidas por formas normais anteriores.
Além disso, o Schema Integration Framework enfatizava a consisténcia e a completude
durante o design de esquemas (BATINI; LENZERINI; NAVATHE, 1986). Mais tarde,
o Ontological Data Quality Framework vinculou dimensoes de qualidade de dados, como

integridade e consisténcia, a semantica organizacional (WAND; WANG, 1996).

Durante a decada de 1990, com o surgimento dos Data Werehouses e Business Intelli-
gence, o tema de qualidade de dados ganhou mais atencao, pois as organizagoes passaram

a consolidar dados de diferentes fontes. O foco mudou de integridade para limpeza de
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dados (Data Cleaning) ¢ técnicas de deduplicagio, como discutido nos trabalhos pionei-
ros de Redman (1998), no qual é enfatizado o custo economico de qualidade de dados
ruim e propoe solugoes sistematicas para resolver. Governanga de dados e frameworks
de administracdo de dados surgiram, enfatizando a responsabilidade organizacional e o

gerenciamento de dados através de sistemas (ENGLISH, 1999).

Os anos 2000 viram o surgimento da internet e dados digitais, o que trouxe novas
oportunidades e desafios. A explosdao de dados gerados pelas plataformas online criou a
demanda por ferramentas de qualidade robustas para lidar com a natureza diversa e nao
estruturada dos dados digitais. Durante essa fase, as dimensoes de qualidade de dados
passaram a englobar pontualidade, acessibilidade e a relevancia, conforme descrito por
Wang e Strong (1996). Avangos em sumarizagoes, integracao de dados e processamento
em tempo real marcaram pontos importantes da disciplina, refletindo o aumento da com-
plexidade nos ecossistemas de dados (BLEITHOLDER; NAUMANN;, 2009; BRUCKNER,;
LIST; SCHIEFER, 2002).

Na década passada, o advento de Big Data e Inteligéncia Artificial (IA) demanda-
ram uma reformulagdo de como a questdo de qualidade de dados é abordada. Hetero-
geneidade, volume e velocidade passaram a ser os novos problemas que necessitavam de
solucoes escalaveis de qualidade de dados. Pesquisas passaram a enfatizar a qualidade
como "adequacao ao uso” (fitness for purpose), conforme descrito em Zhu et al. (2014),
convergindo caracteristicas dos dados com as necessidades de andlise de dados e modelos
de inteligéncia artificial. Neste periodo, as pesquisas em qualidade de dados passam a se
relacionar com ética, reducao de vieses, compliance, por causa dos impactos crescentes de

TA na sociedade.

Atualmente, a qualidade de dados continua sendo um fator crucial para aprendizado de
maquina e aplicacoes de inteligéncia artificial, onde decisdes baseadas em dados dependem
bastante da integridade dos dados. Conforme LLMs e outras técnicas de TA se espalham,
pesquisas em qualidade de dados tém sido expandidas para lidar com os desafios tinicos
ao lidar com viés de modelos, processamento de dados nao estruturados (como imagem,
som, publicagoes em redes sociais e entre outros) e escalabilidade das solugoes (ZHANG;
ABDUL-MAGEED; LAKSHMANAN, 2024; LAKRETZ et al., 2022).
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2.2 Grandes Modelos de Linguagem

LLM ¢é uma rede neural treinada de ultima geracao, projetada para processar e gerar
texto de forma semelhante a humanos. Essa classe de modelos ¢ construida bascada na
arquitetura Transformer, apresentada por Vaswani et al. (2017), na qual sao utilizados
mecanismos de autoatengao (self-attention) para lidar com dependéncias em sequéncias de
dados de forma eficiente. Ao modelar simultaneamente as relagdes em toda a sequéncia,
os Transformers superam arquiteturas anteriores, como redes recorrentes, na captura de
padrdes complexos da linguagem, proporcionando maior eficiéncia e precisdo em tare-
fas como tradugao automdtica e compreensao de texto (ZHANG; ABDUL-MAGEED:;
LAKSHMANAN, 2024; LAKRETZ et al., 2022; KUMAR, 2024).

A evolucdo dos LLMs comecou com pesquisas em word embeddings, isto é, repre-
sentagoes vetoriais densas de palavras, projetadas para capturar seu significado semantico
com base no contexto em que aparecem, como € o caso do Word2Vector, que representava
palavras como vetores com dimensoes fixas (MIKOLOV, 2013). Avancos no tema intro-
duziram embeddings contextuais com modelos como Embeddings from Language Models
(ELMo) ¢ BERT, que conseguiam capturar o significado das palavras dependendo do con-
texto (PETERS et al., 2018; DEVLIN et al., 2019). A introdugao de Transformers no
GPT-1 em 2018 marcou um ponto de virada, o que levou a criagdo de modelos maiores
e mais capazes como GPT-3 e GPT-4, assim como solucoes abertas como o BLOOM e o
LLaMa (BROWN et al., 2020; TOUVRON et al., 2023).

LLMs sao pré-treinados em grandes volumes de dados utilizando aprendizado nao
supervisionado, o que permite que os modelos identifiquem padroes linguisticos funda-
mentais que vao além de contextos e dominios especificos. Essa capacidade resulta na
geragdo de representacoes universais de linguagem, ou seja, abstragoes que codificam
caracteristicas semanticas e sintaticas da lingua de maneira adaptativa e com um bom
desempenho. Esses modelos pré-treinados sdo entao ajustados para aplicagoes especificas,
como resumo de texto ou tradugao (MYERS et al., 2023). O principio da escalabilidade,
isto é, a ideia de que aumentar a quantidade de parametros dos modelos e o volume de
dados de treinamento, melhora o desempenho, tem levado ao desenvolvimento de mode-
los como GPT-3 (com 175 bilhdes de parametros) e o LLaMA2 (com até 70 bilhdes de
parametros), demonstrando a efetividade da ”"Lei da Escala” (scaling laws) no desenvol-
vimento de LLMs (TOUVRON et al., 2023; KAPLAN et al., 2020). Na Tabela 1 temos

uma comparagao entre os maiores modelos de linguagem.



Tabela 1: Comparacao entre os maiores LLMs

Modelo | Ano| Quantidade de | Arquitetura | Principais Carac-
Parametros teristicas

GPT-3 2020 | 175 bilhoes Transformer | Aprendizado com poucos
exemplos, escalabilidade

BERT 2019 | 340 milhoes Transformer | Significado das palavras ba-
seado no contexto, bidireci-
onalidade

LLaMA 2 | 2023 | 7-70 bilhoes Transformer | Cédigo aberto, especifico
para modelos de chat

GPT-4 2023 | >175 bilhoes Transformer | diversas aplicagoes, ra-
ciocinio avancado

Fonte: Autor
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LLMs tém um potencial disruptivo em diversos sctores, porém, também apresen-

tam desafios sociais e éticos. O treinamento em grandes bases de dados, principalmente

quando o conteudo é extraido da internet, existe o risco de incorporar na memoria do

modelo informacdes sensiveis e privadas, o que apresenta um problema para a privaci-

dade de dados. Dado isso, é necessario implantar protocolos rigidos de limpeza de dados

(MYERS et al., 2023). Também relacionado aos dados de treinamento, qualquer viés con-

tido nos dados pode resultar em outputs discriminatdrios, afetando aplicagoes em dominios
sensiveis, como é o caso de saide e legal (TOUVRON et al., 2023). Por fim, devido a

natureza probabilistica dos LLMs, é possivel que as respostas geradas soem plausiveis,

porém sdao imprecisas ou infundadas (KUMAR, 2024). Abordar esses desafios envolve

diretrizes éticas, transparéncia do modelo e avaliacdo continua para alinhar as saidas dos

LLMs com os valores da sociedade.
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3 REVISAO DE ESCOPO DA LITERATURA

A abordagem para esta revisdo de escopo foi exploratdria e descritiva, a fim de sinte-
tizar o conhecimento atual e identificar temas, metodologias e desafios-chave relacionados
a qualidade dos dados no desenvolvimento de LLMs. Uma abordagem exploratéria foi
apropriada, dado o carater em rapida evolugao das tecnologias de LLMs e a gama de
questoes de qualidade de dados que elas abrangem. Ao explorar diversas perspectivas
e inovacoes nas praticas de qualidade de dados, esta revisao buscou revelar tendéncias,
destacando melhores praticas e identificando lacunas na literatura existente. Todos os
dados e informacées foram obtidos de fontes publicas e, quando néo, foi solicitado direta-
mente aos autores do estudo, com as devidas citagoes aos trabalhos originais em respeito

a propriedade intelectual e integridade académica.

A conducéo da revisdo foi estruturada seguindo a metodologia sistematica proposta
pela plataforma Parsif.al !, a qual estabelece um conjunto de etapas bem definidas para

garantir a abrangéncia e a rigorosidade do processo baseado na proposta de Kitchenham
(2007).

O protocolo utilizado contém trés fases e cada fase é composta por alguns subitens:

¢ Planejamento

Definicao do objetivo da revisao.

— Definigao do PICOC.

— Escolha das perguntas de pesquisa.

— Definicao das palavras-chave e seus respectivos sinénimos.
— Construgao da string de busca.

— Escolha das fontes de dados.

— Definigao dos critérios de inclusdo e exclusao.

L(https:/ /parsif.al/about /)
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— Definigao dos critérios de avaliagao da qualidade dos artigos.
e Conducao

— Busca dos artigos.
— Selecao dos artigos baseados nos critérios de inclusao e exclusio.
— Atribuigao dos critérios de qualidade.

— Extragao de dados dos artigos.

e Resultados

3.1 Objetivo

Apresentado na subsecéo 1.1.

3.2 PICOC

O framework PICOC, conforme delineado em metodologias de revisao sistematica,
é uma abordagem estruturada projetada para formular perguntas de pesquisa de forma
abrangente. PICOC é um acronimo para Population (Populagao), Intervention (Inter-
vengao), Comparison (Comparagao), Outcome (Resultado) e Context (Contexto), forne-
cendo uma estrutura clara para orientar revisoes sistematicas. Esse framework garante
que todos os aspectos de uma pergunta de pesquisa sejam explicitamente abordados,
auxiliando no desenvolvimento de estratégias de busca precisas e na avaliagdo da re-
levancia dos estudos. O PICOC facilita uma abordagem rigorosa e replicavel para sinte-
tizar evidéncias, garantindo que as descobertas sejam tanto relevantes quanto acionaveis

Kitchenham (2007).

A partir da definicdo do objetivo apresentado na subsegao 1.1, a Populagdo a ser
analisada sao os grandes modelos de linguagem. Como busca-se entender como a quali-
dade de dados impacta no desenvolvimento de LLMs, qualidade de dados € a Intervencgao.
Neste trabalho nao busca-se comparar solugdes e/ou frameworks, sendo assim o item
Comparagao nao se aplica. O Resultado é o impacto de qualidade de dados no desen-
volvimento de LLMs, analisado aqui qualitativamente. E por fim, como n&o definiu-se

nenhuma aplicagao especifica de IA, o Contexto nao se aplica.
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3.3 Perguntas de Pesquisa

Como a pesquisa tem o intuito de reunir evidéncias e conhecimento de como a dis-
ciplina de qualidade de dados estd sendo aplicada no desenvolvimento de LLMs, foram
definidas as perguntas de pesquisa apresentadas na Tabela 2. As perguntas sao impor-

tantes para guiar a extracao de dados realizada nos artigos selecionados.

Tabela 2: Perguntas de pesquisa

Perguntas de Pesquisa
1 | Como a qualidade de dados impacta o desempenho e confianca de LLMs?
Quais sao os desafios e solugoes existentes para a qualidade de dados no trei-
namento de LLMs?
3 | Como os problemas de qualidade de dados contribuem para vieses e erros em
inteligencias artificiais generativas?

Fonte: Autor

3.4 Fontes de Dados e Estratégia de Busca

A fim de obter artigos e contetdo relevante para esta revisdo, foram selecionados
quatro repositérios de publicagoes. Os repositérios selecionados foram escolhidos devido
a reputacao, foco no tema e acervo. Os repositorios sao: IEEE Fxplore, Scopus, ACM

Digital Library e SpringerLink

Com o objetivo de utilizar os mecanismos de busca destes repositorio, uma string
de busca foi criada. Para a construcdo da string foram utilizadas uma combinacao das
seguintes palavras e siglas: LLM, Large Language Model, Generative AI, GPT e data
quality. A utilizacdo de termos em inglés é consequéncia de ser a lingua mais utilizada
nas publicagdes nos repositérios escolhidos para as buscas. Para garantir uma busca
6tima, foram utilizados operadores 16gicos da busca avancada das plataformas de busca

de artigos. Assim, a string utilizada foi a definida na Tabela 3.

Tabela 3: String de busca

STRING de Busca
("LLM" OR "Large Language
Model" OR "Generative
AI" OR "GPT") AND "data
quality"

Fonte: Autor
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Com o intuito de reduzir a quantidade de artigos a serem analisados, foram definidos

critérios de exclusao e inclusdo. Os critérios de inclusao e exclusao estao apresentados na

Tabela 4.
Tabela 4: Critérios de inclusdo e exclusao
Inclusao Exclusao
1 | Artigos publicados desde o dia 01 de | Artigo aborda a aplicagao de LLMs

janeiro de 2018 até 19 de outubro
de 2024, tendo assim um periodo de

para resolver qualidade de dados,
mas nao discute qualidade de dados

quase seis anos de publicagoes. para LLMs em si.
2 | Artigos devem ter sido escritos em
ingles.

Deve ser um artigo cientifico.

4 | Artigo deve abordar qualidade de
dados no contexto de LLMs.

5 | Artigo acessivel de forma gratuita,
seja por acesso publico ou através de
parceria com a Universidade de Sao
Paulo.

w

Fonte: Autor

A string de busca foi executada em cada repositério de artigos, aplicando-se filtros de
data de publicagao, idioma e tipo de documento, resultando em 982 resultados no total.
Os metadados dos artigos foram entao baixados para o computador no formato BibTeX.
Optou-se por esse formato porque o BibTeX ¢ uma ferramenta eficiente de gerenciamento
de referéncias que permite formatar dados bibliograficos em documentos LaTeX, propor-
cionando estilos de citacao padronizados, facilidade de atualizagdo e integracao otimizada
para a escrita académica (PATASHNIK, Oren, 1988). Entao, os arquivos BibTex foram
importados na ferramenta Mendeley. O Mendeley é uma ferramenta de gerenciamento de
referéncias e uma rede social académica que auxilia os pesquisadores a organizar, anotar
e compartilhar artigos de pesquisa, além de permitir a integracdo perfeita de citagoes

durante a escrita (Mendeley, 2024).

Uma vez os artigos importados para o Mendeley, o passo seguinte foi remover os

artigos duplicados. Nesta etapa, foram removidos 22 trabalhos.

Dado o volume de 961 artigos tnicos a serem analisados, foi utilizada a ferramenta
ChatGPT na sua versao 4.0 para aplicar o critério de inclusao 4 da Tabela 4. O ChatGPT-
4.0 tem a capacidade de gerar escores de similaridade entre sequéncias de texto ao utilizar
embeddings gerados a partir de sua compreensao contextual da linguagem. Isso permite

que ele compare textos com base na relevancia semantica dentro de um determinado
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contexto, tornando-o particularmente eficaz para tarefas como deteccdo de parafrases,

avaliagoes de similaridade contextual e recuperacao de informacoes.

Para aproveitar as capacidades da ferramenta, foi criado um comando, no qual foi
providenciado o resumo e o titulo do artigo, e solicitou-se para que o LLM gerasse uma
pontuacao entre 0 e 100. Essa pontuagao foi utilizada como uma medida para classificar
o quao correlacionado o artigo est4 com o tema e as perguntas de pesquisa. O comando
utilizado é mostrado na Figura 1. O comando foi enviado através da API da OpenAl para

interacao com o ChatGPT-4.0. O cédigo completo pode ser acessado neste repositério do
GitHub?.

Figura 1: Comando LLM

prompt = """

Analyze the following papers and provide a relevance score (0-100) for each one
— based on their usefulness for a literature review to understand the

— importance of data quality for LLMs and Generative AI..

Please evaluate the papers with respect to the following research questions:

1. How does data quality impact the performance and reliability of LLMs?

2. What are the current challenges and solutions related to data quality in

< training LLMs?

3. How do data quality issues contribute to biases or errors in Generative AI

— outputs?

Format the output as a JSON object with the following structure:
"[{"Title": "[title]", "Score": "[score]", "Reason": "[brief explanation]"}]'

Here are the papers:

nun

Fonte: Autor

O cédigo gerou um arquivo de texto que contém o nome do artigo, sua pontuagao e
uma breve explicagao sobre como o artigo se relaciona com o tema. A Tabela 5 apresenta
uma amostra de cinco artigos com suas respectivas pontuacoes. A listagem completa esta

disponivel no repositério do GitHub?.

Utilizando uma ferramenta de gerenciamento de planilhas, foi realizada uma andlise
preliminar das pontuagoes e titulos dos artigos. Além disso, por meio de amostragem,

validou-se o contetido dos resumos dos artigos para verificar se as pontuagoes atribuidas

2(https://github.com/Jones- Coelho/literature-review-data-quality-1lm/blob/master/code/
filtro_artigos_llm.ipynb)

3(https://github.com/Jones- Coelho/literature-review-data-quality-1lm/blob/master/code/
resultado_analise_llm.json)
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Tabela 5: Amostra da pontuagao dos artigos pelo ChatGPT-4.0

Titulo Pontuagao | Explicacao

(ZHOU et al., 2024b) 95 Este artigo fornece uma visao abran-
gente das dimensbes e ferramentas
de qualidade de dados, abordando
diretamente o impacto da qualidade
dos dados em modelos de ML, in-
cluindo LLMs. Discute desafios e
solucoes, tornando-o altamente rele-
vante para todas as trés perguntas
de pesquisa.

(LI et al., 2024b) 80 Foca na melhoria da qualidade dos
dados para ajuste de instrucao de
LLMs, abordando desafios e solucoes
relacionados a qualidade dos dados
em LLMs.

(HAGER et al., 2024) 75 Provavelmente discute a qualidade
dos dados como parte da avaliacao
das limitagoes dos LLMs em ambi-
entes clinicos.

(JOTHIRAJ; MASHHADI, 2023) 50 Embora discuta privacidade e diver-
sidade de dados, o foco estd em
aprendizado federado e modelos de
difusao, nao diretamente na quali-
dade dos dados para LLMs.
(VIANA et al., 2024) 0 O artigo estd focado em meta-
gendmica e nao se relaciona a qua-
lidade de dados em LLMs ou TA Ge-
nerativa.

Fonte: Autor

pelo modelo de linguagem eram condizentes com as expectativas. Apds essa validacao,
foram filtrados todos os artigos com pontuacao igual ou superior a 75. Tendo realizado

este filtro, restaram 84 artigos para serem analisados.

Tendo reduzido o universo de artigos, foi realizada uma andlise mais aprofundada,
onde cada artigo foi acessado individualmente e uma leitura do contetido completo foi

realizada, aplicando-se os critérios de exclusao. Restando assim, 30 artigos.

Também, durante essa andlise aplicou-se a técnica de snowballing que consiste em
um método para identificagdo de estudos adicionais relevantes por meio do exame das
referéncias citadas em um artigo primdrio. Essa abordagem expande o escopo da re-
visdo de forma iterativa, ja que cada novo estudo relevante pode conter suas proprias

referéncias que levam a outros estudos, criando um processo continuo de descoberta e
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inclusdo (WOHLIN, 2014). Neste trabalho, optou-se por aplicar essa técnica apenas no
primeiro nivel de artigos, resultando na adi¢ao de 9 trabalhos. Resultando assim, em um

universo de 39 artigos. A Figura 2 resume o processo de triagem dos artigos.

Figura 2: Funil Artigos

Artigos Artigos Unicos
extraidos para avaliagdo

Artigos
duplicados
removidos

Artigos com uma
pontuagac maior
ouigual a 75

Artigos considerados
apos uma analise do
texto todo

Artigos
identificados pela
técnica de
"snowballing"”

Artigos relevantes
para responder as
perguntas de
pesquisa

Fonte: Autor

3.5 Extracao de Dados e Analise

O processo de extracao e analise de dados foi projetado para capturar e sintetizar
sistematicamente os insights de cada artigo selecionado, para uma melhor compreensao
das praticas de qualidade de dados no desenvolvimento de LLMs. Na extracao, foi utili-
zada uma estratégia estruturada, que orientou a recuperacao consistente de informagoes
relevantes, incluindo frameworks, metodologias, desafios e solugdes propostas. Os da-
dos extraidos foram subsequentemente categorizados e analisados para identificar temas

abrangentes, tendéncias e lacunas na literatura.
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3.6 Avaliacao da Qualidade dos Artigos Selecionados

Tendo em vista um maior refinamento das publicagdes encontradas, foram definidos
alguns critérios de qualidade a serem aplicados as publicacoes. Esses critérios sao eviden-

ciados na Tabela 6.

Tabela 6: Critérios de qualidade

Critérios

1 | Existe uma descricao adequada do contexto em que o estudo foi reali-
zado?

2 | O metodologia da pesquisa foi adequado para atender os objetivos da
pesquisa?

3 | A estratégia de selegao de dados foi adequada aos objetivos da pesquisa?
4| Os dados foram coletados de maneira adequada para responder as
questoes?

5 | A andlise dos dados foi suficientemente rigorosa?”

6 | HA uma descrigao clara dos resultados?

7 | O estudo possui valor para a academia ou para a industria?

Fonte: Adaptado de (COELHO, 2022)

Para cada critério, ao analisar o artigo, é atribuida uma pontuacao, de acordo com
a resposta para cada critério. As pontuagoes e respostas possiveis estao detalhadas na

Tabela 7.

Tabela 7: Peso resposta critérios de qualidade

Resposta Pontuacao
1| O artigo atende ao critério avaliado ou o critério nao se aplica. 1.0

O artigo nao deixa claro se atende ou nao ao critério. 0.5
3 | Nao existe nada no artigo que atenda ao critério avaliado. 0.0

Fonte: (COELHO, 2022)

Dada a pontuagao para cada artigo, conforme detalhado no Apéndice A, foram sele-
cionados todos aqueles com uma pontuagao maior que 4.5. Como a menor pontuagao foi

6.0, nenhum artigo foi excluido.
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4 RESULTADOS

Do universo de 961 artigos, apenas 39, ou seja 4,02% das publicagoes retornadas
discorrem sobre qualidade de dados no desenvolvimento de LLMs. Na Figura 3 temos
uma distribuicdo dos artigos selecionados ao longo dos anos. Apesar da data de corte
definida na segdo de metodologia, nao foi encontrado nenhum artigo anterior a 2020, o
que evidencia o quao novo é o assunto. Todos os artigos sao recentes, com 64,1% desses
tendo sido publicados no ano de elaboragao deste trabalho. Observa-se também que, entre
o ano de 2023 e 2024, houve um aumento de 170% nas publicagoes, passando de 9 para 25.
Como o levantamento dos artigos foi realizado antes do ano de 2024 finalizar, é provavel

que ainda mais artigos tenham sido publicados sobre o tema.
Figura 3: Publicagoes por Ano

I Quantidade de Artigos
25

20

15

10

2020 2021 2022 2023 2024
Fonte: Autor
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Na Figura 4, o gréfico ilustra a distribuigdo da participacdo dos paises nos artigos
analisados. Vale destacar que a somatdria das participagoes excede o nimero total de
artigos, uma vez que muitos trabalhos foram produzidos por equipes compostas por au-
tores de diferentes nacionalidades, refletindo a natureza colaborativa e internacional da

pesquisa cientifica.

Figura 4: Participacao por Pais

[ Quantidade de Participagdes

Estados Unidos da América
China

Alemanha
Canada
Australia

Reino Unido
Marrocos
Emirados Arabes
India

Espanha

Irlanda

Dinamarca

0 5 10 15 20
Fonte: Autor

Observa-se uma clara predominancia da participagdo de dois paises: Estados Uni-
dos e China. Juntos, eles sdo responsdveis por 59% das contribuigdes registradas, com
19 e 15 participagoes, respectivamente. FEsse dominio reflete o forte investimento e a
lideranga dessas nagoes no desenvolvimento de tecnologias avancadas, incluindo LLMs.
Além disso, paises como Alemanha (5 participagoes), Canada (4), Australia (3) e Reino
Unido (3) também desempenham papéis importantes, embora em menor escala. Esses
nimeros sugerem que, embora a pesquisa seja liderada por grandes poténcias cientificas,
hd uma contribuicdo de outras nacoes, principalmente da Europa e da Oceania. Paises
como Marrocos e Emirados Arabes, cada um com duas participacoes, destacam-se como
representantes do Oriente Médio e do Norte da Africa, indicando o interesse emergente
dessas regides no tema. Por outro lado, paises como fndia, Espanha, Irlanda e Dinamarca,
com uma participagdo cada, reforcam a ideia de que, embora a produgao cientifica seja

concentrada, ha um alcance global no desenvolvimento desses estudos.
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Os dados refletem tanto a concentraciao da pesquisa em polos tradicionais de ciéncia
e tecnologia quanto a participagao de outros paises, evidenciando a crescente internacio-

nalizacao e colaboragao cientifica no campo dos LLMs.

4.1 Como a qualidade de dados impacta o desempe-
nho e confianca de LLMs?

Qualidade de dados surgiu como um pilar para garantir um bom desempenho e con-
fianga em LLMs. Como esses modelos tém se tornado parte integrante de varias aplicagoes
praticas, a qualidade dos dados de treinamento é fundamental para a qualidade da capa-

cidade de generalizacao em diversos contextos.

Qualidade de dados se correlaciona diretamente com o desempenho e confiabilidade
dos LLMs, como evidenciado em Zhou et al. (2024b). Esse estudo destaca dimensoes como
consisténcia, completude e representatividade, que sdo cruciais para manter a eficdcia dos
modelos em diferentes tarefas. Variabilidade ou insuficiéncias nessas dimensoes degradam
o desempenho dos modelos, reforcando assim o quao influente ¢ a qualidade de dados nos

resultados dos LLMs.

Uma curadoria eficiente dos dados e fases de pré-processamento dos dados melho-
ram a confiabilidade dos LLMs ao enderegar problemas como ruido, desbalanceamento, e
duplica¢oes nas bases de treinamento. Tran et al. (2022) analisam o impacto de uma pre-
paracao meticulosa dos dados para garantir confiabilidade, enquanto em outro trabalho,
Zhang et al. (2024) enfatizam que o pré-processamento é uma fase critica para eliminar

vieses e erros, assim, melhorando a acurdcia de modelos de linguagem.

LLMs sao sensiveis a variagoes contextuais nas bases de treinamento. Em Karra e
Lasfar (2024), ¢ demonstrado como inconsisténcias nos dados de entrada dos modelos
podem levar a resultados imprevisiveis, principalmente em sistemas que dependem de
tarefas de perguntas e respostas. Tais descobertas ressaltam a necessidade de alinhar as

caracteristicas dos dados com os requisitos especificos do modelo.

Embora LLMs, como o ChatGPT, sejam treinados em volumes massivos de dados, Li
et al. (2024b) demonstraram a importancia de priorizar bases de dados de alta qualidade
em detrimento de grandes bases de dados generalistas para melhorar o desempenho de
LLMs. No mesmo estudo, os autores observaram que a dependéncia excessiva de grandes
volumes de dados de baixa qualidade frequentemente compromete a confiabilidade do

modelo. Esse cendrio sugere que, em vez de priorizar apenas a quantidade, o foco em bases
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de dados validadas e direcionadas pode proporcionar uma generalizagdo mais robusta e

precisa dos modelos de linguagem.

Banco de dados de dominios especificos com alta qualidade provém oportunidades
para otimizar LLMs em dreas especializadas. Bojic et al. (2023) ilustram como dominios
especificos de dados devidamente validados podem melhorar a confiabilidade dos modelos

e reduzir a variabilidade dos mesmos.

A governanca e gerenciamento de dados em escala, como detalhado por Wang et al.
(2024), enfatiza a importancia de frameworks e ferramentas para lidar com grandes bases
de dados de forma sistematica. Gerenciamento robusto de dados garante a acessibilidade,
consisténcia e qualidade de dados no ciclo de vida do treinamento de LLM. Além disso,
o artigo realca a necessidade de pipelines de dados automaticos e escalaveis para um

monitoramento e melhoria continua.

O trabalho de Jernite et al. (2022) explora a interse¢ao entre governanga de dados,
consideracoes ¢ticas ¢ desafios operacionais. Destaca a necessidade de praticas de dados
transparentes e justas, alinhadas a preocupacoes mais amplas sobre privacidade de da-
dos, mitigacao de vieses e confianga publica. O artigo enfatiza principios como controles
rigorosos de acesso a dados, documentagao abrangente e rastreabilidade como estratégias

criticas para enfrentar esses desafios enquanto melhora a qualidade dos dados.

Os artigos, de forma coletiva, enfatizam que o desempenho e confiabilidade dos LLMs
estdo intrinsecamente ligados a qualidade de dados. Através dos artigos analisados, pode-

se perceber alguns padroes:

¢ Dependéncia dimensional

O desempenho de LLMs é um problema multi-facetado e que exige avaliagoes abran-
gentes da dimensoes de qualidade. As dependéncias dimensionais descrevem os
aspectos interconectados da qualidade dos dados — como completude, precisao,
consisténcia, representatividade, equidade — que, em conjunto, influenciam o de-
sempenho e a confiabilidade dos LLMs. Melhorar uma dimensao frequentemente
impacta as outras, exigindo uma abordagem equilibrada e integrada para evitar

erros em cascata e maximizar a robustez, equidade e sustentabilidade do modelo.

e Reducao de erros

Através do trabalhos analisados, evidencia-se que preprocessamento dos dados de
treinamento reduzem erros e vieses, o que é critico para atingir uma boa confiabili-

dade nos modelos.
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e Foco no Contexto

A clareza, estrutura e variabilidade das informacées contextuais afetam de forma
critica o desempenho e a confiabilidade dos LLMs, especialmente em tarefas como
de perguntas e respostas. Contextos de alta qualidade — livres de ambiguidades,
erros ou inconsisténcias — melhoram a compreensao e reduzem erros de resposta
em até 27%. Dados contextuais estruturados e livres de ruidos garantem que os
modelos possam interpretar e responder aos inputs de forma confidvel, destacando

a necessidade de conjuntos de dados bem validados.

e Estratégias de boas bases de dados

A mudanca do enfoque de quantidade para qualidade, destaca uma tendéncia cres-

cente em direcdo a eficiéncia e precisdo na preparacio de conjuntos de dados.

e Escalabilidade e Governanca

Necessidade de sistemas escaldveis e automaticos para gerenciamento de dados, ga-

rantindo assim a qualidade e desempenho do modelo.

e Impactos sociais e éticos

Os trabalhos mostram a importancia de praticas éticas de dados e estruturas de

governanca em mitigar riscos e melhorar a transparéncia.

A sintese das pesquisas ressalta que a qualidade dos dados ndo é apenas um fator
de suporte, mas um determinante fundamental para o desempenho e a confiabilidade
dos LLMs. Ao abordar as dimensoes da qualidade dos dados, focar nas necessidades
especificas de cada dominio e priorizar dados de alta qualidade em vez de grandes volumes,
os profissionais podem melhorar os resultados dos LLMs. Além disso, a inclusdo de
frameworks robustos de governanga de dados garante praticas sustentaveis e éticas no
gerenciamento de grandes conjuntos de dados, atendendo as preocupacgoes sociais junto

com os requisitos técnicos.

4.2 Quais sao os desafios e solucoes existentes para a
qualidade de dados no treinamento de LLMs?

O treinamento de LLMs depende de volumes massivos de dados, tornando a qualidade
desses dados um fator crucial para a efetividade dos modelos. Dados de alta qualidade

nao apenas melhoram a capacidade de generalizacao dos modelos, mas também reduzem
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vieses, aumentam a acurdcia e ampliam a confiabilidade dos resultados. Entretanto, as
bases de dados empregadas no treinamento dessa classe de modelos apresentam nao ape-
nas uma vasta diversidade de conteidos e formatos, mas também um volume significativo.
Esses fatores introduzem desafios considerdveis para garantir consisténcia, diversidade e
acuracia nos dados utilizados. A heterogeneidade das fontes pode levar a inconsisténcias

e vieses nos modelos, comprometendo a confiabilidade das aplicacoes.

4.2.1 Desafios em qualidade de dados para LLMs

Garantir a qualidade de dados é fundamental para o desenvolvimento de LLMs, pois
influencia diretamente o desempenho, capacidades de generalizacao e equidade. Equi-
dade refere-se a representacdo justa de grupos e perspectivas diversas nos conjuntos de
dados de treinamento, garantindo resultados imparciais e confidveis para todos os perfis
de usuarios. Entretanto, a quantidade e diversidade das bases de dados utilizadas no trei-
namento introduzem varios desafios. Desde tratar ruido e redundancia até lidar com viés,
a qualidade de dados continua sendo um gargalo no processo de otimizar as capacidades
de LLMs. Na Figura 5 temos uma nuvem de palavras que realga os principais desafios

encontrados entre os artigos analisados.

Figura 5: Nuvem Palavras Desafios Qualidade Dados Treinamento LLMs
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4.2.1.1 Ruido, Redundéancia e Escala

Grandes bases de dados frequentemente contém ruido e/ou informagoes redundantes,

o que diminui a efetividade dos dados no treinamento de LLM. O trabalho de Longpre et
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al. (2023) relata como dados duplicados e com pouca qualidade afetam de forma negativa a
eficiéncia do treinamento, aumentam as chances de falsas correlagoes e padroes enganosos
no resultado dos modelos. Ainda, a propagagao de ruido durante o treinamento aumenta
o risco de sobreajuste das caracteristicas irrelevantes, que sdo elementos no conjunto de
dados que nao contribuem significativamente para o desempenho preditivo do modelo ou
para os objetivos especificos da tarefa. A escala absoluta de bases de dados modernas am-
plificam esses problemas, como é discutido em Chen et al. (2024), onde sao apresentados
os desafios computacionais e logisticos para taticas de pré-processamento, filtragem e de-
duplicacdo em grandes bases de dados. Apesar de utilizar sistemas de pré-processamento
modulares e escaldveis, operacoes que demandam muitos recursos continuam sendo um

obstaculo para garantir a uniformidade e a limpeza dos dados de treinamento.

Para somar a complexidade do problema, em Shankar et al. (2024), os autores desta-
cam a necessidade de sintetizar assergoes de qualidade para os dados a fim de minimizar a
redundancia de instrucoes e garantir o alinhamento com os critérios de tarefas especificas.
A integracao de tais processos é crucial para reducdo de ruido enquanto mantém a inte-

gridade semantica das bases de dados de treinamento.

4.2.1.2 Viés e falta de representacao

Viés em bases de dados, principalmente aquelas derivadas de fontes extraidas da in-
ternet, pode propagar nos LLMs e produzirem resultados injustos e ndo confidveis. Em
Zhou et al. (2024a), os autores discutem a prevaléncia de vieses culturais e demogréficos,
o que compromete a equidade e a inclusividade das aplicacoes resultantes. Esse desafio é
amplificado pela falta de representacgao diversificada nos dados de treinamento, levando
a distor¢oes sistémicas nas previsdes do modelo. Em Yu et al. (2024), os autores enfa-
tizam que uma representacao inadequada de diferentes perspectivas e contextos limita
a generalizacdo de LLMs. Além disso, vieses frequentemente emergem por casa de al-
guma super-representagdo de dominios especificos ou demograficos, perpetuando assim

tratamento desbalanceado entre grupos.

O trabalho de Li et al. (2024a), enderega esses desafios ao aplicar métricas IFD para
identificar e reduzir o ruido em bases de dados de instrucées. Essa abordagem ajuda a
melhorar a compatibilidade entre os dados e as necessidades da tarefa solicitada enquanto

mitiga desequilibrios representativos.
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4.2.1.3 Problemas com dados de dominios especificos e instrucoes

Bases de dados de instrucodes, utilizadas para treinar modelos em contexto especificos,
geralmente enfrentam desafios de ambiguidade, inconsisténcia, desalinhamento, o que
impede as capacidades de seguir instrugoes dos LLMs. Liu et al. (2024) argumentam que
pares de instrucao-resposta sem uma curadoria adequada prejudicam o alinhamento do
modelo e contribuem para erros como alucinacoes. Bases de dados de dominios especificos,
incluindo aqueles como de medicina e/ou programagao, apresentam uma complexidade
adicional. No trabalho de Roziére et al. (2024), os autores revelam como dados de cédigo
com ruido ¢ nao estruturados afetam o desempenho dos modelos em aplicagoes especificas.
Em Zhang et al. (2024) sao identificados problemas como formatos cadticos, problemas
de privacidade e textos de baixa qualidade em dados médicos, o que requer solugoes de
pré-processamento especificas. Abordar esses desafios exigem frameworks proprios de
dominio que combinem técnicas de preservacao da privacidade com estratégias avancadas

de reducao de ruido.

4.2.1.4 Escalabilidade da curadoria e filtros

O crescimento exponencial das bases de dados utilizadas no treinamento de LLMs
apresentam desafios de escalabilidade para garantir a qualidade. Penedo et al. (2023)
demonstram que mesmo com esforgos significativos e regidos para deduplicacio, bases de
dados na escala da internet sao propensos a inconsisténcias e, portanto, requerem uma

curadoria extensiva para manter a coeréncia e relevancia.

O framework IterClean, proposta por Ni et al. (2024), aborda o problema de escala-
bilidade ao aplicar métodos iterativos de limpeza de dados que usam modelos de feedback
para identificar e ratificar ruido ou dados redundantes. Essa abordagem é particularmente
valiosa para bases de dados com um numero limitado de dados com marcagoes, onde a
curadoria manual ¢ impraticdvel. De forma similar, a arquitetura modular Data-Juicer,
proposta por Chen et al. (2024), propoe uma infraestrutura para processamento e dedu-
plicacao de forma escalavel, mas a dependéncia da solugdo em processos de computagao
intensiva evidencia a necessidade de solugbes que também sejam eficientes no uso de recur-
sos. Apesar desses avancos, manter o equilibrio entre escalabilidade e qualidade continua
sendo um obstéculo importante. Como as bases de dados continuam a crescer em tama-
nho e complexidade, frameworks devem evoluir para incorporar solugoes automatizaveis

e adaptativas sem comprometer acuracia e diversidade.



4.2.2 Solugoes para melhorar a qualidade de dados

Enderecar desafios na qualidade de dados para LLMs requer abordagens inovadoras
e sistemdticas construidas especificamente para as demandas tnicas de grandes bases de
dados e de dominio especifico. A literatura analisada apresenta uma série de frameworks e
ferramentas projetadas para mitigar problemas como ruido, redundéancia, viés, e escalabili-
dade enquanto melhora a diversidade das bases de dados e o alinhamento com os objetivos
do modelo. Essas solugoes utilizam tanto processos automatizados quanto expertise de
dominio para otimizar a preparagao de dados, garantindo maior precisao e robustez nos

resultados dos LLMs. Na Tabela 8 temos um resumo das principais ferramentas proposta

na literatura, listando os principais atributos e contexto de aplicacao.

Tabela 8: Solugoes e Frameworks para Qualidade de Da-
dos em LLMs

Solugao/Framework

Principais Atributos

Contexto de Aplicacao

EasylInstruct Fra-
mework (OU et al.,
2024)

Estrutura modular para

geracao  de  instrucgoes,
métricas avancadas (GPTS-
core, perplexidade), geracgao

automatizada de instrugoes.

Garante conjuntos de
instrugoes de alta qua-
lidade e diversidade;
reduz  redundancia;
melhora o  alinha-

mento do modelo.

CoachLM (LIU et al.,
2024)

Revisao automadtica de ins-
trucoes de baixa quali-
dade,

tado por especialistas, ava-

treinamento orien-

liacao de qualidade em nove

Melhora as capacida-
des de

trucoes; mitiga erros;

seguir ins-

garante diversidade no

conjunto de dados.

dados escaldvel e flexivel.

dimensoes.
Data-Juicer (CHEN et | Mais de 50 operado- | Ideal para pré-
al., 2024) res modulares de pré- | processamento em
processamento; suporte | larga escala; garante
para  processamento de | dados de treinamento

livres de ruido; per-
mite experimentacao

com receitas de dados.

Continua na préxima pagina




Tabela 8 — continuacao da pagina anterior

Solugao/Framework

Principais Atributos

Contexto de Aplicacao

Oasis System (ZHOU
et al., 2024a)

Deduplicagao  adaptativa,
filtragem modular bascada
em regras, filtros neurais
sem viés, métricas de ava-

liacao holisticas.

Melhora a fluéncia,
coeréncia e diversi-
dade do corpus; reduz
vieses em conjuntos de
dados de grande es-

cala.

IterClean (NI et al.,
2024)

Limpeza iterativa usando
feedback do modelo;

mework modular para lidar

fra-

Melhora incremental-
mente a qualidade dos

dados; aumenta a ro-

com erros. bustez; util para con-
juntos de dados rotu-
lados limitados.
SPADE (SHANKAR | Sintetiza afirmagoes de | Garante conformi-
et al., 2024) qualidade de dados; reduz | dade com critérios
afirmagoes redundantes; | de qualidade; reduz
utiliza deltas de prompts | alucinactes e erros de
para refinamento. instrugoes.
Selective  Reflection- | Colaboragao professor- | Melhora a compati-
Tuning (LI et al., | aluno; métricas de Dificul- | bilidade instrucao-
2024a) dade de Seguir Instrugoes | resposta; reduz ruido;
(IFD) para refinamento | otimiza a relevancia
direcionado. dos dados.
Comprehensive  Me- | Pré-processamento em qua- | Garante dados
dical Framework | tro moédulos: unificacdo de | médicos compativeis

(ZHANG et al., 2024)

formato, filtragem de quali-
dade, deduplicagao, reducao

de privacidade.

com privacidade e li-
vres de ruido; melhora
os resultados de trei-
namento  especificos

ao dominio.

Continua na préxima pagina
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Tabela 8 — continuacao da pagina anterior

Solugao/Framework

Principais Atributos

Contexto de Aplicacao

LLM-Assisted  Code
Cleaning (JAIN et al.,
2024)

Modularizagao de cédigo,
renomeacao de varidveis,

verificacdo de equivaléncia

Otimiza conjuntos de
dados para LLMs de

geracao de cédigo; re-

funcional. duz vieses e erros de

saida.
RefinedWeb  Dataset | Pipeline de Refinamento | Prepara dados web de
(PENEDO et al., | MacroData; filtragem adap- | alta qualidade; ga-
2023) tativa para diversidade e | rante melhorias de de-
coeréncia de conteudo. sempenho em zero-

shot.

4.2.2.1 Sintese

A anélise dos desafios e solugoes revelam alguns padroes e percepcoes:

e Abordagens modulares e iterativas

38

Vérias ferramentas, incluindo lterClean e Data-Juicer, enfatizam uma abordagem
iterativa e modular para o refinamento, o que abre portas para processamento adap-

tativo e escalar dos dados de treinamento.

e Trade-Offs entre desempenho e mitigacao de viés

Técnicas de filtragem para qualidade e viés frequentemente envolvem alguns trade-
offs, como relatado por Longpre et al. (2023), onde reduzir toxidade nos dados

geralmente compromete as capacidade de generalizagao dos modelos.

e Solugoes demandam recursos

O volume das bases de dados utilizadas no treinamento de LLMs necessitam de uma
quantidade significativa de recursos computacionais e humanos para filtragem, de-
duplicagao e adaptacao para dominios especificos, como é demonstrado por Penedo

et al. (2023).

e Desafios de dominios especificos
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Solugoes construidas para tarefas especificas, tais como medicina ou programacao,
realgam a importancia de pre-processamento que levem em conta o contexto do

dados e fine-tuning.

Apesar das solugoes apresentadas enderecarem diversos dos desafios, varias lacunas
permanecem, tais como métricas padronizadas de qualidade de dados e desenvolvimento
de aplicacoes que podem ser utilizadas em diversos cenarios. As solugoes que envolvem a
integracao da expertise humana com processos automatizados sdo caminhos promissores

para resolver essas lacunas.

Por fim, garantir a qualidade dos dados é fundamental para o treinamento de LLM,
influenciando na confiabilidade, justica ¢ versatilidade. Desafios como ruido, viés ¢ escala-
bilidade demandam solugoes inovadoras incluindo sistemas de preprocessamento modular,
processos de limpeza iterativa e frameworks para dominios especificos. Apesar deste tra-
balho ter levantado abordagens promissoras, mais pesquisas sao necessarias para definir
métricas padronizadas de qualidade e o equilibrio entre qualidade, mitigacao de viés e

escalabilidade.

4.3 Como os problemas de qualidade de dados con-
tribuem para vieses e erros em inteligéncias arti-
ficiais generativas?

Dados com pouca qualidade podem introduzir vieses e até amplificar os existentes,
propagar erros e assim comprometer a confiabilidade, impactando assim as aplicagoes

éticas e sociais de TA.

Erros de anotagao e dados rotulados incorretamente inserem, diretamente, vieses em
sistemas de IA. Por exemplo, quando as bases de dados utilizadas em treinamento se
baseiam em anotagoes inconsistentes e/ou incompletas, LLMs falham em generalizar, e
frequentemente replicam erros com confidéncia, isto ¢, passam a ideia de informacao cor-
reta, porém, quando analisado é falsa. Um exemplo apresentado por Tran et al. (2022)
mostra que dados rotulados incorretamente em tarefas de detecgao de intrusao fez com que
os modelos identificassem, erroneamente, atividades benignas como maliciosas, evidenci-
ando assim o efeito cumulativo desses vieses na tomada de decisbes criticas. Detecgao
de intrusdo, no contexto do artigo, refere-se ao processo de monitoramento e andlise do
trafego de rede ou das atividades do sistema para identificar acessos nao autorizados,

violagoes ou atividades maliciosas.
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Vieses sao perpetuados quando bases de dados nao representam, de forma proporci-
onal, todos os grupos presentes no contexto da aplicacao. Trabalhos como o de Zhou et
al. (2024a) descrevem como a sub-representacdo de grupos minoritdrios da sociedade e,
portanto, geram resultados enviesados ou com esteriétipos. Zhang et al. (2024) descrevem
como bases de dados recuperadas da internet geralmente representam, de forma despro-
porcional, doencas mais comuns em centros urbanos e sub-representam problemas de
satude na area rural. Esse desbalanceamento nos dados de treinamento afeta a habilidade

do LLM de gerar andlises médicas igualmente acuradas.

Ruido nos dados, tais como registros duplicados, e dados que nao sao relevantes, ou
ainda, formatos incorretos, introduzem imprecisdes no resultado de IAs. Shankar et al.
(2024) detalham que erros como entradas repetidas resultam em sobreajuste, fazendo com
que os LLMs priorizem padroes repetitivos ao invés de novas generalizagoes para um dado
contexto. Em areas especificas, como ¢ o caso de dados médicos, bases de dados com ruido
e com terminologia inconsistente fazem com que os modelos de linguagem deem conselhos

contraditérios baseados em variagoes minimas na forma de como a pergunta é formulada.

As bases de dados que nao tém uma variabilidade linguistica muito boa podem gerar
modelos que tém seu desempenho minado quando configurados para realizar tarefas em
varias linguas ou até falham em entender dialetos que sdo sub-representados (ou nao
presentes) na base de dados. Karra e Lasfar (2024) discutem como dados de treinamento
contextualmente limitados levam sistemas de pergunta e resposta a gerar resultados menos
acurados em casos de cendrios complexos de linguagem, revelando vieses contra estruturas

sintaticas mais intrincadas.

Vieses ja existentes na sociedade estao incorporados nas bases de treinamento e sao
amplificados, ¢ até perpetuados por LLMs, como apresentado no trabalho de Li et al.
(2024a), no qual é demonstrado que prompts enviesados em bases de dados de instrugoes
ensinaram o modelo a favorecer certos grupos demograficos em contextos como candi-
daturas a empregos ou avaliacbes académicas. De forma similar, em Garrido-Munoz,
Martinez-Santiago e Montejo-Réez (2023), os autores evidenciam como LLMs treinados
em bases de dados em espanhol apresentam um viés sistemdtico herdado dos dados de

treinamento. Por exemplo:

e Modelos masculinos, como "Ele é o mais [MASK]”, produzem descritores como

"inteligente” e ”forte”, alinhando-se a estereétipos de lideranca e intelectuais.

e Modelos femininos, por outro lado, geram adjetivos como ”bonita”e ”emocional”,

perpetuando tendéncias sociais de focar na aparéncia e nos atributos emocionais das
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mulheres em detrimento de suas capacidades

A reproducao constante de vieses sociais aumenta as desigualdades em aplicacoes
como ferramentas de recrutamento, onde homens podem ser preferidos de forma injusta
para cargos de lideranga, ou em contextos educacionais, onde as conquistas de mulheres
podem receber menos valor. Assim como acontece com os conjuntos de dados usados para
instrucoes, os vieses incorporados nesses modelos de linguagem criam ciclos que reforgam
esteredtipos em diferentes tarefas, mostrando a necessidade urgente de reduzir esses vieses

durante a curadoria dos dados.

Dados de treinamento ambiguos inserem incertezas em inteligéncias artificiais genera-
tivas. Liu et al. (2024) mostram que modelos treinados em bases de dados com instrugoes
incompletas frequentemente geram respostas vagas ou enganosas quando confrontados

com tarefas que exigiam direcdes especificas.

Em tarefas como geragao de codigo, erros nos dados de treinamento leva a falhas
encadeadas. Em Jain et al. (2024) é demonstrado que dados com c6digos de baixa quali-
dade resultam em LLMs produzindo cédigo que sao sintaticamente corretos, porém com
funcionalidades incorretas, o que poderia propagar para sistemas em producao levando a

sérias consequéncias.

Essas evidencias enfatizam que problemas de qualidade de dados sdao fundamentais
para a geracdo e propagacdo de vieses e erros em inteligéncias artificiais generativas.

Baseados nos artigos, foram identificados alguns padrdes no tema:

e Proliferacao de viés por problemas sistémicos nos dados:

Dados de baixa qualidade sdo um fator significativo na reproducao e amplificacio de
esteredtipos sociais. Por exemplo, Shankar et al. (2024) destacam como conjuntos
de dados enviesados por género e cultura levam os LLMs a perpetuar estereétipos
prejudiciais, como associar determinadas profissdes a géneros especificos ou normas
culturais. Da mesma forma, conjuntos de dados médicos com vieses centrados em
areas urbanas distorcem as necessidades de saude rural, resultando em saidas de

modelos inequitativas, como observado em Zhang et al. (2024).

e Ciclos de retroalimentacao em modelos de IA generativa:

Modelos de TA generativa criam, ciclos de retroalimentacao que reforgam os préprios
vieses quando treinados com dados enviesados ou incompletos. Por exemplo, o

trabalho de Li et al. (2024a) demonstra como os vieses introduzidos por conjuntos de
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dados de instrugoes propagam erros em iteragoes subsequentes do modelo, agravando
o viés em vez de mitiga-lo. Esse ciclo compromete a equidade e a adaptabilidade

dos sistemas de TA no longo prazo.

e Impacto de dados duplicados e ruidos:

Redundancias e ruidos aumentam os erros nas saidas dos modelos. Como descrito
por Shankar et al. (2024), padroes repetitivos sao priorizados em detrimento de
generalizagoes diversas devido a dados sobrepostos. Da mesma forma, Jain et al.
(2024) destacam os efeitos em cascata de dados de cédigo com ruidos, resultando

em resultados funcionalmente errados em aplicagoes criticas.

e Viés contextual e linguistico:
Lacunas linguisticas e contextuais nos conjuntos de dados criam assimetrias no de-
sempenho dos modelos, especialmente em ambientes multilingues ou complexos.
Trabalhos como o de Karra e Lasfar (2024) enfatizam que dados de treinamento
com falta de contexto levam a erros desproporcionais em cendrios sintéticos mais

complexos.

e Ambiguidade e erros de anotacao:

Dados ambiguos ou conjuntos de dados mal anotados afetam significativamente a
confiabilidade dos modelos. Liu et al. (2024) mostram que instrugoes incompletas
ou inconsistentes resultam em saidas vagas e propensas a erros. Esses problemas

agravam as imprecisoes dos modelos e minam a confianga nos sistemas generativos.

Conclui-se que abordar os vieses de maneira holistica requer a priorizagao da diver-
sidade de dados, o alinhamento contextual ¢ a garantia da qualidade das anotagoes em
todas as etapas da pipeline de desenvolvimento. Nesse contexto, destaca-se a importancia
de pesquisas futuras voltadas para o aprimoramento de ferramentas automatizadas de
avaliagdo da qualidade dos dados e para a implementacao de protocolos robustos de va-
lidacdo, fundamentais para mitigar vieses em todas as fases de treinamento e aplicacao

dos modelos.
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5 CONCLUSAO

A revisao de escopo da literatura realizada destacou que a qualidade dos dados ¢é
essencial para o desenvolvimento e a confiabilidade de grandes modelos de linguagem.
Dados de baixa qualidade podem introduzir vieses e erros significativos, comprometendo
a utilidade e a ética dos sistemas baseados em IA. Estratégias como a curadoria de dados, o
uso de frameworks escalaveis e a governanga robusta foram identificadas como abordagens

eficazes para lidar com esses desafios.

Além disso, a pesquisa mostrou que um equilibrio entre quantidade ¢ qualidade dos
dados pode ser alcancado para otimizar o desempenho dos modelos. A adocao de técnicas
avancadas, como limpeza interativa de dados e o uso de ferramentas de revisao auto-
matizada, também se mostrou promissora. Contudo, hd uma necessidade continua de

pesquisas voltadas para a padronizacao e a aplicagao ética no uso de dados para LLM.

Pesquisas futuras devem se concentrar no desenvolvimento de métricas padronizadas
de qualidade, permitindo que os profissionais que trabalham com LLMs analisem seus
dados de maneira reproduzivel e monitorem a qualidade dos dados em aplicagoes imple-
mentadas. Existe uma necessidade critica de ferramentas robustas para a deteccao de
vieses, que combinem métodos baseados em IA com supervisdo humana para identificar
e mitigar efetivamente os vieses nos conjuntos de dados. Além disso, as ferramentas de
agentes de TA utilizadas para aumento de dados e melhoria de qualidade devem incorpo-
rar métodos de curadoria e documentagao transparente, garantindo que nao introduzam

dados ruins ou enviesados nos conjuntos de dados que estao corrigindo.
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