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ABSTRACT

Since the early 2000’s, the research on digital image inpainting has been very active
and encountered numerous applications in image processing and computer vision. With
the increase in computer processing power and the development of high-quality image
datasets, many new Deep Learning inpainting methods were proposed in recent years,
achieving outstanding results with no precedents in traditional methods. For instance,
DeepFillv2 is a complete and robust GAN-based model regarded as one of the most prac-
tical and well-established image inpainting methods available to this day. However, for
the use case of facial inpainting, the DeepFillv2 was initially trained on CelebA-HQ, a
dataset composed exclusively of celebrities’ face images, which makes it strongly biased
towards white and attractive faces mostly from adult western personalities. As an al-
ternative, this project proposes to train the DeepFillv2 model from scratch on FFHQ, a
dataset of faces of normal people from all over the world, which offers greater variation
in terms of age, ethnicity and image background, besides being more than twice as large
as CelebA-HQ. Therefore, the main contributions of this project are: to provide a his-
toric overview on image and facial inpainting techniques, to present a thorough review
of the most relevant digital inpainting methods proposed in the last couple decades, and
to improve the state-of-the-art DeepFillv2 method for the use case of facial inpainting
through its training data. Detailed qualitative and quantitative evaluations suggest that
our DeepFillv2 model trained on the FFHQ dataset was able to produce better results
than the DeepFillv2 model originally trained on CelebA-HQ.

Keywords – Image Inpainting; Facial Inpainting; Deep Learning; Generative Adversarial
Network (GAN); DeepFillv2.



RESUMO

Desde o ińıcio dos anos 2000, muitas pesquisas foram conduzidas sobre métodos
digitais de image inpainting, que encontraram diversas aplicações nos campos de pro-
cessamento de imagem e visão computacional. Com o aumento no poder de processa-
mento dos computadores e o desenvolvimento de datasets de imagens de alta qualidade,
diversos novos métodos de inpainting com Deep Learning foram propostos nos últimos
anos, obtendo resultados extraordinários, sem precedentes nos métodos tradicionais. Por
exemplo, o DeepFillv2 é um completo e robusto modelo baseado em GAN, considerado
um dos mais práticos e bem estabelecidos métodos de image inpainting desenvolvidos até
os dias atuais. Contudo, para o caso de uso de facial inpainting, o DeepFillv2 foi inicial-
mente treinado com o CelebA-HQ, um dataset de imagem composto exclusivamente de
rostos de celebridades, sendo assim fortemente enviesado para rostos brancos e atraentes,
majoritariamente de personalidades adultas do mundo ocidental. Como alternativa, este
projeto propõe treinar o modelo DeepFillv2 do zero usando o FFHQ, um dataset de rostos
de pessoas normais do mundo todo, que oferece uma maior variabilidade de idade, etnia e
plano de fundo nas imagens, sendo mais de duas vezes maior que o CelebA-HQ. Portanto,
as principais contribuições deste projeto são: fornecer um panorama geral da história
das técnicas de image e facial inpainting, apresentar uma revisão dos métodos digitais de
image inpainting mais relevantes propostos nas duas últimas décadas e melhorar o método
do estado da arte DeepFillv2 para o caso de uso de facial inpainting através dos seus da-
dos de treinamento. Avaliações qualitativas e quantitativas sugerem que nosso modelo
DeepFillv2 treinado no dataset FFHQ obteve melhores resultados quando comparado ao
modelo DeepFilllv2 originalmente treinado no CelebA-HQ.

Palavras-Chave – Image Inpainting; Facial Inpainting; Deep Learning; Generative Ad-
versarial Network (GAN); DeepFillv2.
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1 INTRODUCTION

Image inpainting—or image completion—refers to the process of reconstructing dam-

aged or missing parts of an image in such a way that the inpainted image appears seam-

less, physically plausible and visually pleasing to the casual observer. Nowadays, image

inpainting is an important field in computer vision and lays the functional foundations in

many imaging and graphics applications, from image denoising to object removal.

This research project focuses on facial inpainting, which is a subfield of image in-

painting. Also referred as facial image inpainting and face completion, facial inpainting

is the task of completing damaged or missing parts on facial images using image inpaint-

ing techniques and taking advantage of the similarities between different human faces.

Figure 1.1 shows examples of damaged portrait photographs reconstructed with facial

inpainting techniques.

Figure 1.1: Artistically reconstructed portrait photographs, performed by illustrator
Michelle Spalding. Source: Stewart [1]

In summary, the main contributions intended with this project are the following:

• Provide a historic overview on image and facial inpainting techniques, their origins

and development until this day.

• Present a thorough review of the most prominent and relevant digital image and

facial inpainting methods proposed in the last decades.
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• Attempt to improve a well-established state-of-the-art Deep Learning image inpaint-

ing method for the use case of facial inpainting through its training data, and then

present and discuss the obtained results.

A Brief History of Image and Facial Inpainting

Even though facial and image inpainting are currently active fields of research with

numerous recent applications in image processing and computer vision, these concepts

have long been explored by artists and scientists.

During most of Modern History, paintings have been one of the primary forms of

artistic expression and historical record. In Renaissance, with the rise of Individualism and

the greater focus on individuality, paintings depicting humans as the central subject—or

portrait paintings—became increasingly popular. Although initially restricted to the rich

and powerful, over time portrait paintings gradually spread across middle-class people

mainly in the form of portrait miniatures [37]. Until this day, many of those portrait

paintings remain as important historical sources. Figure 1.2 shows examples of famous

portrait paintings in Art History.

Figure 1.2: From left to right: Arnolfini Portrait, by Jan van Eyck (1434); Mona Lisa,
by Leonardo da Vinci (1503); portrait miniature of George Washington, by Robert Field
(1800). Sources: Wikimedia Foundation and The National Gallery [2–4]

With the invention and the development of film photography in the 19th and 20th cen-

turies [38], portrait photographs became widely accessible to the population and quickly

turned into one of the most common ways of registering individual and family moments or

social and professional events. Nowadays, portrait photographs not only serve as funda-
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mental records of human history, but also became indispensable personal items in almost

every household.

However, portrait paintings and photographs exist on physical mediums that in-

evitably get damaged over time due to environmental conditions such as relative humidity,

temperature, light, pollutants and even pests like rodents and insects. In this way, pho-

tography prints and paintings’ canvases and oil paints deteriorate and degrade with time,

accumulating dirt and dust in their surface and causing defects such as spots and cracks.

Furthermore, human-induced factors like storage in improper environments, poor han-

dling practices and physical bumps and scratches can also cause permanent damages to

paintings and photographs.

For those reasons, introducing adjustments to artworks in a way that they remain

unnoticed to the observer unaware of the original image is a practice that has been

around since the origins of art creation itself. Medieval paintings started to be restored

during Renaissance with the objective to bring them ”up to date”, in a process that was

called retouching or inpainting [39, 40]. Since the first documented artwork restoration

occurrence in the early 16th century [41], the disciplines of conservation and restoration of

works of art—and, later, photographs as well—have evolved significantly [42,43] and today

most major museums have dedicated scientific laboratories with advanced equipment like

X-ray machines and infrared cameras to perform tasks like image inpainting [5].

Nevertheless, artwork inpainting is a time-consuming and labour-intensive activity

mainly comprised of manual work and that requires specialized professional conservators.

Smaller paintings usually take two to three weeks to restore and cost U$800 to U$1,000,

whereas large paintings could cost U$10,000 to U$15,000 and take months or, in some

cases, years to complete [5]. As a result, inpainting of artworks is an expensive and

inaccessible process. Figure 1.3 illustrates an artwork inpainting process.

Figure 1.3: Hand inpainting performed by a professional art conservator. Source: Thot-
tam [5]
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In addition to artwork conservation and restoration, image manipulation has also em-

ployed image inpainting techniques in a process called photographic retouching, in which

photographs’ negatives were physically altered to produce desired changes on the original

image. The first known act of photographic retouching occurred in 1846 [44], just five years

after the patent of the calotype—the first practical photographic process capable of gener-

ating multiple prints from a single negative. Since then, photographic retouching became

increasingly common, specially in portrait photographs. In 1909, Schriever published a

complete guide [6] detailing the best tools and practices for retouching photographs, from

the etching knife usage to the retouching desk positioning and the chemicals’ preparation.

Figures 1.4 and 1.5 show instructive retouching examples from Schriever’s guide.

Figure 1.4: The original negative and print (left) followed by a retouched negative and
print (right). Source: Schriever [6]

Figure 1.5: Demonstration of neck retouching technique. Source: Schriever [6]

In the first half of the 20th century, from Hollywood celebrity pictures to ordinary

family portraits, photographic retouching was a widespread practice. To fit into the

prevailing beauty standards, noses, jaws, ears, shoulders and waists were often reshaped

while wrinkles, blotches and freckles were constantly smoothed out, consolidating a photo

editing culture that prevails until this day.
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At the same time, photographic retouching was also put to use in document falsifica-

tion and political propaganda. In the late 1930s, for example, photographic retouchers in

Soviet Russia spent long hours physically removing Stalin’s political opponents from offi-

cial photographs, which helped to produce a false and manipulated perception of reality

among the Russian population. Figure 1.6 shows an example of retouched photograph

from Stalin. As King [45] describes:

Photographs for publication were retouched and restructured with air-
brush and scalpel to make once famous personalities vanish. Paintings,
too, were often withdrawn from museums and art galleries so that com-
promising faces could be blocked out of group portraits. [...] A parallel
industry came into full swing, glorifying Stalin as the ”great leader and
teacher of the Soviet people” through socialist realist paintings, monu-
mental sculpture, and falsified photographs representing him as the only
true friend, comrade, and successor to Lenin, the leader of the Bolshevik
Revolution and founder of the USSR. The whole country was subjected
to this charade of Stalin-worship.

Figure 1.6: On the left, Kliment Voroshilov, Vyacheslav Molotov, Joseph Stalin, and
Nikolai Yezhov walking along the banks of the Moscow-Volga Canal, in April, 1937. On
the right, Nikolai Yezhov has been removed from the original image. Source: Gessen [7]

With the Digital Revolution in the second half of the 20th century and the subsequent

mass availability of digital computers and smartphones in the last decades, images left the

physical mediums of painting canvasses and photography prints and started to be stored

digitally as long sequences of 0’s and 1’s. This shift not only solved the conservation

problem but also paved the way for numerous new applications that were previously

unthinkable.

Nowadays, image restoration and manipulation processes can be easily carried out

by a much less specialized public through photo-editing softwares, at a fraction of the

cost and time in relation to the physical inpainting process. However, these processes

still require dedicated human interaction, which makes them hard to scale and prone to
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human errors. For those reasons, an interest on the development of automated digital

image inpainting techniques emerged.

In the last couple of decades, with the advancements in digital image processing and

in computer vision, the research fields of image and facial inpainting have been very

active, boosted by numerous application other than image restoration, such as removal of

objects [12] and text overlays [46], image-based rendering [47] and image denoising [48],

compression [49], retargeting [50] and compositing [51]. More recently, Faria Silva et

al. [52] proposed the use of inpainting techniques to optimize the production process of

nasal prostheses. Figures 1.7 and 1.8 show common use cases in which digital image and

facial inpainting algorithms can be applied.

Figure 1.7: Common types of distortion tackled by image and facial inpainting algorithms.
Source: Elharrouss et al. [8]

Figure 1.8: State-of-the-art image inpainting algorithm for object removal. Source:
adapted from Zeng et al. [9]
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In June 2021, an Artificial Intelligence (AI) algorithm was employed to restore the

missing parts of Rembrandt’s famous painting The Night Watch [53, 54]. The canvas,

painted in 1642 with a size of 363 cm × 437 cm, had its edges trimmed in 1715 to fit

between two doors at Amsterdam’s city hall. For over 300 years, the painting has been

missing 60 cm from the left, 7 cm from the right, 22 cm from the top and 12 cm from the

bottom. Using a 17th-century small-scale copy of the original canvas painted by Gerrit

Lundens as a basis, the AI was able to restore the missing edges on The Night Watch while

preserving Rembrandt’s original painting style and colors—which would not be possible if

the restoration process was conducted by a human artist. Figure 1.9 shows Rembrandt’s

The Night Watch with the edges restored by the AI algorithm.

Figure 1.9: The Night Watch with the AI-reconstructed edges attached to it, on display
at the Rijksmuseum in Amsterdam. Source: [10]

Today, digital image and facial inpainting methods are able to achieve exceptional re-

sults, maintaining high levels of accuracy and consistency across different types of scenar-

ios and applications. The next chapter will present and discuss the current state-of-the-art

image and facial inpainting methods.
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2 STATE OF THE ART

State-of-the-art digital image inpainting methods can be classified into two major

groups: Traditional Methods and Deep Learning Methods, each with their corresponding

sub-categories. Figure 2.1 presents a classification of the digital image inpainting methods

that are going to be discussed in the following sections.

Figure 2.1: Classification of digital image inpainting methods. Source: created by the
author

2.1 Traditional Methods

The term ”image inpainting” in reference to a digital image processing algorithm was

first used in 2000 by Bertalmio et al. [15], who pioneered diffusion-based inpainting meth-

ods. But before reviewing the above inpainting methods in further detail, the concepts of

texture and structure should be defined more precisely. As Jam et al. [36] define:

A texture is a visual pattern on an infinite 2-D plane with a stationary
distribution at some scale [55]. This pattern refers to the feel (smooth,
rough) of the image surface. Textures are either regular (repeated texels,
or texture elements) or stochastic (imprecise texels) and can be synthe-
sised based on the assumption that the sample is large and uniform
with known statistics of regular patterns [56]. A geometric texture of
an image is the entire representation as a texture based on statistical
details of which a small patch is sufficiently a representative [57]. In
textural inpainting, the available data considered for the inpainting task
are exemplar textures. Textural inpainting uses statistical knowledge of
patterns due to its stationary distribution of missing regions and known
parts of the image, commonly modelled by Markov Random Fields [55].
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The structure of an image is a visual object constructed by distinct
parts (global contour information) of the image texture [58]. The ge-
ometric structure of an image is a representation of composition and
structure. During inpainting, the geometric structure has a low dimen-
sionality representation in subspace. That is, the coordinates of the
inpainted region are exact representations of the subspace and do not
exceed its dimension. This is because it must satisfy the coordinate
vertices of the image representation before decomposition to yield an
approximate representation of the parent structure. With this tech-
nique, the target region does not exceed the parent structure, and the
outcome is a good representation of the global context. In structural
inpainting, taking account the nature of the smoothness in the missing
regions and the boundary conditions is a precondition which uses either
isotropic diffusion or anisotropic diffusion to propagate boundary data
in the isotropic direction [15].

Effective image inpainting methods must be able to synthesize both texture and struc-

tures successfully based on the known pixels of the masked image. The following sections

highlight a few of the most prominent traditional image inpainting methods proposed in

the last couple of decades, which can be categorized into four groups: exemplar-based

methods, diffusion-based methods, sparse representation methods, and hybrid methods.

2.1.1 Exemplar-based Methods

Also known as patch-based methods, exemplar-based methods complete the missing

regions of the image by sampling patches from the existing parts, and then generating

new textures and structures that are visually similar to the sampled patches whilst not

being exact copies of them.

Exemplar-based Texture Synthesis

Efros and Leung [55] pioneered exemplar-based texture synthesis methods in 1999

through the use of Markov Random Fields (MRF) to model the image texture—that is,

the probability distribution of brightness values for each pixel within a neighbourhood.

The proposed method is iterative and completes the missing regions one pixel at a time,

by selecting a neighbourhood around a missing pixel and then querying the know parts

of the image to find one that is the most similar the the selected neighbourhood. Finally,

the central pixel from the found part is then copied to the location of the missing pixel.

This method produces effective results, but it is sensible to the window size of the selected

neighborhood and can generate discontinuous and undesirable patterns.

In 2001, Efros and Freeman [11] proposed Image Quilting, a fast, stable and simple
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method for texture synthesis and transfer. This method synthesises textures in blocks—

instead of one pixel at a time—by overlapping and merging patches sampled from the input

texture that satisfy the overlap constraints within some error tolerance. However, because

patch sizes do not always match the frequency of the details in the input texture and

because patches are randomly selected from the set of blocks that satisfy the constraints,

this method can generate discontinuous and misaligned results. Figure 2.2 illustrates the

proposed Image Quilting method.

Figure 2.2: Texture synthesis through Image Quilting. (a) Square blocks from the input
texture are randomly chosen and patched together. (b) Some overlap is introduced to the
blocks and they are rearranged so as to better ”agree” with their neighbours. (c) Finally,
the boundary between blocks is determined by finding a minimum cost path through the
error surface at the overlap. Source: Efros and Freeman [11]

In 2012, Le Meur et al. [59] improved upon Efros and Leung’s [55] method by intro-

ducing K-Nearest Neighbour (KNN), K-coherence candidate SSD and the Battacharya

distance [60] to the selection of the most similar patch. Such improvements reduce com-

putational complexity and make the method less sensitive to noise, allowing it to focus on

the dominant orientations of the image structures. Finally, a super-resolution algorithm

is applied to enhance the details in the inpainted image. However, this method depends

on proper parameter tuning to produce high-quality results and the super-resolution al-

gorithm increases its overall computational cost.

In essence, exemplar-based texture synthesis methods are able to successfully generate

textures similar to the ones present on the image while preserving recurrent details, even

when they are not continuous. On the other hand, these methods can also produce

meaningless and unreasonable results when the input image presents texture variations

or more complex structures.
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Exemplar-based Structure Synthesis

In 2004, Criminisi et al. [12] used existing patch-wise exemplar-based texture syn-

thesis methods in combination with a confidence mechanism which prioritizes the filling

of regions in the direction of propagation of linear structures. In that way, linear struc-

tures are first propagated into the target masked area and then texture is synthesised

according to the structural constraints. Figure 2.3 shows the proposed structure propa-

gation method. This method is able to preserve both texture and structure, but cannot

handle curved structures and is dependant on accurate priority pixel values to produce

satisfactory results.

Figure 2.3: Structure propagation through exemplar-based texture synthesis proposed by
Criminisi et al. [12]. (a) Input image with target (masked) region. (b) First chosen patch
based on its priority level. (c) Most likely candidates to fill the chosen patch. (d) Most
likely candidate copied to the filling area. Source: Criminisi et al. [12]

In 2009, Barnes et al. [13] introduced PatchMatch, an interactive image editing tool

for image retargeting, completion and reshuffling, which uses Nearest Neighbour Fields

(NNF) and a fast randomised sampling algorithm to quickly find approximate nearest-

neighbor matches between image patches. This method is significantly faster than previ-

ous approaches and successfully restores structures and textures even with large missing

areas, while also allowing for user inputs to produce more accurate results. By the time

it was introduced, PatchMatch produced unprecedented results and represented a major

breakthrough in image inpainting methods. It was implemented as an editing tool in

Adobe Photoshop CS5 and until this it is regarded as the state-of-the-art technique for

traditional non-learning methods. Figures 2.4 and 2.5 show some of PatchMatch results.

Exemplar-based structure synthesis methods use similar patches from the known parts

of the image to restore texture in the missing region while maintaining structural con-

sistency. However, these methods struggle to restore areas with little similarity with the

rest of the image and are unable complete curved or more complex structures.
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Figure 2.4: PatchMatch structure synthesis. (a) Original image. (b) User marks a hole
(magenta) and line constraints (red/green/blue) to elucidate the continuity of the roofline;
(c) The hole is filled in. (d) User inputs line constraints for retargeting, (e) which elimi-
nates two columns automatically. (f) Reshuffling: user translates the roof upward. Source:
Barnes et al. [13]

Figure 2.5: PatchMatch guided image inpainting. (a-c) User applies a mask to the bird
and marks constraints on the input image for completion. Pedestal and gateway removal
with (d-f) and without (g-i) user-supplied constraints. Source: Barnes et al. [13]

2.1.2 Diffusion-based Methods

Diffusion-based methods perform the inpainting task by smoothly propagating image

content from boundary areas into the interior of the missing regions in the image.

In 2000, Bertalmio et al. [15] proposed an inpainting method that used the concept

of isophotes (curves of constant brightness in the image) and a set of Partial Differential

Equations (PDE) to automatically fill the missing regions with the surrounding informa-

tion along the isophotes directions, regardless of the shape or size of the mask. Bertalmio

et al. improved this method in the following year by utilizing the Navier-Stokes equations

for fluid dynamics to propagate image information [61]. The proposed algorithms perform

well when inpainting small and thin masks, but lead to blurred results in large missing

areas and struggle to complete images with multiple missing parts.

In 2001, Chan and Shen [62] proposed the PDE-based Curvature-Driven Diffusion

(CDD) inpainting model that was able to consider the geometric information (or cur-

vature) of isophotes for the diffusion process, fixing a limitation of the previous Total

Variational (TV) method by the same authors [63] and allowing for the inpainting of

larger missing areas. However, this method cannot inpaint textured images, once the
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statistical fluctuations in textures are smoothed out by the employed PDE’s. The pro-

posed method was further developed by Shen et al. [64] with their Euler’s Elastica and

Curvature-based inpainting model.

In 2004, Telea [14] combined the Fast Marching Method (FMM) from Sethian [65]

with the PDE-based propagation of the image smoothness estimator along the image

gradient from Bertalmio et al. [15] and proposed an inpainting method that was simpler

and considerably faster than previous diffusion-based techniques. This method estimates

image smoothness as a weighted average over a known neighborhood of the pixel to inpaint.

Finally, image information is then propagated into the missing areas, which are treated

as level sets for the FMM. Figure 2.6 shows some results by the proposed method and

figure 2.7 presents a comparison between the proposed method and the one by Bertalmio

et al. [15].

Figure 2.6: Inpainting results with the proposed FMM-based method. On the right, a
close-up of the inpainted eye is presented. Source: Telea [14]

Figure 2.7: Results comparison between methods by Bertalmio et al. [15] (center) and
Telea [14] (right and bottom). Source: Telea [14]

Diffusion-based methods produce accurate and satisfactory results when inpainting

small areas like scratches, straight lines, curves, and edges. However, as the size of the

missing regions increases, the resulting inpainted regions get more and more blurred and

lack texture information, also significantly increasing the computational cost of those

methods.
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2.1.3 Sparse Representation Methods

Sparse representation inpainting methods assume that images contain natural signals

that admit a sparse decomposition over a redundant dictionary, which can be regarded

as a compressed or encoded version of the original image vector. Despite having the

same number of elements as the original image, the sparse representation has mostly zero

entries, reducing noise and focusing on the more relevant information from the image.

The inpainting task is then conducted under the assumption that the existing and missing

regions share similar sparse representations.

In 2007, Mairal et al. [66] introduced a dictionary learning algorithm for sparse decom-

position of colored images with missing information, mainly focused on image denoising.

In 2009, Shen et al. [16] improved upon that algorithm and proposed a patch-wise sparse

representation method specifically targeted at image inpainting, allowing for user-defined

masks and capable of preserving both texture and noise consistency in the inpainted

result. Figure 2.8 presents a few inpainting results by the proposed method.

Figure 2.8: Inpaiting results by the proposed patch-wise sparse representation method.
Source: Shen et al. [16]

2.1.4 Hybrid Methods

Hybrid inpainting methods use a combination of exemplar-based and diffusion-based

techniques—the ones that produced the best results among traditional methods—, in an

attempt to take advantage of their strengths and overcome their main limitations in a

complementary manner.

In 2003, Bertalmio et al. [58] proposed a method that used Efros and Leung [55]

exemplar-based texture synthesis in association with their previous PDE-based inpaint-

ing algorithm from 2000 [15]. This method decomposes the masked image into texture and

structure layers and then conducts the inpainting task on each layer separately, employing

their diffusion-based technique on the structure layer and the exemplar-based method on
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the texture layer. Despite producing satisfactory results, this method is computation-

ally expensive, can only inpaint black-and-white images, and struggles to complete large

missing areas.

In 2011, Le Meur et al. [18] introduced a new inpainting method by combining the

difusion-based image regularization PDE framework by Tschumperlé et al. [17] with the

exemplar-based structure synthesis method by Criminisi et al. [12]. The proposed method

is conducted in two steps: first, structure tensors are used to define the filling order priority

to favor the structure propagation in the isophote direction. Then, a template matching

is performed in order to find the best candidates to fill in the hole based on a KNN

algorithm. Figure 2.9 shows a comparison between the inpainting results of the proposed

hybrid methods and the original ones.

Figure 2.9: (a) Masked images. (b) Inpainting results by the proposed hybrid method,
and the results by the original methods (c) by Tschumperlé et al. [17] and (d) by Criminisi
et al. [12]. Source: Le Meur et al. [18]

Hybrid methods are capable of completing structures and texture with considerable

local coherence and visual quality, while avoiding generating blurred results. However,

these methods perform poorly and have a high computational cost when inpainting regions

increase in size. Also, they offer no guarantee of convergence during the inpainting task.

Summary: Traditional Methods

In summary, traditional digital inpainting methods are able to accurately complete

structure and texture and thus produce satisfactory and high-quality results when the

missing areas are small and narrow. However, these methods cannot capture high-level

semantic features from the image and therefore fail to perform the inpainting task as
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missing areas get larger and structures and textures become more complex, resulting in

non-realistic images with repetitive patterns. Table 2.1 summarizes the discussed tradi-

tional image inpainting methods.

Category Methods Advantages Disadvantages

Exemplar-based
Texture

Synthesis

Efros and Leung
(1999) [55]; Efros
and Freeman
(2001) [11]; Le
Meur et al. (2012)
[59]

No occurrence of blur.
Preserves textural
information.

Fails to reconstruct large
textured regions or images
with multiple damaged areas.
Unable to propagate
structural consistency. Can
lead to repetitive and
meaningless patterns.

Exemplar-based
Structure
Synthesis

Criminisi et al.
(2004) [12]; Barnes
et al. (2009) [13]

Restores texture, structure
and colour. Performs well in
the completion of large
textured regions.

The process of finding
candidate patches is costly
and time consuming. Can
lead to repetitive patterns.
Unable to complete curved or
complex structures.

Diffusion-based
Methods

Bertalmio et al.
(2000) [15];
Bertalmio et al.
(2001) [61]; Chan
and Shen (2001)
[62]; Shen et al.
(2003) [64]; Telea
(2004) [14]

Produces satisfactory results
when missing areas are small
and narrow (suitable for
completing lines and curves).
Does not generate exact
copies from know regions of
the image. Preserves
structure of inpainted region.

Unable to inpaint large
missing areas. Unable to
preserve texture information.
Can generate overly blurred
results. Computational cost
increases significantly with
the size of missing areas.

Sparse
Representation

Methods

Mairal et al. (2007)
[66]; Shen et al.
(2009) [16]

Preserves color and simple
textures and structures.
Able to handle change in
light intensity.

Unable to inpaint complex
textures or structures. Can
lead to blurred results.

Hybrid Methods

Bertalmio et al.
(2003) [58]; Le
Meur et al. (2011)
[18]

Able to preserve structures
and texture in a satisfactory
way. Performs well when
restoring linear structure.

Computationally complex and
costly with no guarantee of
convergence.

Table 2.1: Summary of the reviewed traditional methods for image inpainting. Source:
adapted from Jam et al. [36]

Moreover, because traditional methods use only the existing information on the input

image to complete the missing regions, they cannot generate novel structures or textures

besides those previously available in the input image, which can be a major limitation in

applications that depend on high-level semantics and abstractions. In Facial Inpainting,

for example, if entire facial elements were masked, such as the whole nose, both eyes or

the mouth, traditional methods would not be able to perform the inpainting task, as they

would not be able to generate such facial elements since the necessary information is not

present in the input image.
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2.2 Deep Learning Methods

In the last decade, the increase in computer graphics processing power and the de-

velopment of high-quality and reliable image datasets enabled significant advancements

in Deep Learning, specially in the domain of computer vision. As a consequence, new

data-driven learning-based image inpainting methods were proposed, achieving remark-

able results with greater generalization capabilities than traditional methods. The Deep

Learning-based techniques can be classified into two major groups: Convolutional Neural

Network-based methods and Generative Adversarial Network-based methods.

2.2.1 Convolution Neural Network-based Methods

Convolutional Neural Networks (CNNs) have been widely employed in state-of-the-art

computer vision tasks and were quickly adopted for image inpainting tasks as well. In

this context, CNNs are used as image feature extractors to capture high dimensional data

abstractions.

CNNs were first used in image inpainting in 2008 by Jain et al. [67], who framed the

image denoising computational task within the statistical framework of regression rather

than density estimation. In that way, image denoising becomes a supervised learning

problem that can be tackled with CNNs, using a training set composed of clean images

and their corresponding copies with introduced Gaussian noise. However, this method

is restricted to grayscale images and requires inpainting regions to be informed to the

algorithm a priori (non-blind inpainting), besides having a high computational cost.

In 2012, Xie et al. [48] improved this method by approaching the inpainting task with

a combination of sparse coding and deep neural networks pre-trained with a denoising

auto-encoder. This approach reduced the computational cost of the algorithm and could

automatically identify the pixels that needed to be inpainted (blind inpainting). However,

this method still relies on supervised training, assuming access to a database of clean,

noiseless images and their corrupted counterparts, and can only solve relatively small

denoising/inpainting tasks in images with a controlled procedure of pixel corruption.

Other CNN-based blind inpainting approaches were proposed by Eigen et al. [68] in

2013 and Köhler et al. [69] in 2014, but they also suffer from the same problems mentioned

above. In 2018, Liu et al. [25] introduced the concept of Partial Convolutions in a U-Net-

based [70] network, a milestone method in image inpainting techniques. This CNN-based

method is presented and discussed in further details in the next section.
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2.2.2 Generative Adversarial Network-based Methods

Generative Adversarial Network (GAN) is a two-model framework (generator and

discriminator) used for estimating and training generative models through an adversarial

process. This framework was proposed by Goodfellow et al. [71] and represented a major

breakthrough in Deep Learning due to its exceptional capacity of approximating data

distributions and generating plausible new data from the learned distribution, which can

be images, audios clips, videos, etc. that do not exist in reality. As stated in 2016 by Yann

LeCunn, Facebook VP and Chief AI Scientist and Professor at NYU, adversarial training

”is the most interesting idea in the last 10 years in Machine Learning” [72]. Figure 2.10

illustrates the basic structure of a GAN.

Figure 2.10: The basic structure of a Generative Adversarial Network (GAN). Source:
Hitawala [19]

The intuition behind GANs is quite simple yet very powerful. In image applications

like inpainting, the generative model (generator) starts with a random input noise and

transforms it into a fake image, intending it to look like a real image from the training

set. The discriminative model (discriminator) then receives either this generated image

or a real sample from the training set and decides whether the received image is real or

not, by estimating the probability that it came from the training set rather than from

the generative model. With enough training in a properly built model, the generator

should become increasingly better at creating images that look like real images, whereas

the discriminator should get increasingly better at distinguishing generated images from

real ones.

Despite originally designed as an unsupervised learning framework, GANs were proven

useful for semi-supervised learning, fully supervised learning, and reinforcement learn-
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ing as well, achieving promising results in the most various Deep Learning applications,

including image and facial inpainting. The discriminative and generative models from

GAN-based image and facial inpainting methods are built with CNNs, combining CNN’s

image feature extraction and pixel synthesis capabilities with the enhanced coherency

between generated and original pixels that can be obtained through the adversarial train-

ing. Finally, because image inpainting GAN models’ learning is unsupervised, any image

dataset can be used for training, eliminating the need for manually masking and labeling

pictures for an inpainting training set.

In 2016, Pathak et al. [20] pioneered the use of GANs in image inpainting, by em-

ploying adversarial loss associated with L2 reconstruction loss to train an autoencoder

network for the task of image completion. Figure 2.11 shows the proposed network ar-

chitecture. An autoencoder (or encoder-decoder) is a network architecture in which the

input and the output are the same size, while intermediate layers have less dimensions.

Autoencoders are typically aimed at learning a lower-dimensional latent feature represen-

tation of the data (encoder) and then reconstruct the input data based on the learned

latent feature representation (decoder), thus reducing noise and focusing on the more

relevant attributes of the data. In this case, the autoencoder is used to encode the main

semantic features of the masked image—what the authors refer as ”context”—and then

use those features to perform the inpainting task on the masked region.

Figure 2.11: Context encoder trained with joint reconstruction and adversarial loss for
semantic inpainting. Source: Pathak et al. [20]

The Context Encoder trained with joint adversarial and L2 loss was able to achieve

unprecedented results, successfully extracting semantic features and using them in the

inpainting task. However, this method is limited to low-resolution images and often
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generates images with implausible structures or overly-smooth inpaintings. Moreover, if

the position or size of the masks (that must be square shaped) changed, the autoencoder

would have to be retrained and, for masks of different sizes, also redesigned. Lastly,

when encoding the input image, the autoencoder also takes into consideration its masked

white pixels, which can interfere in the feature extraction process and raise the method’s

computational cost. Figure 2.12 shows some of the results obtained by Pathak et al. [20].

Figure 2.12: Semantic Inpainting results for Context Encoder trained using reconstruction
and adversarial loss. Source: Pathak et al. [20]

In 2017, Yang et al. [21] improved upon the Context Encoder method by combining

the Context Encoder architecture with style transfer techniques proposed in the prior

year [73–75] as a way to introduce a ”multi-scale neural patch synthesis approach based

on joint optimization of image content and texture constraints”. To do that, Yang et

al. [21] proposed an inpainting framework with two networks: the Content Network—a

slightly modified Context Encoder (also trained with a combination of L2 and adversarial

loss) to predict the global content and generate structurally consistent results—, and the

Texture Network—a pre-trained image classification VGG-19 network to produce sharper

results with high-frequency fine details. Figure 2.13 shows the proposed framework and

figure 2.14 displays a results comparison between the proposed and other methods.

To work with high-resolution 512×512 images, this method downsizes the input image

to 128×128 before the inpainting (size that the Context Encoder can handle) and then
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Figure 2.13: Proposed framework overview. Source: Yang et al. [21]

Figure 2.14: Results from the proposed method, Context Encoder and PatchMatch. Image
size is 512×512 with a 256×256 missing hole. Source: adapted from Yang et al. [21]

upsamples the inpainted result back to 512×512 using bilinear interpolation. Although

this method represents an improvement over Pathak et al. [20] in terms of the inpainted

image texture, it often produces implausible structures and is computationally expensive

for high-resolution images. Also, this method is still limited to rectangular shaped holes.

Also in 2017, Iizuka et al. [23] proposed the use of a fully convolutional network with

dilated convolutions to extract image features instead of using fully-connected layers,

which allows input images of arbitrary size and reduces the computational cost of the

method. To ensure consistent structural and texture inpainting, the proposed method

uses two discriminative models at different scales: one global and one local discriminator

focused on the inpainted area. Figure 2.15 shows a graphical representation of the dif-

ferences between dilated and standard convolution and figure 2.16 presents the proposed

model architecture.

To increase visual coherency between original and generated pixels, Iizuka et al. [23]

applied Fast Marching and Poisson image blending post-processing techniques on the in-

painted images. Despite failing to accurately inpaint images with complex structures and

textures, the proposed method achieved remarkable results in most inpainting cases when

compared to other state-of-the-art techniques. Also, by supporting images of arbitrary
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Figure 2.15: Graphical illustration of standard and dilated convolution. Source: Li [22]

Figure 2.16: Overview of the proposed architecture with two context discriminator net-
works. Source: Iizuka et al. [23]

resolutions and missing regions of any shape, this method represented a milestone in deep

image inpainting and formed the basis for the main GAN-based image inpainting ap-

proaches that were proposed afterwards. Figure 2.17 shows some of the results obtained

by the proposed method.

Figure 2.17: Image completion results by the method proposed by Iizuka et al.. Source:
Iizuka et al. [23]
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It is worth noting the influence that the training dataset has on the inpainted results.

In figure 2.18, rows (b) and (c) show the inpainted results obtained by the proposed

method when trained on different datasets. Model (b) was trained on Places2, a dataset

of scenery pictures which does not contain any aligned face images. As model (b) never

encountered aligned faces in its training process, it never learned to extract facial features

and complete face images. Even though model (b) is the same as (c), the results are

significantly more accurate and plausible with model (c) because it was trained on CelebA,

a dataset comprised exclusively of aligned face images.

Figure 2.18: Inpainting results for the proposed model trained separately on scenery
images (b), and on face images (c). Source: adapted from Iizuka et al. [23]

Still in 2017, Yeh et al. [76] introduced a new concept for GAN-based image inpaint-

ing. Instead of extracting information only from the masked image to be inpainted, the

proposed a method also exploits the latent space representation of the data. After a deep

generative model is trained through adversarial loss, this method searches for an encoding

of the input image that is the “closest” to the image in the latent manifold—using the

proposed context and prior losses. The searched encoding is then passed through the

generative model to infer the missing content, regardless of the shape or size of the mask.

Despite obtaining a good performance on the tested datasets, this method struggles when

faced with image misalignment, complex scenes or higher resolution images.

In 2018, Yu et al. [24] proposed a method known as DeepFillv1, which uses a Con-

textual Attention mechanism to effectively borrow features from image regions that are

spatially distant from the masked area for the inpainting task. To do that, the authors

used a local and a global discriminator like Iizuka et al. [23], and introduced a two-stage

feed-forward coarse-to-fine generative model. The first stage of the generator—the Coarse
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Network—is responsible for a rough estimation of the missing region, while the second

stage—the Refinement Network—uses the Contextual Attention to polish the rough es-

timation accordingly. Figure 2.19 shows the proposed model architecture and figure 2.20

details the Contextual Attention mechanism.

Figure 2.19: Proposed inpainting framework. The Coarse Network is explicitly trained
with reconstruction loss, while the Refinement Network is trained with reconstruction loss
and global and local WGAN-GP adversarial loss. Source: Yu et al. [24]

Figure 2.20: On the left, an illustration of the Contextual Attention layer. On the right,
the Refinement Network architecture with two parallel encoders. In the attention map,
colors indicate relative locations of the most interested background patch for each pixel
in foreground. Source: adapted from Yu et al. [24]

The proposed model is able to inpaint multiple masks of arbitrary shapes and sizes, at

any location on the image and generate more accurate structures and sharper textures that

are more consistent with surrounding areas, in relation to previous methods. However,

this method lacks fine texture details and generates some background inconsistencies on

high resolution images. Some examples of inpainting results by the proposed model can

be viewed on figure 2.21.

Also in 2018, Liu et al. [25] introduced Partial Convolutions to solve a major limi-

tation from previous approaches. Up until this point, all GAN-based image inpainting

methods treated valid pixels and masked pixels the same way, that is, the generative

model computed convolutions on input masked image without making any distinction

between valid original pixels and masked meaningless ones. To address this issue, Liu et
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Figure 2.21: Results by the proposed method on natural scene, face, and texture images.
Source: Yu et al. [24]

al. [25] used a U-Net-based [70] network replacing all the standard convolutions with the

proposed Partial Convolutions—in which the convolution is masked and renormalized to

be conditioned only on valid pixels. The authors also proposed a procedure to automati-

cally generate an updated mask for the following layers as part of the forward pass, that

is, to distinguish valid and invalid pixels at each Partial Convolution layer. Additionally,

this procedure ensures that the input image undergoes a sufficient number of updates to

eventually get rid of any masking on its encoded representation, regardless of the size,

shape and relative position of the masks. However, this mask updating procedure between

Partial Convolution layers is based on fixed hand-crafted rules, so it cannot be learned

like model parameters during the training procedure.

Interestingly, this method does not use a discriminative model nor is it trained with

adversarial loss. Liu et al. [25] used L1 and total variation losses combined with to two

high-level feature losses: a perceptual loss to reduce grid-shaped artifacts in the inpainted

regions, and a style loss to generate fine local textures. Despite not being a GAN-based

method and struggling with sparsely structured images and larger masks, this method

produced exceptional inpainting results and introduced a way of disregarding masked

pixels and focusing only on the valid ones, an important concept that was later explored

by other inpainting techniques. Figure 2.22 presents a comparison with other discussed

methods and figure 2.23 shows some of the results by the proposed method.

Figure 2.22: Results comparison between some of the discussed inpainting methods.
Source: adapted from Liu et al. [25]
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Figure 2.23: Inpainting results by the proposed partial convolution-based method. Source:
Liu et al. [25]

In 2019, Nazeri et al. [26] introduced EdgeConnect, a two-stage adversarial model for

image inpainting with similar generative architecture to the coarse-to-fine network from

Yu et al. [24]. However, instead of global and local discriminators placed at the end of

the generator, Nazeri et al. [26] used one discriminator for each of the generative stages.

The first stage—trained with adversarial and feature matching losses—predicts an edge

map of the missing regions, while the second stage—trained with style, perceptual, L1

and adversarial losses—completes the image filling the predicted edges with texture and

color. Figure 2.24 illustrates the proposed model architecture.

Figure 2.24: Proposed method, in which the masked grayscale image, the mask and a
prior edge map are the inputs of G1 to predict the full edge map. Predicted edge map and
incomplete color image are passed to G2 to perform the inpainting task. Source: Nazeri
et al. [26]

The proposed EdgeConnect method was able to produce sharp texture fillings and

consistent structures on the inpainted images, when compared to other state-of-the-art

techniques. Figure 2.25 shows some of the obtained inpainting results. Additionally, this

method also proposes a way of enabling user interaction on the inpainting task, by using

drawn sketches over the masked region as edge maps to guide the subsequent texture

and color filling processes. However, like previous methods, EdgeConnect struggles to

inpaint complex missing structures and large masks. Also, the edge generator network
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is sensible to hyperparameter tuning and relies on multiple inputs—the masked image

(grayscale), the mask binary map and an edge map of the masked image previously cal-

culated through the Canny edge detector [77] algorithm—, which tends to be unpractical

in most applications.

Figure 2.25: Ground Truth (left). Masked input images (center left). Edge map: black
edges are previously computed using Canny edge detector and blue edges are predicted
in the generator first stage for the missing regions (center right). Inpainting results of the
proposed method (right). Source: Nazeri et al. [26]

Still in 2019, Yu et al. introduced DeepFillv2 [27], which incorporated key concepts

from Partial Convolutions and EdgeConnect to the Contextual Attention mechanism from

DeepFillv1, resulting in a more complete and robust model. This method uses Gated

Convolutions, which can be regarded as a learnable version of Partial Convolutions. As

discussed previously, the Partial Convolutions from Liu et al. [25] employ fixed—and thus

non-learnable—rules to distinguish valid and invalid (masked) pixels at each convolution

layer. Gated Convolutions, on the other hand, introduce an extra standard convolutional

layer followed by a sigmoid function at each step, which provides a learnable dynamic fea-

ture selection mechanism for every channel at each spatial location across all layers, while

still supporting masks of any shape and size. In that way, the validness/importance of

each pixel or feature in the image becomes a learnable parameter through the model train-

ing process. Also, due to the sigmoid activation function, such pixel validness/importance

can be any number in the [0, 1] interval, as opposed to either 0 or 1 in the hard-gating

approach from Partial Convolutions, which leads to a more accurate estimation of the

relative importance of each pixel at each Gated Convolution layer. Figure 2.26 illustrates

the main differences between Partial and Gated Convolutions.
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Figure 2.26: Comparison between Partial Convolutions (left) and Gated Convolutions
(right). Source: Yu et al. [27]

The DeepFillv2 generative model architecture is the same two-stage feed-forward

coarse-to-fine model from DeepFillv1, except that all standard convolutions are replaced

by Gated Convolutions (the dilated convolution and Contextual Attention layers remain

unchanged). For the discriminative model, Yu et al. [27] used PatchGAN, a patch-based

GAN discriminator architecture proposed by Isola et al. [78]. Also, as in Edgeconnect,

Spectral Normalization [79] is applied to each standard convolutional layer of the Patch-

GAN discriminator to stabilize the training process—which is carried with SN-PatchGAN

loss and pixel-wise L1 reconstruction loss. Lastly, DeepFillv2 borrows the concept of user

interactivity from EdgeConnect by adding an optional input channel for user sketches

to guide the inpainting task towards the user-desired features. Figure 2.27 shows the

proposed model architecture.

Figure 2.27: Overview of DeepFillv2 framework with Gated Convolutions and SN-
PatchGAN discriminator for free-form image inpainting. Source: Yu et al. [27]
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When compared to previous state-of-the-art methods, the proposed DeepFillv2 was

able to significantly improve visual quality and color consistency of the inpainted results,

specially with free-form masks. Additionally, by also supporting user inputs, this method

allows for more meaningful and satisfactory results, which can be useful in practical

applications. For those reasons, DeepFillv2 is regarded as one of the most practical

and well-established image inpainting methods to this day. However, this method is

computationally expensive due to the soft gating within convolutions and the three-stage

adversarial network which has to be trained end-to-end. Figures 2.28 and 2.29 show some

of DeepFillv2 inpainting results and figure 2.30 presents a comparison with other methods.

Figure 2.28: Examples of inpainting results by DeepFillv2. Source: Yu et al. [27]

Figure 2.29: User-guided inpaint-
ing of faces and natural scenes.
Source: Yu et al. [27]

Figure 2.30: Qualitative comparison between results
from DeepFillv2 and other state-of-the-art inpaint-
ing methods. Source: Yu et al. [27]

Although not covered in details in this section, many other interesting GAN-based ap-

proaches were proposed in recent years with promising results. Some examples are: Patch-

based image inpainting with GANs [80], Shift-net for deep feature rearrangement [81], gen-
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erative multi-column CNNs [82], GAN-based image completion with new loss function [83],

pyramid-context encoder network for high-quality image inpainting [84], foreground-aware

image inpainting [85], progressive reconstruction of visual structure for image inpaint-

ing [86], coherent semantic attention for image inpainting [87], recurrent feature reason-

ing [88] and ultra high-resolution image inpainting [89].

Also, since 2017 when Li et al. [90] introduced the first GAN-based inpainting method

specifically geared towards face images, many other GAN-based facial inpainting methods

were proposed, taking advantage of the unique and defining features and components in

human faces to improve upon existing methods. For example, Li et al. [91] explore the

symmetry in human faces to produce more accurate results; Zhou et al. [92] and Wang et

al. [93] introduce new models to enhance texture consistency and high-frequency details

among different generated facial components; Portenier et al. [94] and Jo et al. [95] use

user-drawn free-form sketches with colors to guide the inpainting task and produce high-

quality face images; Chen et al. [96] introduce controllable parameters for the inpainted

face such as ”male” or ”female” and ”smiling” or ”not smiling”; and Hui et al. [97] achieve

sharp fine-grained texture and consistent structures in the facial inpainting results, even

on high-resolution images.

In conclusion, despite being around for no more than five years, GAN-based im-

age and facial inpainting methods have greatly evolved and established themselves as

the best methods for digital image inpainting, achieving outstanding results with no

precedents in traditional or CNN-based methods. Nonetheless, these methods still face

several challenges in applications such as Video Inpainting [98, 99], Extreme Image In-

painting [100]—that is, completing complex scene structures and large missing areas in

high-quality images—or Pluralistic Image Completion—the task of generating multiple

and diverse plausible solutions for a single masked image—, a topic first introduced in

2019 [101] with promising methods like PiiGAN [102] and UCTGAN [103]. Therefore,

GAN-based Image Inpainting is currently a very active field of research with new innova-

tive methods and approaches being proposed every year. As an enthusiast myself, I can

only be excited for the next advancements and innovations those methods will present in

the near future.

Summary: Deep Learning Methods

Deep Learning image inpainting methods are able to produce remarkable results and

solved the main limitations from traditional methods, such as the lack of semantic under-



44

standing of the image, the inability to generate novel and previously unseen information,

and the blurriness and repetitive patterns of larger inpainted regions. Table 2.2 summa-

rizes the reviewed Deep Learning image inpainting methods.

Method Year Model Description Loss Function Dataset

Jain et
al. [67]

2008 CNN
Autoencoder formulated for
image denoising and extended
to image inpainting.

Reconstruction
loss

In-house 100
grayscale images

Xie et
al. [48]

2012 CNN

Sparse coding and deep neural
networks as a denoising
autoencoder. Extended to
image inpainting.

Reconstruction
loss

In-house images

Pathak
et al. [20]

2016 GAN
Context Encoder autoencoder
network as the generative
model.

L2 reconstruction
loss and
adversarial loss

Paris StreetView,
ImageNet,
PASCAL VOC
2007

Yang et
al. [21]

2017 GAN

Style transfer-based texture
network and encoder-decoder
content network for multi-scale
neural patch synthesis with
high-frequency details.

L2 -based texture
loss and
adversarial loss
computed with
VGG19 features.

Paris StreetView,
ImageNet

Iizuka et
al. [23]

2017 GAN
Global and local discriminators
and encoder-decoder generator
with dilated convolutions

Weighted L2,
adversarial loss

Places2,
ImageNet, CMP
Facade

Yeh et
al. [76]

2017 GAN

Search for closest encodings on
latent space assisted by spatial
attention mechanism to
reconstruct the original image.

Weighted
L1 -based context
loss and
adversarial loss.

CelebA, SVHN,
Stanford Cars.

Yu et
al. [24]

2018 GAN

DeepFillv1: local and global
discriminators and a two-stage
feed-forward coarse-to-fine
generative model with
Contextual Attention layers and
dilated convolutions.

Reconstruction
loss and global
and local
WGAN-GP
adversarial losses

Places2, CelebA,
CelebA-HQ,
DTD, ImageNet

Liu et
al. [25]

2018 CNN
U-Net-based network with only
partial convolutions in order to
disregard invalid masked pixels

Total variation,
L1, perceptual
and style losses

Places2, CelebA,
CelebA-HQ,
ImageNet

Nazeri et
al. [26]

2019 GAN

EdgeConnect: a two-stage
adversarial model. First stage
predicts an edge map and the
second stage fills the predicted
map with color and texture.

Feature matching,
style, perceptual,
L1 and
adversarial losses

Paris StreetView,
Places2, CelebA

Yu et
al. [27]

2019 GAN

DeepFillv2: DeepFillv1 with
Gated Convolutions (learnable
Partial Convolutions), optional
user-guided inpainting and
SN-PatchGAN discriminator.

Pixel-wise L1
reconstruction loss
and
SN-PatchGAN
loss

Places2,
CelebA-HQ

Table 2.2: Summary of the reviewed Deep Learning methods for image inpainting. Source:
adapted from Jam et al. [36]
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2.3 Datasets

Whether the learning task consists on mapping images to labels (supervised) or gen-

erating new plausible images through adversarial training (unsupervised), Deep Learning

image inpainting methods need datasets in order to be developed, trained and evaluated.

In this section, we present and discuss some of the most established and commonly used

datasets for Deep Learning image inpainting methods.

PASCAL VOC 2007

PASCAL VOC 2007 is an image dataset built for the PASCAL Visual Object Classes

(VOC) Challenge 2007 targeted at applications like object detection, image classification,

object segmentation, and person layout. It is comprised of a total of 19,737 images

grouped into twenty annotaded object classes in four major categories: person, animals,

vehicles, and indoor objects [28]. Figure 2.31 presents images from the PASCAL VOC

2007 dataset.

Figure 2.31: Example images from PASCAL VOC 2007. Source: Everingham et al. [28]

ImageNet

ImageNet is a large-scale general-purpose image dataset currently with 14,197,122

hand-annotated images classified into more than 20,000 categories. It was introduced in

2009 by Deng et al. [29] and, since 2010, the ImageNet project runs the annual ImageNet

Large Scale Visual Recognition Challenge (ILSVRC) for objects and scenes detection and

classification. Due to its size and content diversity, ImageNet is considered one of the

most important datasets for general-purpose learning-based image applications with high

generalization requisites, and thus has received many updates and improvements over the

past years. Figure 2.32 shows images from the dataset.
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Figure 2.32: A snapshot of the Vehicle Subtree from ImageNet. Source: Deng et al. [29]

Paris Street View

Developed in 2015 by Doersch et al. [30], Paris Street View is a dataset containing ap-

proximately 10,000 geo-tagged images of the streets of Paris and its suburban areas, which

were extracted from Google Street View. Figure 2.33 shows images from the dataset.

Figure 2.33: Example images from Paris Street View. Source: Doersch et al. [30]

CelebA

CelebFaces Attributes Dataset—or CelebA—, is a large-scale face attributes dataset

composed of 202,599 images of more than 10,000 celebrity faces, each with 40 attribute an-

notations. Introduced in 2015 by Liu et al. [31], the CelebA dataset presents considerable

pose variations and background clutter, which makes it suitable for facial synthesis and

inpainting applications. Figure 2.34 shows some of the images from the CelebA dataset.

Figure 2.34: Example images from the CelebA dataset. Source: Liu et al. [31]

CelebA-HQ

CelebA-HQ is a high-quality version of the CelebA dataset developed in 2017 by

Karras et al. [32], who analysed and used different image processing techniques to stan-

dardize the 202,599 original images from CelebA—whose resolutions vary from 43×55 to
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6732×8984—, resulting in the 30,000 aligned and cropped 1024×1024 images of celebrity

faces that constitute the CelebA-HQ dataset. Figure 2.35 presents some images from the

CelebA-HQ dataset.

Figure 2.35: Example images from the CelebA-HQ dataset. Source: Karras et al. [32]

Places2

Places2 is a large-scale diverse scenery dataset used for scene recognition and high-

level visual understanding tasks. Introduced in 2017 by Zhou et al. [33], it was designed

following principles of human visual cognition and has more than 10 million scene images

split into more than 400 unique categories. Figure 2.36 presents images from the Places2

dataset.

Figure 2.36: Example images from the Places2 dataset. Source: Zhou et al. [33]
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NVidia Irregular Mask Dataset

NVidia Irregular Mask Dataset is a dataset composed of binary masks of random

streaks and holes of arbitrary shapes, with and without border constraints. This dataset

was developed in 2018 by Liu et al. [25] to train and evaluate their proposed partial

convolution-based inpainting method, and contains 55,116 masks for the training set and

additional 24,866 masks for the testing set, all at 512×512 resolution. Figure 2.37 shows

some of the masks from NVidia Irregular Mask Dataset.

Figure 2.37: Example masks from the testing set of NVidia Irregular Mask Dataset, with
different hole-to-image area ratios. Source: Liu et al. [25]

Quick Draw Irregular Mask Dataset

Quick Draw Irregular Mask Dataset (QD-IMD) is also a mask dataset and was in-

troduced by Iskakov et al. [34] in 2018 in order to solve two limitations from NVidia

Irregular Mask Dataset: the lack of human features in the masks due to the randomness

in their generation process and the excessive occurrences of sharp edges in the masks due

to the rough crops close to borders. The QD-IMD dataset is built with human-drawn

strokes taken from the Quick Draw dataset (a collection of 50 million human drawings)

and contains 60,000 irregular masks. Figure 2.38 shows some of the masks from Quick

Draw Irregular Mask Dataset.

Figure 2.38: Example masks from Quick Draw Irregular Mask Dataset. Source: Iskakov
et al. [34]
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Flickr-Faces-HQ

Flickr-Faces-HQ (FFHQ) is a high-quality dataset of human faces originally created

by Karras et al.in 2019 as a benchmark for the famous StyleGAN model [35]. The images

from the FFHQ dataset were crawled from Flickr—an image and video hosting website—

and automatically aligned and cropped afterwards. The dataset is composed of 70,000

images of human faces at 1024×1024 resolution, contains considerable variation in terms

of age, ethnicity and image background and offers substantial coverage of accessories such

as eyeglasses and hats.

Figure 2.39: Example images from the Flickr-Faces-HQ (FFHQ) dataset. Source: Karras
et al. [35]

Summary: Datasets

Table 2.3 summarizes the main characteristics of the reviewed datasets, used to de-

velop, train and evaluate Deep Learning image inpainting methods.

Dataset Year Content
Images
Total

Type
Image

Resolution

PASCAL VOC 2007 2007 Miscellaneous 19,737 RGB Variable

ImageNet 2009 Miscellaneous 14 million RGB Variable

Paris Street View 2015 Street images 10,000 RGB 936 × 537

CelebA 2015 Facial images 202,599 RGB Variable

CelebA-HQ 2017 Facial images 30,000 RGB 1024 × 1024

Places2 2017 Scenery images 10 million RGB 512 × 512

NVidia Irregular Mask Dataset 2018 Masks 79,982 Binary 512 × 512

Quick Draw Irregular Mask Dataset 2018 Masks 60,000 Binary 512 × 512

Flickr-Faces-HQ (FFHQ) 2019 Facial images 70,000 RGB 1024 × 1024

Table 2.3: Summary of the discussed datasets. Source: adapted from Jam et al. [36] and
Elharrouss et al. [8]



50

3 MATERIALS AND METHODS

3.1 Project Objective

The main goal of this project is to attempt to improve an established state-of-the-art

Deep Learning image inpainting method for the specific use case of facial inpainting. To

do that, the selected method is the DeepFillv2 model proposed by Yu et al. [27] in 2019, a

complete and robust GAN-based method that achieved unprecedented inpainting results

on the evaluated datasets when compared to previous state-of-the-art methods, and which

is regarded as one of the most practical and well-established image inpainting methods

available to this day.

According to the authors, DeepFillv2 was trained and evaluated on CelebA-HQ and

Places2 datasets separately. As previously discussed and illustrated in figure 2.18, the

dataset used to train a Deep Learning model has a major influence on its performance on

the inpainting task and thus has to be carefully selected in accordance with the targeted

application. The DeepFillv2 model trained on Places2 would be suitable for reconstructing

image backgrounds and scenery pictures, but would perform poorly in other scenarios

such as completing animal pictures, since images of animals are extremely rare in the

Places2 dataset. On the other hand, for the specific application of facial inpainting at

which this project is targeted, the DeepFillv2 model trained on CelebA-HQ is much more

appropriate, since it was trained exclusively on facial images and hence was able to learn to

understand and extract high-level semantics and features present in the different elements

of the human face.

Nonetheless, there is still room for improvement on the employment of DeepFillv2 for

facial inpainting in real-world applications. Because CelebA-HQ is exclusively composed

of face images from celebrities, it is a dataset strongly biased towards white and what

would be considered attractive and good-looking faces, with a significant prevalence of

adult western personalities. As an alternative, the FFHQ dataset would be more suitable

for facial inpainting in real-world applications. Besides being more than twice as large as
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CelebA-HQ, the FFHQ dataset is composed of facial pictures of normal people from all

over the world and therefore offers significantly greater variation in terms of age, ethnicity

and image background when compared to CelebA-HQ.

For those reasons, this project’s goals can be summarized as follows:

• Train the DeepFillv2 model from scratch on the FFHQ dataset.

• Evaluate the DeepFillv2 model trained on the FFHQ dataset.

• Compare the DeepFillv2 model trained on the FFHQ dataset with the DeepFillv2

models trained on the CelebA-HQ and Places2 datasets, whose pretrained weights

were made available by Yu et al. [27].

• Finally, discuss the obtained results.

3.2 Evaluation Methods for Image Inpainting

Since the introduction of the first digital inpainting algorithms, different performance

evaluation methods were proposed and used in order to assess how well those algorithms

were able to complete masked images. This section presents and discusses the most

relevant evaluation methods, which can be divided into two groups: quantitative metrics

and qualitative evaluation.

3.2.1 Quantitative Metrics

Quantitative metrics measure the quality of the generated image based on the devi-

ation of the pixels from the reconstructed image in relation to those from the original

ground-truth reference image. Although several quantitative metrics have been proposed

in the last 20 years [36]—such as universal quality index [104], multiscale SSIM [105],

visual information fidelity [106], inception score [107], Fréchet inception distance [108]

and LPIPS [109]—, two of them stand out as the most commonly used quantitative met-

rics in the literature: Peak Signal to Noise Ratio (PSNR) and Structure Similarity Index

Measure (SSIM).

Peak Signal to Noise Ratio (PSNR)

To calculate the PSRN, it is necessary to first compute the maximum possible pixel

value (MAXT) of the ground-truth reference image T and the Mean Squared Error (MSE)
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between the ground truth and the inpainted image.

The maximum possible pixel value MAXT can be determined as follows:

MAXT = 2B − 1

where B is the number of bits with which the image pixels are represented. For example,

if the image pixel values are represented using 8 bits per sample, MAXT—the maximum

possible value any pixel in the image can have—would be equal to 255.

Then, given the ground-truth m×n image T and the respective same-sized inpainted

image I, the Mean Squared Error (MSE) can be computed using the following equation:

MSE =
1

mn

m−1∑
i=0

n−1∑
j=0

[T (i, j)− I(i, j)]2

where T (i, j) and I(i, j) represent the images’ corresponding pixel values in grayscale or

in each RGB channel.

Finally, the PSNR (in dB) is defined as:

PSNR = 10 · log10

(
MAXT

2

MSE

)
= 20 · log10 (MAXT)− 10 · log10(MSE)

The PSNR measures how close the inpainted image pixels are to the corresponding

pixels in the ground-truth reference image. Therefore, the higher the PSNR value, the

better the quality of the reconstructed image.

Structure Similarity Index Measure (SSIM)

SSIM is a perceptual metric for image quality degradation focused on image aspects

that are relevant to the Human Visual System (HVS) model, that is, it is focused on image

attributes that more heavily impact the human visual perception. The SSIM equation is

based on the comparison measurements of three attributes of the two images: luminance

l(T, I), contrast c(T, I), and structure s(T, I).

Given the ground-truth reference image T and the respective inpainted image I, the

SSIM can be computed with the following equation:

SSIM(T, I) =
[
l(T, I)α · c(T, I)β · s(T, I)γ

]
, with:
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l(T, I) =
2µTµI + c1
µ2
T + µ2

I + c1

c(T, I) =
2σTσI + c2
σ2
T + σ2

I + c2

s(T, I) =
σTI + c3
σTσI + c3

where:

• µT , µI are the average pixel values of T and I;

• σ2
T , σ2

I are the variance of pixel values of T and I;

• σTI is the covariance of T and I; and

• c1, c2 and c3 are constants used to stabilize the division with weak denominator,

defined as:

? c1 = (k1 ·MAXT)2, with k1 = 0.01 by default;

? c2 = (k2 ·MAXT)2, with k2 = 0.03 by default; and

? c3 = c2/2.

Generally, the weights α, β and γ are set to 1, and the SSIM formula can be reduced

to the following form:

SSIM(T, I) =
(2µTµI + c1) (2σTI + c2)

(µ2
T + µ2

I + c1) (σ2
T + σ2

I + c2)

The value of SSIM extends between −1 and +1. The closer it is to +1, the more

similar the two images are in terms of luminance, contrast and structure.

3.2.2 Qualitative Evaluation

As previously discussed, the main goal of the inpainting task is to produce images

that appear seamless, physically plausible and visually pleasing to the casual observer.

In other words, the overall quality of an inpainted image is inevitably conditioned to at

least some degree of human subjectivity.

In this way, the inpainting task and the process of artwork creation are somewhat

similar. Given a masked image or a blank canvas, there are multiple—if not infinite—

ways in which these objects could be completed such that the result would be considered

satisfactory and of high quality. It is not for nothing that, for centuries, artists were the

main responsible for executing the inpainting tasks.
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For those reasons, quantitative metrics based on pixel-wise reconstruction errors like

PSNR or structural similarity like SSIM are not necessarily the best ways to evaluate

inpainted images. As an alternative, a qualitative evaluation can be employed to provide

additional insights into the inpainting results.

A typical qualitative evaluation consists of visually inspecting specific parts and the

entire inpainted image, and then comparing it to the ground-truth image and to the results

by other inpainting methods. Despite being simple and lacking objective metrics, this

type of evaluation can quickly highlight the main flaws and strengths of each algorithm

and thus has been proven useful when comparing different inpainting methods, being

widely adopted in many of the previously mentioned papers, including those describing

the DeepFillv1 and DeepFillv2 methods [24,27].

3.3 The DeepFillv2 Model

As discussed in the previous chapter, DeepFillv2 [27] incorporated key concepts from

previous GAN-based methods—such as Partial Convolutions [25], DeepFillv1’s Contex-

tual Attention mechanism [24] and EdgeConnect’s user-guided inpainting [26]—to produce

a complete, robust and well-performing model. This section describes the main features

and characteristics of the DeepFillv2 model.

3.3.1 Gated Convolutions

In a standard convolutional layer, considering an input channel C, each output pixel

O located at (x, y) in the output channel C ′ is calculated as:

Oy,x =

k′h∑
i=−k′h

k′w∑
j=−k′w

Wk′h+i,k
′
w+j · Iy+i,x+j

where x, y represent the x- and y-axis of the output map, kh and kw denote the kernel’s

height and width (e.g. 3 × 3), k′h = kh−1
2

, k′w = kw−1
2

, W ∈ Rkh×kw×C′×C represents the

kernels, and Iy+i,x+j ∈ RC and Oy,x ∈ RC′
are the input and output pixel values.

In such convolutions—also referred as vanilla convolutions—, the same kernels, or con-

volutional filters, are applied to all input pixels through a sliding window. This approach

works well for most computer vision tasks like image classification or object detection,

but falls short in image inpainting tasks, where the input of each layer is composed of

both valid and invalid/masked pixels. The invalid/masked pixels cause ambiguity in the
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training process, which leads to visual flaws such as color discrepancies, blurriness and

inconsistencies in the image texture and structure.

In 2018, Liu et al. [25] introduced Partial Convolutions, which update and normalize

the binary mask at each layer to make the convolutions depend only on valid pixels. The

output values are computed according to the following rule:

Oy,x =


∑∑

W ·
(
I � M

sum(M)

)
, if sum(M) > 0

0 , otherwise

where M is the corresponding binary mask for each kernel window (with 1 for valid pixels

and 0 for invalid ones), and � represents element-wise multiplication. Then, after each

partial convolution is performed, a new binary mask M ′ is updated with the following

rule: m′y,x = 1 if sum(M) > 0.

By making the convolutions conditioned only on valid pixels, Partial Convolutions

produce significantly better inpainting results than vanilla convolutions while also sup-

porting masks of any shape and size. However, Partial Convolutions still present some

limitations. First, after each convolution, the binary mask update rule sets m′y,x to 1 no

matter how many valid pixels from the previous layer are covered by the kernel window.

For example, in a 3× 3 window, m′y,x is set to 1 both when there is only 1 valid pixel and

also when all 9 pixels are valid, which can propagate unwanted information from invalid

pixels throughout the convolutional layers. Also, with such mask update rule, invalid

pixels in the binary masks are guaranteed to disappear in deep layers, after a sufficient

number of convolutions, which prevents the mapping of larger invalid regions from being

propagated to the deeper layers of the model. Finally, all channels in a single layer must

share the same binary mask, limiting the flexibility of the model. As described by Yu

et al. [27], ”Partial Convolutions can be viewed as non-learnable single-channel feature

hard-gating”.

To address those issues, DeepFillv2 introduced Gated Convolutions. Instead of hard-

gating masks based on fixed and arbitrary update rules, Gated Convolutions introduce

an extra standard convolutional layer followed by a sigmoid function at each step, which

provides a learnable dynamic feature selection mechanism for every channel at each spa-

tial location across all layers, while still supporting masks of any shape and size. It is

formulated as:
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Gatingy,x =
∑∑

Wg · I

Featurey,x =
∑∑

Wf · I

⇒ Oy,x = φ(Featurey,x)� σ(Gatingy,x)

where σ is the sigmoid function, φ can be any activation function (e.g. ReLU, ELU,

LeakyReLU), and Wg and Wf are two distinct convolutional kernels.

In this way, the validness/importance (Gatingy,x) of each pixel or feature in the im-

age becomes a learnable parameter through the model training process. Also, due to the

sigmoid activation function, such pixel validness/importance can be any number in the

[0, 1] interval, as opposed to either 0 or 1 in the hard-gating approach from Partial Con-

volutions, which leads to a more accurate estimation of the relative weight of each pixel

at each Gated Convolution layer. Finally, because Gated Convolutions introduce a dy-

namic feature selection mechanism for every channel, the model can learn different masks

for each image channel, and the inputs are not limited to the standard RGB channels

anymore, allowing the DeepFillv2 model to support an additional user-provided sketch

channel for edge guidance. Figure 2.26 illustrates the main differences between Partial

and Gated Convolutions.

3.3.2 Network Architecture

The DeepFillv2 generative model architecture is the same two-stage feed-forward

coarse-to-fine model from its predecessor DeepFillv1, except that all standard convolutions

are replaced by Gated Convolutions (the dilated convolution and Contextual Attention

layers remain unchanged). Just as in the DeepFillv1 model, the Contextual Attention

mechanism is introduced to explicitly borrow features from regions that are spatially dis-

tant from the masked area. The first stage of the generator—the Coarse Network—is an

autoencoder responsible for producing a rough estimation of the masked region, while the

second stage—the Refinement Network—is a two-branch network that uses the Contex-

tual Attention mechanism alongside dilated convolutions to polish this rough estimation

and generate the final inpainted result.

Differently from previous GAN-based methods, DeepFillv2 does not employ an ad-

ditional local discriminator focused on a fixed-size rectangular masked area, as it was

designed to support masks of any shape and size. Instead, motivated by global and

local GANs [23], MarkovianGANs [110], perceptual loss [73] and spectral-normalized

GANs [79], the DeepFillv2 model introduces a single spectrally normalized patch-based
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GAN discriminator, named SN-PatchGAN, which consists of a convolutional network that

takes the generated image as input and outputs a 3D feature with shape Rh×w×c (h,w, c

being the height, width and number of channels, respectively). Finally, to discriminate if

the input is real or fake, the hinge loss is directly applied to each element of this output 3D

feature map, contemplating all different locations and multiple semantics—represented in

the different channels—of the input image. As Yu et al. [27] describe, ”SN-PatchGAN

is simple in formulation, fast and stable in training and produces high-quality inpainting

results”. Figure 2.27 presents the complete DeepFillv2 model architecture.

3.3.3 Loss Function

Because of the SN-PatchGAN discriminator, the loss function of the DeepFillv2 is

significantly simplified, consisting of only two terms: the pixel-wise L1 reconstruction

loss and the SN-PatchGAN adversarial loss, with default loss balancing hyperparameter

set to 1:1—as opposed to the 6 different loss terms used in the Partial Convolutions

method, for example.

To discriminate if the input is real or fake, DeepFillv2 model uses the hinge loss as

objective function for the generator LG = −Ez∼Pz(z) [Dsn(G(z))] and for the discrimi-

nator LDsn = Ex∼Pdata (x) [ReLU (1−Dsn(x))] + Ez∼Pz(z) [ReLU (1 +Dsn(G(z)))], where

Dsn represents the SN-PatchGAN discriminator, and G is the generative network that

takes the incomplete image z as input.

3.3.4 Free-Form Mask Generation Algorithm

Yu et al. [27] also proposed an algorithm to automatically generate free-form masks

on-the-fly during the training procedure of the DeepFillv2 model. This algorithm was de-

signed in a way that the generated masks are ”(1) similar to masks drawn in real use-cases,

(2) diverse to avoid over-fitting, (3) efficient in computation and storage, and (4) control-

lable and flexible”. To do that, the proposed algorithm generates masks by combining

rectangular shapes with randomized connected lines that simulate human’s back-and-

forth brushing behaviour when using a digital eraser. Figure 3.1 presents three examples

of masks that were automatically generated during the DeepFillv2 model training process

on the the FFHQ dataset.
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Figure 3.1: Examples of masks automatically generated during the DeepFillv2 model
training process on the FFHQ dataset. Source: created by the author

3.3.5 Extension to User-Guided Image Inpainting

The DeepFillv2 model supports an additional and optional input channel for user-

provided sketches that guide the completion of structures during the inpainting task.

Sketches, or edges, are intuitive for users to draw and such guidance can produce more

meaningful and satisfactory results once they are closer to the user’s expectations, which

can e useful in practical applications.

For faces, the model extracts facial landmarks and connects related landmarks accord-

ing to the sketch, whereas for natural scene images, it directly extracts edge maps using

the HED edge detector [111] before connecting them accordingly. By using conditional

channels as input to the discriminator, the model is able to learn a conditional genera-

tive network in which the generated results respect user guidance faithfully, so it is not

necessary to add an additional term to the loss function to enable the model’s training

procedure. The user-guided inpainting model is separately trained with a 5-channel input

(RGB color channels, and mask and sketch channels). Figure 2.29 shows examples of

inpaintings guided by user-provided sketches.

3.4 Implementation

3.4.1 Dataset

The dataset used in this project implementation is the FFHQ dataset resized to

256×256 pixels in order to speed up the training procedure. This dataset was downloaded

from Kaggle’s ”Flickr-Faces-HQ Dataset (Nvidia) - Resized 256px” repository [112], has

a size of approximately 2GB and consists of 70,000 face images, which were split into two

groups: 60,000 for the training process and 10,000 for the model validation.

The DeepFillv2 models trained on the CelebA-HQ and Places2 datasets whose pre-

trained weights were made available by Yu et al. [27] also used resized CelebA-HQ and

Places2 datasets at 256× 256 resolution. For that reason, utilizing the resized 256× 256
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FFHQ dataset in this project’s implementation also allows for the comparison of those

three models’ outputs by using the same input image, which standardizes the evaluation

process.

3.4.2 Model Training

The training process was carried out in the Google Colab platform, with the Pro+

subscription. The DeepFillv2 model was trained for a total of 280 hours, which corre-

sponded to 1,048,000 iterations or 262 epochs, as 1 epoch consisted of 4,000 iterations.

The utilized servers were equipped with NVIDIA’s Tesla P100 PCIe GPU with 16GB of

memory, and either 13.6GB or 54.8GB of RAM, depending on the assigned runtime. The

average GPU memory usage was 10.5GB and the average RAM usage was 10.0GB when

using a runtime with 13.6GB of RAM, and 6.24GB when using a runtime with 54.8GB of

RAM. On average, the training procedure computed 1.04 batch per second, with batch

size of 16 images. The utilized Tensorflow version was 1.15.0.

Figure 3.2 presents a graph of DeepFillv2 loss function computed on the validation set

during the training iterations and the corresponding smoothed curve, calculated through

an exponentially weighted moving average (EWMA). The average value of the loss func-

tion decreases over the training iterations, indicating that the model learns and gets better

at performing the inpainting task on unseen data from the validation set.

Figure 3.2: DeepFillv2 loss function computed on the validation set during training iter-
ations and the corresponding smoothed curved. Source: created by the author

This project’s implementation details are publicly available in a GitHub repository

at: 〈https://github.com/PedroAntonacio/facial-inpainting〉 [113]. The next chapter

presents this results of the DeepFillv2 model trained on the FFHQ dataset.

https://github.com/PedroAntonacio/facial-inpainting
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4 RESULTS

This chapter presents the inpainting results of our DeepFillv2 model trained from

scratch on the FFHQ dataset, and compares them with the results from the DeepFillv2

models trained on the CelebA-HQ and Places2 datasets, whose pretrained weights were

made available by Yu et al. [27]. This chapter is divided into 5 sections:

• Section 4.1 ”Model Progress During Training” displays how the performance of

our DeepFillv2 model developed and progressed during the 1,048,000 iterations—or

280 hours—of the training process.

• Section 4.2 ”Models Comparison” compares the results from the DeepFillv2 models

trained on CelebA-HQ and Places2 by Yu et al. [27] with the results from our Deep-

Fillv2 model trained on the FFHQ dataset, for the case of regular facial inpainting

tasks.

• Section 4.3 ”Edge Cases” compares the results from the DeepFillv2 model trained

on CelebA-HQ by Yu et al. [27] with the results from our DeepFillv2 model trained

on FFHQ, for the case of more challenging and difficult facial inpainting tasks.

• Section 4.4 ”Personal Pictures” shows the same model comparison from section

4.3 ”Edge Cases”, but the inpainting tasks use face pictures from the author’s

friends and family, obtained and utilized with their consent.

• Finally, section 4.5 ”Quantitative Metrics” presents tables with the Peak Signal-to-

Noise Ratio (PSNR) and Structural Similarity Index Measure (SSIM) average values

calculated for the resulting images from each of the test cases discussed above.

With the exception of Section 4.4 ”Personal Pictures”—which does not use images

from the FFHQ dataset—, all the images displayed in this chapter were taken from our

FFHQ validation set rather than the training set. Therefore, the selected images in the

following sections were never seen by any of the models during their respective training

processes.
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4.1 Model Progress During Training

Ground
Truth

Input
44k iters.
(~12 hrs)

104k iters.
(~28 hrs)

270k iters.
(~70 hrs)

524k iters.
(~140 hrs)

1048k iters.
(~280 hrs)

1.1

1.2

1.3

1.4

1.5

1.6

1.7

1.8

1.9

1.10

Figure 4.1: Model progress during the training process. Source: created by the author
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4.2 Models Comparison

Ground
Truth

Input Places2 CelebA-HQ
FFHQ
(Ours)

2.1

2.2

2.3

2.4

2.5

2.6

2.7

2.8

2.9

2.10

Figure 4.2: Models comparison: images 2.1 to 2.10. Source: created by the author
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GT Input Places2 CelebA-HQ FFHQ (Ours)

2.11

2.12

2.13

2.14

2.15

2.16

2.17

2.18

2.19

2.20

2.21

Figure 4.3: Models comparison: images 2.11 to 2.21. Source: created by the author
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GT Input Places2 CelebA-HQ FFHQ (Ours)

2.22

2.23

2.24

2.25

2.26

2.27

2.28

2.29

2.30

2.31

2.32

Figure 4.4: Models comparison: images 2.22 to 2.32. Source: created by the author
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4.3 Edge Cases

4.3.1 Strong Facial Expressions

GT Input CelebA-HQ FFHQ (Ours)

3.1

3.2

3.3

3.4

3.5

3.6

Figure 4.5: Edge case: strong facial expressions. Source: created by the author
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4.3.2 Accessories

GT Input CelebA-HQ FFHQ (Ours)

3.7

3.8

3.9

3.10

Figure 4.6: Edge case: accessories. Source: created by the author

4.3.3 Painted Faces

GT Input CelebA-HQ FFHQ (Ours)

3.11

3.12

3.13

3.14

Figure 4.7: Edge case: painted faces. Source: created by the author
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4.3.4 Unnatural Hair Colors

GT Input CelebA-HQ FFHQ (Ours)

3.15

3.16

3.17

3.18

Figure 4.8: Edge case: unnatural hair colors. Source: created by the author

4.3.5 Babies

GT Input CelebA-HQ FFHQ (Ours)

3.19

3.20

3.21

3.22

Figure 4.9: Edge case: babies. Source: created by the author
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4.3.6 Challenging Backgrounds

GT Input CelebA-HQ FFHQ (Ours)

3.23

3.24

3.25

3.26

Figure 4.10: Edge case: challenging backgrounds. Source: created by the author

4.3.7 Side View of Faces

GT Input CelebA-HQ FFHQ (Ours)

3.27

3.28

3.29

3.30

Figure 4.11: Edge case: side view of faces. Source: created by the author
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4.3.8 Large Masks

GT Input CelebA-HQ FFHQ (Ours)

3.31

3.32

3.33

3.34

3.35

Figure 4.12: Edge case: large masks. Source: created by the author

4.3.9 Human Statues

GT Input CelebA-HQ FFHQ (Ours)

3.36

3.37

Figure 4.13: Edge case: human statues. Source: created by the author
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4.4 Personal Pictures

GT Input CelebA-HQ FFHQ (Ours)

4.1

4.2

4.3

4.4

4.5

4.6

4.7

4.8

4.9

4.10

Figure 4.14: Personal pictures: images 4.1 to 4.10. Source: created by the author
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GT Input CelebA-HQ FFHQ (Ours)

4.11

4.12

4.13

4.14

4.15

4.16

4.17

4.18

4.19

4.20

Figure 4.15: Personal pictures: images 4.11 to 4.20. Source: created by the author
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4.5 Quantitative Metrics

SSIM (Mean ± SD)
Case

Images
Number of

Places2 CelebA-HQ FFHQ (Ours)

Regular Cases 32 0.898± 0.051 0.909± 0.050 0.911± 0.048

Edge Cases 37 — 0.878± 0.107 0.882± 0.103

Personal Pictures 20 — 0.909± 0.052 0.910± 0.053

Table 4.1: Average Structural Similarity Index Measure (SSIM) values calculated for the
resulting images from each test case. Source: created by the author

PSNR (Mean ± SD)
Case

Images
Number of

Places2 CelebA-HQ FFHQ (Ours)

Regular Cases 32 23.52± 3.31 25.45± 3.67 25.44± 3.65

Edge Cases 37 — 24.62± 4.79 24.90± 5.01

Personal Pictures 20 — 26.36± 5.22 26.62± 5.32

Table 4.2: Average Peak Signal-to-Noise Ratio (PSNR) values calculated for the resulting
images from each test case. Source: created by the author
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5 DISCUSSION

FFHQ Model Progress During Training

Even though the average validation loss function value remains relatively constant

and does not improve significantly from training iteration 250,000 onwards as shown in

figure 3.2, the snapshots of the model training process in figure 4.1 from section 4.1 ”Model

Progress During Training” clearly show that the model does get better at performing the

facial inpainting task with each additional group of training iterations and hours. The

longer the model is trained, the better it becomes at propagating textures and colors

and generating facial structures that are more realistic and coherent with the rest of the

original image.

FFHQ, CelebA-HQ and Places2 Models Evaluation

Section 4.2 ”Models Comparison” brings to light some of the key differences in the way

each of the three models completes the masked images. The model trained on Places2, for

instance, is not able to complete the faces in a satisfactory manner. Places2 is a dataset

composed exclusively of scenery images, hence it does not contain any aligned close-up face

images. As the DeepFillv2 model trained on Places2 has never encountered aligned faces

during its training process, it has never learned to extract and generate facial features. So

even though this model is able to smoothly propagate colors, textures and major structural

outlines into the masked areas—which can be useful for reconstructing image backgrounds

and scenery pictures—, it cannot understand and extract high-level semantics and features

from human faces, nor is it capable of generating new facial elements such as eyes or noses.

Therefore, it cannot perform the facial inpainting task successfully.

On the other hand, both DeepFillv2 models trained on CelebA-HQ and FFHQ pro-

duce satisfactory results when performing the facial inpainting task, successfully extract-

ing high-level features and semantics from the input images and generating new facial

elements to complete the masked areas. However, upon a more meticulous qualitative
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evaluation of the results from both models, our DeepFillv2 trained on FFHQ tends to

produce better results for the images from section 4.2 ”Models Comparison”, which can

be clearly observed in images 2.1 and 2.2 from figure 4.2, images 2.11 to 2.13 and 2.20

from figure 4.3, and images 2.22, 2.26 and 2.28 from figure 4.4. Also, the FFHQ model is

significantly better than the CelebA-HQ model at generating facial elements that main-

tain the ethnic characteristics of the original image, which can be observed, for example,

in the generated eyes in images 2.6 and 2.14 from figures 4.2 and 4.3, respectively. For

the use case of object removal, where masks tend to be narrower and smaller, as seen

in images 2.29 to 2.32 from figure 4.4, both CelebA-HQ and FFHQ models produced

high-quality results, without major differences between their results.

In section 4.3 ”Edge Cases”, the CelebA-HQ and FFHQ models were subjected to

perform significantly more challenging inpainting tasks. Although the results from both

models were not perfect and most of the inpainted images would quickly be perceived as

fake by casual observers—specially for the large masks and side views from figures 4.12

and 4.11—, the models displayed a few promising capabilities in the resulting images.

For example, both models were able to recognize and partially reconstruct the sunglasses

on images 3.7 and 3.8 from figure 4.6, adequately propagate texture and color for the

cases of painted faces and unnatural hair colors in figures 4.7 and 4.8, and also deal with

challenging backgrounds in a satisfactory way in figure 4.10. In general, both models

performed similarly for the images from section 4.3 ”Edge Cases”, with no model clearly

and consistently outperforming the other throughout the test cases.

Real-World Facial Inpainting Applications

For section 4.4 ”Personal Pictures”, I selected pictures of myself and asked my family

and friends for face pictures in order to simulate a real-world inpainting application where

there is little control over the input images. Although these collected images present less

variation in terms of age, ethnicity, background and accessories when compared to the

FFHQ images from the previous sections, they cover a wider spectrum of picture lighting,

contrast and image resolution and pixel density (in the original files). Also, these images

are not subject to any of the standards and alignment procedures used to build CelebA-

HQ and FFHQ datasets, forming an unbiased set of images to assess the two models.

In general, due to the generally poorer quality of the input images, the results from

section 4.4 ”Personal Pictures” were the worst among all sections, for both CelebA-HQ

and FFHQ models. The models often produced unrealistic facial structures—such as in
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images 4.2, 4.11 and 4.18 from figures 4.14 and 4.15—, or excessively blurred results—as

seen in images 4.1, 4.6, 4.7 and 4.10 from figure 4.14. However, results improved when the

input image had clear lighting and good color contrast, without strong shadows in the face,

which can be observed in images 4.5, 4.13, 4.14 and 4.15 from figures 4.14 and 4.15. In

other words, the resulting images were significantly better when the input image lighting,

alignment and colors were similar to those from the CelebA-HQ and FFHQ datasets.

Therefore, for a real-world inpainting application, when using a model trained on a

standardized dataset of aligned face images such as CelebA-HQ or FFHQ, the creation

of the input image needs to be a controlled process so that results can be satisfactory.

This can be done, for example, by building a photo booth to take the input pictures,

where the camera model and lenses, the camera distance to the person, the environment

lighting and the face alignment are all parameters that can be precisely controlled in such

a way that the pictures taken in the photo booth follow similar standards as those from

the dataset on which the model was trained, which tends to lead to better results.

PSNR and SSIM Metrics

Finally, section 4.5 ”Quantitative Metrics” presents the average calculated Peak Signal-

to-Noise Ratio (PSNR) and Structural Similarity Index Measure (SSIM) values for the

resulting images from each of the test cases discussed above. As shown in tables 4.1

and 4.2, the FFHQ model indeed achieved the best SSIM and PSNR values for almost

all test cases. However, the SSIM and PSNR values for both the CelebA-HQ and FFHQ

models are significantly closer and fall within one standard deviation from each other in

all of the test cases. This could possibly be solved by increasing the number of images

with which such metrics are calculated, but for the purpose of this project, the qualitative

evaluation presented in this chapter up until this point is sufficiently effective to assess

the presented models.

Additionally, although the Places2 model completely failed to perform the facial in-

painting tasks, its SSIM and PSNR values were only slightly lower than those of the

CelebA-HQ and FFHQ models, also falling within the range of their standard deviations,

which demonstrates the limitations of quantitative metrics for evaluating inpainting re-

sults, as previously discussed in subsection 3.2.2 ”Qualitative Evaluation”. Nonetheless,

the SSIM and PSNR values obtained by the CelebA-HQ and FFHQ models are quite

satisfactory when compared to the range of SSIM and PSNR values commonly found in

the literature for other deep learning inpainting methods.
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Conclusion

In conclusion, upon the detailed evaluation presented in this chapter, the main ob-

jective of this project was successfully achieved, as our DeepFillv2 model trained on

the FFHQ dataset was able to produce better results than the existing CelebA-HQ and

Places2 DeepFillv2 models. Finally, by providing a historic overview on image and fa-

cial inpainting techniques, their origins and development until this day, by presenting a

thorough review of the most prominent and relevant digital image and facial inpainting

methods proposed in the last decades, and by improving the state-of-the-art DeepFillv2

method using the FFHQ dataset, I hope that the work from this project can serve as a first

step towards the development of a real-world application that employs facial inpainting

to help people and promote their inclusion and well-being.
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