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RESUMO

Cunha, N. S. S. Uma Analise de Large Language Models para a Rotulagao de
Polaridade de Revisoes de Produtos Escritas em Portugués. 2024. 45p.
Monografia (MBA em Inteligéncia Artificial e Big Data) - Instituto de Ciéncias
Matematicas e de Computacao, Universidade de Sao Paulo, Sao Carlos, 2024.

As compras online estao se tornando cada vez mais comum entre os brasileiros. Essa
tendéncia é impulsionada pela popularizacao do varejo digital e a maior conectividade
da sociedade. No entanto, desafios como entregas atrasadas, produtos danificados e a
inseguranca dos consumidores em nao ver o produto pessoalmente ainda persistem. Diante
desses problemas, as revisdes de produtos (reviews) surgem como uma ferramenta essencial,
oferecendo relatos de experiéncias dos consumidores. Os relatos nao apenas ajudam os
consumidores, mas também fornecem insights valiosos para fabricantes e vendedores,
possibilitando melhorias e aumentando a relevancia da marca. A mineracao de opinioes
ou analise de sentimentos busca estudar as emocgoes e opinioes em relagao a produtos e
servigos, e gerar insights relevantes para tomadores de decisao. A analise de sentimentos
¢ mais acurada ao se utilizar técnicas de aprendizado de maquina supervisionadas, o
que exige uma rotulacao muitas vezes de uma grande quantidade de revisoes, as quais
geralmente sao feitas de forma manual. Porém, a rotulagdo manual pode ser demorada e
propensa a erros. O uso de Large Language Models (LLMs) tem se mostrado promissor
nesse contexto, proporcionando uma abordagem mais eficiente na rotulagao automatica.
Contudo, a eficicia desses modelos ainda é um tema de investigagao. Dado isso, o objetivo
deste trabalho é avaliar a performance dos LLMs na rotulagao de reviews, buscando
identificar se é possivel alcancar resultados comparaveis a rotulagdo humana sem ajustes
especificos nos modelos. Os resultados mostram que tanto o GPT-40-mini quanto o Gemini-
1.5-Flash apresentaram acuracias semelhantes, com 79% e 80%, respectivamente, indicando
que os modelos podem efetivamente ajudar na andlise de sentimentos em portugués. Tais
resultados poderiam ser melhores evitando os erros de rotulagao na base de referéncia, o

quais fizeram com que a performance real desses modelos fossem menor.

Palavras-chave: Analise de Sentimentos. LLMs. GPT. Gemini.






ABSTRACT

Cunha, N. S. S. An Analysis of Large Language Models for Polarity Labeling of
Product Reviews Written in Portuguese. 2024. 45p. Monograph (MBA in Artificial
Intelligence and Big Data) - Instituto de Ciéncias Matematicas e de Computagao,
Universidade de Sao Paulo, Sao Carlos, 2024.

Online shopping is becoming increasingly common among Brazilians, driven by the
popularization of digital retail and greater connectivity in society, especially with the
entry of Generation Z into the job market. However, challenges such as delayed deliveries,
damaged products, and consumer insecurity about not seeing the product in person still
persist. In light of these issues, product reviews emerge as an essential tool, providing
accounts of consumer experiences. These reports not only assist consumers but also provide
valuable insights for manufacturers and sellers, enabling improvements and increasing
brand relevance. Opinion mining or sentiment analysis seeks to study emotions and
opinions related to products and services. This process is vital for data classification, but
manual labeling can be time-consuming and prone to errors. The use of Large Language
Models (LLMs) has proven promising in this context, offering a more efficient approach
to automated labeling. However, the effectiveness of these models in Portuguese remains
a topic of investigation. The goal of this work is to evaluate the performance of LLMs
in classifying review texts, seeking to identify whether it is possible to achieve results
comparable to human labeling without specific adjustments to the models. Preliminary
results show that both GPT-40-mini and Gemini-1.5-Flash achieved similar accuracies of
79% and 80%, respectively, indicating that the models can effectively assist in sentiment
analysis in Portuguese. Future studies are recommended to explore data treatment and

compare with other LLMs.

Keywords: Sentimnet ANalysis. LLMs. GPT. Gemini.
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1 INTRODUCAO

Esta cada vez mais comum a compra de produtos online por parte dos brasileiros.
Segundo o portal de noticias g1, 61% dos consumidores brasileiros compram mais pela
internet do que em lojas fisicas, sendo que a maioria afirma que prefrem essa modalidade
devido aos descontos e a praticidade de comprar sem sair de casa (G1, 2022). De um lado
temos a facilidade, praticidade e conforto dos consumidores em realizar as compras com
apenas alguns cliques. Do outro, temos uma maior visibilidade dos vendedores em anunciar
e ofertar os produtos. De acordo com o site Exame, a popularizacao das vendas onlines e
os recordes anuais do varejo digital se devem a expansao do acesso a internet, fazendo com
que a sociedade esteja mais digital e concetada. Além disso a insercao da geracao Z no
mercado de trabalho e a cultura data driven contribuem para esse avango (EXAME, 2023).
Porém ainda é muito comum encontrar alguns problemas com as compras online, como
entregas atrasadas, produtos errados ou danificados e antincios que nao condizem com a
realidade do produto. Além dos problemas, muitos consumidores ainda tem o receio de
realizar a compra por nao conseguir ver o produto pessoalmente e entender se ele realmente

atende as necessidades.

Diante dos problemas e receios, algo que vem se tornando comum na internet sao
os reviews dos produtos, que nada mais é do que o relato da experiéncia dos clientes que
ja adquiriam determinada mercadoria, no qual o produto é avaliado destacando-se as
qualidades e os defeitos, se realmente condiz com o que foi anunciado, se a expriéncia de
compra naquele site foi satisfatoria, dentre outros. Segundo a pesquisa feita pelo Reclame
AQUI, 74,1% dos consumidores brasileiros possuem o habito de ler as avaliacoes antes de
realizarem a compra (RECLAME AQUI, 2019).

Porém engana-se quem acredita que os reviews auxiliam apenas os consumidores
na hora da compra. Os relatos de experiéncia sao extremamente ricos para os fabricantes
e vendedores, pois neles contém informagoes relevantes de como estd sendo a aceitagao
do produto por parte dos conumidores, caracteristicas que podem ser melhoradas em
versoes futuras, defeitos recorrentes, comparagoes com marcas concorrentes, entre outras
vantagens. O site F-commerce Brasil, ainda cita que as avaliagdes aumentam a relevancia
da marca e a taxa de conversao (E-commerce Brasil, 2021). A empresa que consegue
realizar a coleta desses dados e fazer uma andlise a partir deles tem em maos uma vantagem
competitiva em relagdo as concorrentes que nao levam em consideracao esses relatos. Um
dos motivos de certas empresas nao realizarem analises com esse tipo de dados é que
sem as técnicas corretas a analise manual se torna extremamente custosa e morosa. Para
mitigar o problema da analise manual, técnicas de mineragdo de opinides podem ser

empregadas para a extragao de informagoes e classificagao das reviews (FELDMAN, 2023),
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(PATWARDHAN; MARRONE; SANSONE, 2023).

A mineracao de opinides ou andlise de sentimentos, tem como objetivo estudar
as opinioes, sentimentos, avaliagoes e emocoes das pessoas em relacdo as entidades e
seus respectivos aspectos (atributos) (LIU, 2012) citado por (YUGOSHI, 2018). Segundo
Samha, Li and Zhang (2014) o processo de resumir opinides baseia-se principalmente na
identificacao e extracao de informagoes opinativas vitais do texto, sendo que a eficiéncia
do processo e qualidade do resumo resultante depende da extragao de informacgoes-chave
e exclusao de informagoes supérfluas. No artigo de Cambria et al. (2013), os autores
argumentam que a anélise de sentimentos vai além da polaridade simples (positivo ou
negativo), abrangendo uma ampla gama de emogoes que impactam a tomada de decisao,
tanto para consumidores quanto para empresas. Eles destacam os avancos no uso de
aprendizado de maquina e inteligéncia artificial, que tornam a analise mais precisa e
escalavel, permitindo que as empresas obtenham insights em tempo real sobre percepcoes
de marca e satisfacdo do cliente. O artigo também aborda desafios técnicos, como a
interpretacao de ironia, ambiguidades linguisticas e o contexto em que as opiniodes sao
expressas, e discute o impacto dessas técnicas em areas como marketing, monitoramento

de reputacgao e até politica.

A rotulacao de uma grande quantidade de dados é uma etapa crucial para treinar
modelos de analise de sentimentos. Essa tarefa, no entanto, pode ser bastante demorada e
sujeita a erros, resultando em falhas na rotulagdo que comprometem a qualidade do modelo
final. Estudos anteriores mostram que a rotulacado manual é um processo que demanda

tempo e recursos, podendo impactar a eficiéncia de projetos de analise de sentimentos
(ALZUBAIDI; AL., 2023) e (FELDMAN, 2023).

Recentemente, o surgimento dos Large Language Models (LLMs) trouxe novas
perspectivas para o campo do processamento de linguagem natural. Esses modelos tém sido
amplamente utilizados para diversas tarefas, incluindo a rotulagao de textos, oferecendo
uma alternativa potencialmente mais eficiente em comparacao com a rotulacdo manual
(HAGOS; AL., 2024) e (GUDIVADA; RAGHAVAN, 2024). No entanto, apesar do avango
na utilizacdo de LLMs, a avaliacao de sua eficacia para rotulagao de textos em portugués

ainda é escassa, especialmente em contextos que envolvem andlise de sentimentos.

Diante desse contexto, o objetivo deste trabalho é avaliar a performance da rotulagao
de LLMs na tarefa de classificar textos de revisoes de produtos escritos em portugués,
atribuindo polaridades negativa, neutra e positiva. Essas polaridades sao fundamentais

para a analise de sentimentos. Para isso, o trabalho busca responder as seguintes perguntas:

« E possivel obter um desempenho de rotulagio semelhante ao humano para a tarefa de
analise de sentimentos de textos escritos em portugués utilizando LLMs de propoésito

geral, isto é, sem fine-tuning no dominio especifico?
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o Existem LLMs mais adequadas para esta tarefa?

Essas questoes visam contribuir para o entendimento do potencial dos LLMs na
rotulagdo automatica de dados em portugués, oferecendo insights valiosos para futuros
trabalhos na area. Devido ao grande volume de dados disponivel, optou-se por utilizar
versoes otimizadas de modelos estado-da-arte, que sao reconhecidas por serem mais rapidas
e menos custosas em termos de processamento. A escolha desses modelos se deve a

necessidade de equilibrar tempo e custo, fatores criticos para a rotulagdo em larga escala.

Os principais resultados mostraram que os dois modelos analisados apresentaram
acuracias muito semelhantes, com o GPT-40-mini alcancando 79% e o Gemini-1.5-Flash
obtendo 80%. Em termos de médias de F1-Score, ambos os modelos apresentaram os
mesmos valores. Ao examinar o desempenho em classes especificas, observou-se que os
dois modelos tiveram resultados superiores na classe positiva, que era a mais prevalente
no conjunto de dados. No entanto, o Gemini-1.5-Flash demonstrou uma leve vantagem em

relacdo a essa classe.

Este estudo foi divido em 6 capitulos, sendo no Capitulo 1, ja abordado, a introdugao
na qual tem-se a contextulaizacdo do tema abordado, juntamente com as motivagoes e
objteivos. No Capitulo 2 tem-se o referncial tedrico, apresentando os conceitos utilizados
nesse trabalho. No Capitulo 3, a revisao bibliografica, traz os estudos mais recentes sobre o
tema. No Capitulo 4, tem-se a metologia, abordando a base de dados trabalhada, modelos
utilizados e as métricas de avaliacdo. No Capitulo 5, tem-se os resultados e por fim no

Capitulp 6 as conclusoes do estudo.
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2 REFERENCIAL TEORICO

Nesta secao serao abordados os principais conceitos de andlise de sentimentos e
suas abordagens, como também uma breve discussdo sobre os Large Language Models

trazendo alguns modelos mais conhecidos, parametros utilizados e suas arquiteturas.

2.1 Analise de Sentimentos

A andlise de sentimentos, também conhecida como mineragao de opinioes, é o
processo de identificar, extrair e classificar sentimentos expressos em um texto (LIU, 2012).
Este campo da mineragao de texto (ou processamento de linguagem natural) tem como
objetivo avaliar se uma opinido em um texto é positiva, negativa ou neutra. Tal analise
tem aplicacoes em diversas areas, como a andlise de avaliacoes de produtos, servicos e o
monitoramento de redes sociais (FELDMAN, 2013). As principais abordagens para analise
de sentimentos sdo as baseadas em regras, em aprendizado supervisionado e as que sao
baseadas em deep learning (GUPTA; RANJAN; SINGH, 2024).

As abordagens baseadas em regras utilizam 1éxicos de sentimentos e regras grama-
ticais ou sintaticas para atribuir polaridade ao texto. (LIU, 2012) define a abordagem de
léxico como o uso de listas de palavras (1éxicos) que jé estao previamente classificadas como
positivas, negativas ou neutras. Essas listas sao aplicadas ao texto, associando as palavras
encontradas a polaridade do sentimento. (LIU, 2012) também enfatiza o uso de regras
gramaticais para considerar contextos que podem alterar o sentido, como negacoes (e.g.,
'nao bom'transforma uma palavra positiva em negativa). De acordo com (PANG; LEE,
2008), as abordagens supervisionadas consistem em treinar modelos de aprendizado de
maquina utilizando conjuntos de dados rotulados previamente com sentimentos. Entre os
métodos mais comuns estao algoritmos como Naive Bayes, Support Vector Machines (SVM)
e redes neurais. Essas abordagens requerem a extracao de caracteristicas do texto, como
frequéncia de palavras ou presencga de bigramas, para alimentar os algoritmos. Um aspecto
importante destacado por (PANG; LEE, 2008) é o uso de técnicas de processamento
de linguagem natural (NLP) para transformar o texto em uma representacao numérica

compreensivel para os modelos de aprendizado de maquina.

Recentemente, modelos de redes neurais profundas tém sido utilizados para melhorar
a analise de sentimentos, em particular com o uso de arquiteturas como LSTM (Long
Short-Term Memory) e transformers. (DEVLIN et al., 2019) apresentam o modelo BERT
(Bidirectional Encoder Representations from Transformers), que introduziu uma nova forma
de capturar o contexto bidirecional de palavras em uma sentenca. Em vez de processar o
texto de forma sequencial, o BERT analisa todo o contexto de uma palavra, tanto antes

quanto depois, proporcionando uma compreensao mais rica e precisa dos sentimentos
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expressos. (DEVLIN et al., 2019) sugerem que o uso de modelos pré-treinados, como o
BERT, melhora significativamente o desempenho em tarefas de NLP, como andlise de
sentimentos, devido a sua capacidade de transferir aprendizado de uma tarefa para outra.
Em (CHUMAKOV; KOVANTSEV; SURIKOV, 2023), além de destacarem a eficiéncia
dos LLMs na anélise de sentimentos baseada em aspectos, os autores ressaltam que esses
modelos sao capazes de processar dados de forma eficiente em cenarios de grande volume de
informagao. Eles também mencionam que os LLMs, como o GPT, conseguem generalizar
bem mesmo em contextos desconhecidos, o que os torna vantajosos em aplicagoes onde

nao ha dados rotulados suficientes ou previamente conhecidos para treinamento.

Além dessas abordagens, existem métodos nao supervisionados, como clustering e
aprendizado de tépicos, que sao aplicados quando nao ha rétulos disponiveis nos dados.
Esses métodos tentam agrupar dados similares ou identificar topicos sem a necessidade de
um conjunto de treinamento rotulado, o que é 1til em cenarios onde os dados rotulados

Sa0 €escassos.

2.2 Large Language Models

Os Large Language Models (LLMs) sdo modelos de linguagem natural treinados em
grandes quantidades de dados textuais para realizar diversas tarefas de processamento de
linguagem natural (NLP), como tradugao, resumo, geracao de texto e andlise de sentimentos
(MIN et al., 2023). Esses modelos utilizam arquiteturas profundas de redes neurais, como
a arquitetura transformer, para processar e gerar linguagem natural de forma contextual.
A arquitetura transformer, introduzida por (VASWANI et al., 2017), é o alicerce dos
LLMs modernos. Essa arquitetura se distingue pelo uso do mecanismo de atencgao, que
permite que o modelo "preste atencao'em partes importantes da entrada ao processar
texto, capturando relacionamentos de longo alcance entre palavras em uma sequéncia.
(VASWANI et al., 2017) demonstraram que, ao contrario das redes neurais recorrentes,
que processam dados sequencialmente, o transformer pode processar todos os tokens de
entrada em paralelo, resultando em uma grande eficiéncia computacional. De acordo
com (ZHANG et al., 2023) a abordagem dos trasnformers permite que o modelo capture
relagoes complexas e dependéncias de longo alcance nos dados, o que representa um avango
significativo em comparacao com arquiteturas anteriores, como as redes neurais recorrentes
(RNNS). Essa capacidade de atengao e analise contextual é fundamental para melhorar
o desempenho em diversas tarefas, incluindo a andlise de sentimentos. (DEVLIN et al.,
2019) destacam que os LLMs revolucionaram o campo de NLP ao permitirem o uso de
representacoes contextuais bidirecionais das palavras, o que aumentou significativamente o
desempenho em tarefas complexas. Alguns exemplos desses modelos sao: BERT (DEVLIN
et al., 2019), GPT (Generative Pre-trained Transformer) (RADFORD et al., 2018), Gemini
(DEEPMIND, 2023), LLaMA (Large Language Model Meta AI) (TOUVRON et al., 2023)e
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o Claude (ANTHROPIC, 2023).

De acordo com (DEVLIN et al., 2019), o BERT utiliza uma arquitetura transformer
bidirecional para capturar o contexto de uma palavra, tanto a esquerda quanto a direita,
durante o treinamento. Isso permite que o modelo tenha uma compreensao mais profunda
do significado das palavras no contexto em que siao usadas. (DEVLIN et al., 2019) mostram

que o BERT-base tem cerca de 110 milhdes de parametros, enquanto sua versao maior, o
BERT-large, possui 340 milhdes.

Desenvolvido pela OpenAl, o GPT é um modelo de linguagem unidirecional focado
na geracao de texto ao prever a proxima palavra em uma sequéncia. Conforme explicado
por (RADFORD et al., 2018), o GPT se destaca pela sua capacidade de gerar textos
coerentes e continuos. A versao GPT-3, por exemplo, contém 175 bilhdes de pardmetros
(BROWN et al., 2020). J&4 o modelo GPT-40-mini possui aproximadamente 1.5 bilhoes
de parametros. Este modelo é uma versao compacta do GPT-4o0, projetada para ser mais
leve e eficiente, mantendo a capacidade de realizar tarefas de processamento de linguagem
natural de forma rapida e eficaz. Além disso, ele é otimizado para funcionar em ambientes
com recursos computacionais limitados, tornando-o uma opcao viavel para uma ampla

gama de aplicagoes (OPENAI, 2024).
O Gemini é um modelo recente da Google (DEEPMIND, 2023). Também ¢é cons-

truido sobre a arquitetura transformer, e é amplamente utilizado em tarefas de analise
de sentimentos e outras aplicagoes de NLP (PATWARDHAN; MARRONE; SANSONE,
2023), com uma arquitetura otimizada para eficiéncia e alta performance em grandes

volumes de dados. O modelo Gemini-1.5- Flash possui 8 bilhoes de parametros.

De acordo com (TOUVRON et al., 2023), o LLaMA ¢é projetado para fornecer
modelos de linguagem eficientes, oferecendo alto desempenho mesmo com um nimero
relativamente menor de parametros em comparacao com gigantes como GPT-3. Seu design
visa ser mais acessivel, utilizando menos recursos computacionais. Desenvolvido pela
Anthropic, o Claude é um LLM com foco em seguranga e alinhamento (ANTHROPIC,
2023). Ele é projetado para gerar respostas controladas, buscando evitar outputs que

possam ser prejudiciais ou inadequados.

Os LLMs podem ser utilizados de duas formas principais, rodando localmente
ou através de servigos de API. Na primeira opcao, é possivel baixar modelos e executa-
los localmente, desde que haja capacidade computacional suficiente para lidar com o
tamanho do modelo e a quantidade de dados. Isso requer GPUs ou TPUs potentes,
ja que modelos como falado anteriormente, possuem muitos parametros tornando-os,
extremamente grandes e demandam uma grande quantidade de memoria. A segunda opcao,
é por meio de APIs baseadas em nuvem, como o OpenAl API para o GPT ou a API do
Gemini da Google Cloud. (BROWN et al., 2020) explicam que as APIs permitem que

os desenvolvedores acessem os modelos preditivos sem a necessidade de grandes recursos
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computacionais, enviando requisicoes HT'TP e recebendo respostas geradas pelo modelo,

tornando essa abordagem mais acessivel e pratica.
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3 REVISAO BIBLIOGRAFICA

O trabalho de (DING et al., 2023) tem como objetivo avaliar o desempenho do
GPT-3 como anotador de dados, comparando-o com métodos tradicionais de anotacao de
dados em tarefas de processamento de linguagem natural (NLP). O estudo busca entender
se o GPT-3 pode ser utilizado de forma eficaz para a anotacao de dados, visando reduzir
custos e oferecer uma alternativa acessivel para organizagoes com recursos limitados.
O modelo de linguagem utilizado no estudo foi o GPT-3, desenvolvido pela OpenAl.
O artigo explora 3 abordagens baseadas no GPT-3 para realizar a anotacao de dados,
investigando a sua viabilidade e desempenho em comparacao com abordagens tradicionais.
O estudo conclui que o GPT-3 pode ser usado de forma eficiente para anotacao de dados,
principalmente em tarefas com pequeno espaco de rétulos, como analise de sentimentos com
uma acurdcia de 91,3% enquanto a anotagao humana é considerada o padrao de ouro, com
desempenho geralmente em torno de 93%. No Reconhecimento de Entidades Nomeadas
(NER) desempenho do GPT-3 na anotagao de dados de NER mostrou Fl-score de 87.1%,
em comparacao com 88-90% de anotagoes humanas. Embora esteja préximo, a anotacao
humana ainda supera ligeiramente o modelo em precisao ao lidar com nuances mais sutis no
reconhecimento de entidades. Na Extragao de Relagoes (FewRel), o modelo GPT-3 atingiu
Fl-score de 84.5%, comparado aos 86-88% dos dados anotados por humanos. A capacidade
do GPT-3 de generalizar bem com base em prompts direcionados foi considerada um fator
decisivo para o seu desempenho robusto. As abordagens baseadas na geracao de dados
demonstraram ser mais econdémicas do que a anotacao direta. No entanto, os autores
observam que, apesar de suas vantagens em termos de custo e tempo, a qualidade dos

dados anotados pelo GPT-3 ainda precisa melhorar para se equiparar a anotagao manual.

O estudo conduzido por (GILARDI; ALIZADEH; KUBLI, 2023) tem como objetivo
explorar a eficidcia do ChatGPT em comparagao com anotadores humanos (trabalhadores
em plataformas como MTurk) em tarefas de anotagao de texto. O estudo se concentra
em avaliar se o ChatGPT pode superar anotadores humanos em tarefas como detecgao
de relevancia, postura, topicos e quadros, buscando também entender se ele pode reduzir
significativamente os custos de anotagao. O modelo utilizado foi o ChatGPT (versao
GPT-3.5-turbo). O estudo utilizou ChatGPT em configuracoes de zero-shot (sem treina-
mento adicional) para realizar as tarefas de anotagao, comparando seu desempenho com
trabalhadores do MTurk e anotadores humanos treinados. Os resultados mostram que
o ChatGPT supera significativamente os anotadores humanos de MTurk em termos de
precisao, com uma média de 25 pontos percentuais a mais de acurdcia em diversas tarefas.
Além disso, o acordo entre codificadores (intercoder agreement) do ChatGPT foi maior

do que o dos trabalhadores do MTurk e dos anotadores humanos treinados em todas as
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tarefas. O custo por anotagao com o ChatGPT foi extremamente baixo, cerca de $0.003
por anotacao, tornando-o cerca de 30 vezes mais barato que o MTurk. O estudo conclui
que o ChatGPT tem o potencial de transformar como a anotacao de dados é conduzida,

especialmente em termos de eficiéncia e economia.

O objetivo do trabalho de (QIN et al., 2023) é avaliar se o ChatGPT, particularmente
o modelo GPT-3.5-turbo, pode ser considerado um solucionador generalista de tarefas de
processamento de linguagem natural (NLP) sem a necessidade de adaptagao para tarefas
especificas (zero-shot learning). O estudo busca analisar o desempenho do ChatGPT
em uma ampla gama de tarefas de NLP, como andlise de sentimentos, raciocinio légico,
inferéncia textual, e sumarizagao, entre outras, utilizando dados de 20 conjuntos de dados
representativos. O modelo utilizado foi o ChatGPT (GPT-3.5-turbo), comparado com
outros modelos, como GPT-3.5, FLAN, PaLM, e T5, em diferentes tarefas de NLP. A
avaliacao foi feita principalmente em cenarios de zero-shot learning, em que o modelo
nao recebe treinamento adicional para as tarefas. O estudo demonstrou que o ChatGPT
apresentou um bom desempenho em varias tarefas que requerem raciocinio, como raciocinio
aritmético e inferéncia textual. No entanto, o ChatGPT ainda enfrenta desafios em
tarefas mais especificas, como etiquetagem de sequéncia (ex.: reconhecimento de entidades
nomeadas) e sumarizacdo. Em tarefas de andlise de sentimentos, o ChatGPT superou
o GPT-3.5, especialmente na classificacdo de textos negativos. Embora o modelo tenha
mostrado potencial como um solucionador de tarefas generalistas, ele frequentemente foi

superado por modelos que foram especificamente ajustados para essas tarefas.

O artigo realizado por (BAWA; KUMAR; SINGH, 2022) teve como objetivo
comparar o desempenho de modelos de linguagem baseados em transformers, como BERT
e GPT-3, com o de humanos na andlise de sentimentos. Os autores buscam entender se esses
modelos podem substituir os anotadores humanos na tarefa de classificar sentimentos em
textos, investigando a precisao e a eficiéncia de ambos os métodos. Os modelos utilizados no
estudo incluem BERT, GPT-3, e abordagens baseadas em transformers. (BAWA; KUMAR;
SINGH, 2022) avaliam como esses modelos realizam a analise de sentimentos, comparando
seu desempenho com o de anotadores humanos em varias tarefas de classificagao de
sentimentos. Os resultados mostraram que, embora os modelos de linguagem baseados em
transformers, como o BERT, possam atingir um desempenho competitivo em tarefas de
analise de sentimentos, os humanos ainda superam os modelos em casos que requerem uma
interpretacao mais sutil e complexa das emogoes expressas nos textos. O estudo constatou
que, em algumas tarefas especificas, os modelos nao conseguiram capturar nuances que os
humanos perceberam. Em termos de eficiéncia, os modelos demonstraram ser mais rapidos
na analise de grandes volumes de dados, mas a qualidade das anotagoes humanas ainda se
destacou em contextos mais complexos. Os autores concluem que, embora os transforms
tenham potencial para auxiliar na analise de sentimentos, eles nao podem completamente

substituir humanos devido as suas limitagoes em captar nuances emocionais.
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O trabalho de (KRUGMANN; HARTMANN, 2024) teve como objetivo avaliar a
performance de LLMs (Large Language Models) de ultima geracao, como GPT-3.5, GPT-4,
e Llama 2, em tarefas de andlise de sentimentos, comparando-os com modelos de transfer
learning (aprendizado por transferéncia). Os autores realizaram trés experimentos para
comparar esses LLMs em tarefas de classificacao binaria e de trés classes, sem treinamento
prévio (zero-shot), utilizando um total de 20 conjuntos de dados de avaliagdes de produtos
online. Os resultados indicaram que o GPT-4 foi o modelo com o melhor desempenho geral,
alcangando uma acurdcia média de 93% em classificagao bindria e 83% em classificagao
de trés classes, superando outros modelos, exceto o SIEBERT no experimento binario. O
Llama 2 também apresentou resultados solidos, superando o GPT-3.5 em tarefas binarias,
com 91% de acurécia, apesar de seu tamanho de parametro menor (70B comparado a
175B do GPT-3.5). Os resultados mostraram que os LLMs s@o promissores para analise de
sentimentos sem necessidade de treinamento prévio, com o GPT-4 sendo o mais robusto,
seguido pelo Llama 2 e GPT-3.5.

Como pode-se observar, nos ultimos anos diversos trabalhos da literatura vem
fazendo uso de LLMs para rotular dados ou realizar a analise de sentimentos. Entretanto,
ha uma caréncia de trabalhos utilizando versoes mais recentes, ou o uso em textos escritos
na lingua portuguesa. Dados isso, esse trabalho de conclusao de curso visa atacar essas
lacunas encontradas na literatura. Mais detalhes sobre o método utilizado neste trabalho

serao apresentados no proximo capitulo.
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4 METODOLOGIA

Neste capitulo sao relatados os passos realizados para atingir os objetivos deste
trabalho de conclusao de curso. Foram realizados 3 passos: i) coleta da base de dados; ii)
aplicacao das LLMs; e iii) avaliagdo dos resultados. Os detalhes de cada um desses passos

sao apresentados nas proximas secoes.

4.1 Base de Dados

A base de dados utilizada no estudo pertence a um conjunto de dados publicos de
comércio eletronico brasileiro disponibilizado pela Olist, podendo ser acessada no Kaggle!.
Tal conjunto de dados consta com aproximadamente 100 mil reviews de produtos feitos
no periodo de 2016 a 2018 em diversos marketplaces no Brasil. Desse conjunto de dados,
foi selecionado para as analises a base com 84.991 andlises de produtos em portugués

coletadas no site Buscapé? em 2013.

A base contém colunas com a identificacao de cada review, o texto do review e a
nota de 1 a 5 dada pela pessoa que escreveu a analise do produto no site. Para realizar a
analise dos modelos propostos, foi criada uma quarta coluna denominada target, contendo
as transformacoes das notas em um sentimento, sendo as notas 1 e 2 classificadas como
negativo, 3 classificada como neutro e 4 e 5 classificadas como positivo. A partir dai, foi
feita uma andlise da distribuicao das classes. O grafico de distribuicao é apresentado na
Figura 1. Pode-se observar que para essa base, a classe positiva corresponde a 79% do

total da base, seguido de 13% da classe neutra e 8% da classe negativa.

1 Disponivel em: <www.kaggle.com /datasets/fredericods/ptbr-sentiment-analysis-datasets/

data>. Acesso em: [21 de setembro de 2024].

2 Disponivel em: <https://www.buscape.com.br>.


www.kaggle.com/datasets/fredericods/ptbr-sentiment-analysis-datasets/data
www.kaggle.com/datasets/fredericods/ptbr-sentiment-analysis-datasets/data
https://www.buscape.com.br
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Figura 1 — Distribuicao das classes de sentimentos

Em relagao aos reviews, observou-se uma média de 46 palavras por texto, sendo
que a média de palavras tnicas era de 35. Na Figura 2. é apresentada uma nuvem de
palavras, apos a retirada das stopwords, sendo as palavras "gostei', "produto", "bom'e

"qualidade", que mais se destacam.
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Figura 2 — Nuvem de palavras

Dado o custo financeiro ao se utilizar as LLMs e ao tempo limitado para a execugao
dos experimentos, foi realizada uma amostragem estratificada, garantindo que a base
trabalhada contenha a mesma distribuicao das classes da base principal. A amostra

representa 10% do total da base contendo 8.500 avaliagoes.
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4.2 Aplicacao das LLMs

3 e 0 Gemini-

Os dois modelos utilizados no presente estudo foram GPT-4o0-mini
1.5-Flash*. O primeiro ¢ uma variante mais compacta e otimizada da familia GPT-4,
desenvolvida pela OpenAl. O objetivo da escolha da versao "mini"foi devido a ele oferecer
um modelo mais leve, rapido e com menor consumo de recursos. O segundo, é um
modelo avan¢ado de linguagem natural desenvolvido pelo Google, que se destaca pela
sua capacidade de andlise em tempo real, com foco em eficiéncia e precisdo. O modelo é
conhecido por sua capacidade de processamento rapido e por equilibrar a qualidade das
respostas com a velocidade. Em ambos os modelos, cada parte da base foi processada em

lotes de 100 reviews e foram utilizados os seguintes parametros:

» temperatura: determina a aleatoriedade da geracao do texto e varia de zero a um. O
objetivo de utilizar a temperatura igual a zero foi de sempre utilizar a resposta mais
provavel provida pela LLM e para evitar variabilidade nos resultados para execugoes

diferentes.

» max-tokens: determina o tamanho da resposta que o modelo ird gerar, no caso deste

trabalho foi escolhido a valor 100.

« n: determina quantas respostas diferentes o modelo soltara para cada requisicao. A

ideia era ter somente uma resposta para cada avaliagao, logo o n foi igual a um.

Além dos parametros, foi utilizada a técnica de zero-shot learning, uma técnica de
aprendizagem de méaquina, a qual permite que o modelo classifique classes ou categorias
sem a utilizacdo de exemplos. A ideia principal é que o modelo seja capaz de generalizar
para novos conceitos sem precisar de dados de treinamento especificos para essas classes
ou sem o uso de um especialista de dominio. Para descrever a tarefa a ser realizada foi

utilizado o mesmo prompt para ambos os modelos:

'Ola. Vocé é um rotulador de dados de analise de sentimentos de reviews de varios
tipos de produtos vendidos na internet. Dada a review, vocé tem a tarefa de extrair o
sentimento do review. O sentimento é algo para falar se o review é positivo, negativo ou
neutro. Gere apenas um sentimento para cada texto da revisao. Dado um identificador
e uma revisao associada ao identificador, gere a resposta em formato JSON no seguinte

formato:

Disponivel em: <https://www.google.com/url?q=https://openai.com/index/
gpt-4o-mini-advancing-cost-efficient-intelligence / &sa=D&source=docs&ust=
1727965890171368&usg=AOvVaw3p4CLb-Z44TsY JadY Q6FIy>.

Disponivel em: <https://deepmind.google/technologies/gemini/flash/?hl=pt-br>.


https://www.google.com/url?q=https://openai.com/index/gpt-4o-mini-advancing-cost-efficient-intelligence/&sa=D&source=docs&ust=1727965890171368&usg=AOvVaw3p4CLb-Z44TsYJa4YQ6FIy
https://www.google.com/url?q=https://openai.com/index/gpt-4o-mini-advancing-cost-efficient-intelligence/&sa=D&source=docs&ust=1727965890171368&usg=AOvVaw3p4CLb-Z44TsYJa4YQ6FIy
https://www.google.com/url?q=https://openai.com/index/gpt-4o-mini-advancing-cost-efficient-intelligence/&sa=D&source=docs&ust=1727965890171368&usg=AOvVaw3p4CLb-Z44TsYJa4YQ6FIy
https://deepmind.google/technologies/gemini/flash/?hl=pt-br
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"respostas" : [
{
"id" : id do documento,
"sentimento" : sentimento da review
}

[texto contendo os ids e revisdes]:

4.3 Avaliacao

Para a avaliacao do desempenho dos modelos foram utilizadas as métricas de
acuracia e Fl-score, juntamente com as macro averaging e weighted averaging. As técnicas
de precisao e recall foram descritas nesta secao para um melhor entendimento da métrica

F1l-score. Considere

e TP = Verdadeiros Positivos
e TN = Verdadeiros Negativos
e FP = Falsos Positivos

o FN = Falsos Negativos

para os calculos das métricas.

A acuracia mede a proporc¢ao de previsoes corretas em relacao ao total de previsoes
feitas, abrangendo tanto os verdadeiros positivos quanto os verdadeiros negativos. O calculo

dela é dado por

TP+ TN
Acurécia = 4.1
U = P TN Y FP 1 FN (4.1)

Porém, quando a base é desbalanceada, nao é interessante avaliar a acuracia isolada.

A precisao é utilizada para avaliar a qualidade das previsoes feitas, indicando a
proporc¢ao de verdadeiros positivos em relagao ao total de exemplos classificados como
positivos. Ou seja, ela mede a exatidao das previsoes positivas do modelo, mostrando a

capacidade do modelo de evitar falsos positivos. O céalculo é dado por

TP
Precisio — _ 4.2
recisao = s (4.2)
O recall, também conhecido como sensibilidade ou taxa de verdadeiro positivo,

mede a capacidade do modelo de identificar todos os casos positivos relevantes em um
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conjunto de dados. O recall é a propor¢ao de verdadeiros positivos em relacao ao total de

casos que realmente sdo positivos. Essa métrica é calculada por

TP
Recall = TP+ FN (4.3)
O Fl-score é uma métrica que combina tanto a precisao quanto o recall em uma
unica medida por meio de uma média harmoénica, fornecendo uma visao mais equilibrada
do desempenho do modelo. Ele é especialmente 1til em cenarios onde ha uma classe
positiva desbalanceada, ja que leva em conta tanto os falsos positivos quanto os falsos
negativos. O valor dessa métrica varia de 0 a 1, onde 1 indica um modelo perfeito. O

calculo é dado por

Precisao x Recall
Fl1=2 4.4
8 Precisao + Recall (44)

A macro average é calculada ao tomar a média aritmética das métricas (precision,
recall, fl-score) para cada classe, sem considerar o suporte, que é o nimero de ocorréncias

de cada classe. O célculo é dado por

1 n
MacroAverage = — > M; (4.5)
=1

A weighted average leva em consideragao o suporte de cada classe ao calcular a
média. Cada classe contribui para a média de acordo com o niimero de instancias que ela

representa. O céalculo é dado por

i (M; x S;)

Weighted Average = " g
i=11i

(4.6)

sendo

e n é o nimero total de classes,
o M, é a métrica (precisao, recall ou Fl-score) para cada classe

« S; é o nimero de instancias (suporte) para cada classe
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5 RESULTADOS

Apesar do prompt indicar para os modelos classificar os sentimentos em apenas 3
tipos de classes (positivo, neutro ou negativo) o modelo GPT-40-mini apresentou para uma
review a classificagdo ‘misturado’. Sendo assim essa linha foi excluida para o célculo das
métricas. Na Tabela 1 sao apresentados os resultados das métricas Precison, Recall e F1-
Score para cada uma das classes e na Tablea 2 sdo apresentados os resultados sumarizando

todas as classes.

Modelo Métrica Negativo Neutro Positivo
Precision 0.46 0.33 0.91
.. Recall 0.77 0.23 0.89
GPT-4o-mini F1-Score 0.58 0.27 0.90
Support 681 1136 6682
Precision 0.48 0.32 0.90
. . Recall 0.77 0.19 0.91
Gemini-1.5-Flash o)« 0 0.59 0.24 0.91
Support 681 1137 6682

Tabela 1 — Comparacao das métricas entre as classes para os dois modelos

Acuracia Macro Avg F1 Weighted Avg F1

GPT-40-mini 0.79 0.58 0.79
Gemini-1.5-Flash 0.80 0.58 0.79

Tabela 2 — Tabela de métricas de desempenho geral dos modelos

Ambos os modelos obtiveram uma boa acurécia, sendo o Gemini-1.5-Flash (80%)
um pouco maior que o GPT-40-mini (79%). Porém, analisando as outras métricas em cada
classe, o modelo nao tem um desempenho equilibrado nas classes "negativo'e "neutro". A
alta acuracia se deve, em grande parte, ao bom desempenho na classe "positivo", que tem
o maior suporte (6682 exemplos), logo o modelo tende a acertar mais nesta classe porque

ela domina o conjunto de dados. Em relacao a precisao:

« Negativo: o segundo modelo tem uma precisdo um pouco maior (0.48) em relagao
ao primeiro (0.46), sugerindo que o segundo modelo faz previsoes ligeiramente mais

corretas para a classe "negativa'.

o Neutro: o primeiro modelo tem uma leve melhora na precisao para a classe "neu-

tro"(0.33 vs. 0.32), mas ambas as precisoes sao baixas.
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» Positivo: ambos os modelos tém precisoes muito semelhantes para a classe "posi-
tivo"(0.91 e 0.90), indicando que ambos sdo muito bons em identificar corretamente

os exemplos dessa classe.
Em relagao ao recall:

« Negativo: O recall para a classe "negativo"é idéntico nos dois modelos (0.77), o
que significa que ambos conseguem identificar a mesma quantidade de exemplos

negativos.

 Neutro: O primeiro modelo (0.23) tem um desempenho superior em rela¢ao ao segundo
(0.19), indicando que ele consegue encontrar mais exemplos da classe "neutro", ainda

que o desempenho seja baixo em ambos os casos.

« Positivo: O segundo modelo (0.91) tem um recall ligeiramente maior do que o primeiro

(0.89), o que indica que ele esta capturando mais exemplos da classe "positivo".
E por fim, em relagdo ao F1-Score:

o Negativo: O Fl-score, que equilibra precisao e recall, é praticamente o mesmo em

ambos os modelos (0.58 no primeiro e 0.59 no segundo).

« Neutro: O primeiro modelo (0.27) melhora levemente em relagdo ao segundo (0.24)

na classe "neutro”, mas ambos ainda apresentam baixo desempenho.

» Positivo: Ambos os modelos tém um Fl-score quase idéntico para a classe "posi-
tivo"(0.90 e 0.91), refletindo o equilibrio entre precisao e recall elevado para essa

classe.

No geral, ambos os modelos tém desempenho semelhante, com uma ligeira vantagem para
o segundo modelo, especialmente na classe "positivo'(com recall e Fl-score ligeiramente

maiores).

Foram analisadas algumas avaliagbes em que os modelos erraram para entender
o motivo da divergéncia da resposta do modelo com o target. Na Tabela 3 o target era
positivo e o modelo classificou como neutro, como o texto tem partes positivas e negativas
a respeito do produto é compreensivel que o modelo tenha classificado como neutro. Na
Thela 4, apesar da nota do cliente ser neutra, o texto dele contém mais aspectos negativos,
o que é compreensivel entender o que levou o modelo a classificar como negativo. Na
Tabela 5, a avaliagao do cliente é extremamente positiva apesar da nota ter sido neutra,
logo a classificagao do modelo foi positiva. Por fim, na Tabela 6 a avaliacao do cliente

foi neutro, porém o texto em si demonstra que ele nao esta totalmente satisfeito com o
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id review rating target sentimento

2961 Bom custo beneficio. Executa chamadas e en- 4 positivo neutro

vio de mensagens sem problemas. Acesso a

internet muito limitado.

O que gostei: Bom preco, diversidade de fun-

¢oes e ferramentas.

O que nao gostei: Pouca memoéria interna e

sempre que acesso a internet ocorrem algu-

mas incompatibilidades.

Tabela 3 — Exemplo 1 do modelo GPT-40-mini

id review rating target sentimento

8428 Deveria aceitar cartao de memoéria de 4GB. 3 neutro negativo

O que gostei: Toca misicas em muitas confi-

guracoes nas quais outros celulares nao pos-

suem.

O que nao gostei: A bateria nao dura muito

mesmo configurado para economia de energia.

Nao aceita cartao de memoria além de 1GB

(pelo menos o meu nao aceita).

Tabela 4 — Exemplo 2 do modelo GPT-40-mini

id review rating target sentimento

4658 Estou plenamente satisfeito com o produto. Se 5) neutro positivo
por acaso vocé ficar na duvida entre comprar
essa ou outra, compre esta.

O que gostei: Perfeita. De extrema qualidade.
Rica em recursos. Algumas pessoas criticam
a auséncia do wireless USB, levando outras
a pensarem que ter o wireless USB é uma
condicdo para ter a internet. Nao é. E possivel
conectar a internet com um cabo LAN. E
alguém comentou no Buscapé que a TV nao
vem com Skype. Vem. Eu acho que a pessoa
nao olhou todas as opg¢oes de menu. Alguém
também disse que ela é fragil. Definitivamente,
nio é. A TV E PERFEITA.

O que nao gostei: A TV nao faz pipoca.

Tabela 5 — Exemplo 1 do modelo Gemini-1.5-Flash

produto e aparentemente o objeto que ele nao consegue comprar ¢ importante para que

ele consiga usufruir do produto.
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id review rating target sentimento
1414  Gostaria de saber onde comprar as tiras me- 3 neutro negativo
didoras.

O que gostei: O preco do aparelho é atraente,
mas nao consigo comprar as tiras medidoras.
O que nao gostei: Adquiri o kit completo e
nao consigo mais comprar as tiras medidoras.

Tabela 6 — Exemplo 2 do modelo Gemini-1.5-Flash

De acordo com os resultados obtidos por ambos os modelos, e pelas analises
realizadas de alguns reviews que foram classificados errados pelos modelos, observou-se

que os modelos foram capazes sim de se aproximar da rotulagdo humana.
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6 CONCLUSOES

A andlise de reviews online é uma pratica comum entre as pessoas que procuram
saber os beneficios dos produtos, precos, questoes de entregas, qualidade do atendimento
e prestagdo de servicos dos e-commerces. Como o cliente ndo consegue ver o produto
e inspecionar da forma que gostaria para definir se a compra sera benéfica ou nao, as
avaliagoes de outros consumidores se tornam uma boa fonte para ajudar na decisdo. Da
mesma forma que os consumidores tiram proveito desses reviews, as empresas também
conseguem se beneficiar desse artificio, conseguindo entender melhor as necessidades dos
clientes, pontos positivos dos produtos e dos servicos prestados e onde precisam realizar
melhorias. Porém a coleta dessas informacoes e tratamento desses dados podem levar
tempo e consumir recursos significativos para a empresa. O processo de classificacao dos
reviews para que os modelos sejam treinados e obter informagoes de negdcios, normalmente
sao realizados por pessoas, podendo acontecer divergéncias nas classificagoes, pois esta

sujeito a diversas interpretacoes, além do tempo gasto para tal tarefa.

Nos tltimos anos, os Large Language Models (LLMs) tém sido cada vez mais
utilizados em processos de automagao de processos linguisticos e para melhorar a interacgao
humano-maquina, sendo que alguns trabalhos da literatura ja utilizados LLMs para
rotulagao de dados. Porém, nao foram encontrados trabalhos que analisam a capacidade
de rotulacao de dados desses modelos para a andlise de sentimentos de avali¢oes escritas
em portugués. Dado isso, o objetivo deste trabalho foi realizar tais avaliagoes utilizando

duas das LLMs mais utilizadas em suas versoes mais rapidas e menos custosas.

Como principais resultados ambos os modelos estudados obtiveram acuracia bem
préximas, sendo o modelo GPT-40-mini com 79% e o Gemini-1.5-Flash 80%. Em relacao
as médias do F1-Score, ambos obtiveram as mesmas porcentagens. Analisando as classes
individualmente, ambos os modelos obtiveram um melhor desempenho na classe positiva,
a qual era predominante na base, porém o Gemini-1.5-Flash obteve uma melhor vantagem
nessa classe. Outro ponto improtante a ser ressaltado é que os modelos obtiveram esses
resultados sem nenhum tratamento prévio na base e sem neceesidade de treinamemto.
Sendo assim, dada a pergunta principal deste trabalho, que era a de analisar a capacidade
desses modelos de rotularem dados para a analise de sentimentos de avaliagdes escritas em
portgués, observou-se que os dois modelos foram capazes de realizar essa classificacdo com

desempenhos bem semelhantes.

Algumas dificuldades encontradas durante as analises impediram que fossem reali-
zados mais testes em modelos diferentes e em uma base maior de dados, para verificar
se haveria resultados melhores que os que foram obtidos. Tais impedimentos foram os

recursos para a utilizacdo dos modelos, pois em cada um havia limites de tokens por requi-



42

sicdo e cada requisicdo era necessario um investimento financeiro para obter as respostas,
investimentos esses que no momento eram limitados. Sendo assim, para futuros trabalhos
seria interessante um tratamento mais aprofundado na base para melhorar a qualidade dos
textos, testar técnicas de balanceamento para identificar se ha melhoras nas classifica¢oes
de sentimentos com menores ocorréncias e testar outros modelos para uma comparagao
de desempenhos entre os modelos ja analisados, como por exemplo o Large Language
Model Meta AT (LLAMA) desenvolvido pelo Meta e o Claude desenvolvido pelo Anthropic.
Outro ponto foi a limitagdo em analisar o sentimento inteiro da reviews, que pode ser falho
em casos em que ha uma analise de mais de um aspecto de um produto, como foi o caso
dos exemplos analisados em que as classificacbes dos modelos divergiam do target. Nas
reviews era comum o cliente falar tanto de pontos positivos quanto negativos dos produtos,
o que acabou interferindo na classificacao final do modelo. Portanto, uma extensao desse
trabalho seria a avaliagdo de modelos de LMM para a anélise de sentimentos baseada em

aspectos.
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