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Resumo

Este trabalho de formatura tem como proposta desenvolver um sistema de predigdo de
vendas no varejo. O trabalho esta estruturado da seguinte forma: no capitulo 1 é feita uma
breve apresentag@o da empresa onde foram realizados o trabalho e o estagio. O capitulo 2
esclarece o problema e o objetivo proposto. No capitulo 3 é feita uma abordagem dos
principais métodos de previsfio (temporais e causais) e outros pontos relevantes ao
assunto. O desenvolvimento do tema € o foco do capitulo 4, que segue a seguinte logica:
analise dos dados levantados, sele¢io do modelo de previsdo, desenvolvimento do
modelo temporal, desenvolvimento do modelo causal e os testes e resultados do sistema
de predigdo. O capitulo 5 é dedicado as conclusdes finais, ¢ em seguida estdo a

bibliografia e os anexos relevantes.



Abstract

The proposal of this essay is to develop a retail’s demand forecasting model. This work is
based on the following structure: on chapter 1 there is a presentation of the company
where the work and the internship took place. On chapter 2, the problem and the goal are
defined. On chapter 3 the main forecasting methods (time-series and explanatories
models) and other relevant topics are explored. The chapter 4 focuses on the development
of the subject, according to the following sequence: data analysis, forecasting model
selection, time-series model development, explanatory model development and last the
tests and results of the demand forecasting model. The chapter 5 is dedicated to the final

conclusions, and after that one can find the bibliography and the attachments.



1.

Sumario

INTRODUGAOQ cesvsrrsrsssssssssesssresessesssssssssssssssmesessessssssese e 6
S 7
R 7
1.3, PRINCIPIOS E VALORES FUNDAMENTAIS .....oovominemmnnenieoecoeeooooo 7
L4 AREA DE VENDAS ..o 8

14.1. As Equipes Multifuncionais..............eoooocovovoooo 9

1.4.1.1. VANAGENS ..o 9
1.4.1.2. DESVANAZENS. .....ovveor oo 9
L5 O ESTAGIO e oo 9

15.1. Gerenciamento de Categoria...........voooooooo 10

O TRABALHO oottt sssssesesssssssssssssssssssseossssmssssssssssos s . 11
2:1 O PROBLEMA oot 12
2:20 O OBIETIVO ..ot 12
2:30 RESUMO oottt 13

2.3.1. RevisGo Bibliografica................eeommmoeeoooooooeevoo 14

2.3.2. Levantamento dos Dados ............cocoooe 14

2.3.3. Andlise Preliminar dos Dados ... 14

2.34. Selecdo do Modelo de Previso................oovv 15

2.3.5. Desenvolvimento do Modelo de Previsio........oooooooo 15

2.3.6. Testes/ Andlises dos Resultados ... 15

2.3.7. Sistema de Predi¢do de Vendas ... 15

REVISAO BIBLIOGRAFICA ..covvvsvrreresessscesesesesssose oo 16
1o INTRODUGAO. .ot 17

3.1.1. Porque prever? ... 17
3:2: METODOS DE PREVISAO ...oc.oocecervecmsosoos oo 18

3.2.1. Definicdo de Periodos..............ccmvooooio 19

3.2.2. Medidas de Erro de Previsdo..............ooooooooooo 20

3.2.3. Métodos Qualitativos ................oooviieoooo 22

3.23.1. Metodo Delphi...........ocovveeeeessereeieeeeceneeoeeeeeeeeooooo 23
3.23.2. Pesquisa Sobre Intencéo de ComPra........ccocoemmmmmneneeeeeseee 24
3.2.3.3. Consenso da Forga de Vendas...............oooooovooooo 24



3.2.3.4. Consenso de EXECULIVOS . .ueiiereeeeeeeeeee ettt eeeeeereveeaeraesesessmnnmmanas 25

3.24. Métodos QUAantitativos ...................cccccccoueeveeeeeeeceieeieieeiseeeeieee e, 25
3.24.1. Métodos de Séries TemMPOTais.........ceeeecrrerererrieercenerere e 27
3.2.4.1.1. Meétodo da Média SImpIEs ......cceeereeevnercrcciircctrrre st 27
3.2.4.1.2. Método da Média MOVl ......couveuieieiiietteeeeeeeeeee e 28
3.2.4.1.3. Meétodo da Suaviza¢io Exponencial Simples.........cccoeveeeeeieinrncnnn, 29
3.2.4.1.4. Método da Suavizagdo Exponencial Simples com Taxa de Resposta
AAPLALIVA ...o.ecieiee ettt ettt st s et a e b e b et e st et s s senneenne 30
3.2.4.1.5. Meétodo da Suavizagdo Exponencial Dupla (Método de Brown).......... 31
3.2.4.1.6. Método da Suavizagio Exponencial Linear com Dois Pardmetros
(MEtodo de HOI) ..conmiiee ettt es 32
3.2.4.1.7. Método da Suavizagdo Exponencial Linear com Trés Pardmetros
(MEtodo de WINErS).....cocviirriieiiiiiie ettt enr e e e eae s e sreeeeees 33
3.2.4.1.8. M¢étodos de DecoOmpPOSIGAD ....cceruerrereereeeeirencrnrrenrereesereseessessesseesennas 34
3.2.4.1.9. Meétodo de Box-Jenkins .........ooeeeiiiciienteeniceicecie e 34
3.24.2. MELOOS CaAUSAIS ....vveenreeeereerciiicrcieeee e e reeee st e ssras e e e e sas et eare e 35
3.2.42.1. Regressio SIMPIES.....cccoviiieecrerririerierceerreeeerresrreeerreseeeseesaessaneane s 35
3.2.4.2.2. Regressdo MURIpIa.......ceceeeiimreieiiiee e 40

4. DESENVOLVIMENTO... 44
4.1.  MODELO DE PREVISAO ATUAL....c.ucceieiireeiereieieniessenseneeseneeeesenssnnsnssssaesesssssasenes 45
4.2. HORIZONTE DE PREVISAQ .......uviiiieiieeieiieiiiieieerieaeeseseeesessnrasesessessnsesesssnnssssesesnnseeen 45
4.3, DADOS DISPONIVEIS........ccueiiuiiiieiietniine et restenceneecosensees et eanese s seneaceras seeaeaes 46
43.1. Vendas em VOIUME ............c..oocueeueeiiiieeiiecieiieeeee ettt eeea 46
4.3.2. PPEGCOS. ..ot e 47
4.3.3. Dados de ENCArtes...................ccooeieieeeimiieiceieiireeneieeie e 48
4.3.4. PacOtes ESPECIS...........coccoveeeeiiaeeeeeieieeieeeeeeeee et 48
4.3.5. Rupturas de GOndola.......................ccooeeiveeieiciiiiecieeeeeeeeeeeeeee e 48
4.3.6. Eventos ESPeCiaUs...............cccoeeeeeeeeeeeeeieeieeeeeeeceeeeee et sae e 49
4.3.7.  Diada Semana/Semana no Més ...............c...c.cccoovumvueieeiiiceiieieiieeeeeseinnn, 49
4.4.  ANALISE PRELIMINAR DOS DADOS ....ccooiruiririiiinrnaiteiesessinteesessesesseseasesaseseansens 50
4.4.1. Vendas Totais da Categoriai.................ccoouvueeeveieceeiianinieieieeeeeese e eseeeenn 50
4.4.2. Vendas do Produto 1.................ccoooeeeoueiomeiieieeeeeeeeeeeeeeeaee e ea v 54
4.4.3. Vendas do Produto 2..................cooeeveeieceeciieevieieeeeeeeeeeee e evs s eene s 58



5.

6.

7.

4.44. Vendas do Produto 3.................ocoeeeecoeoeoeeeeee e, 60
4.4.5. Vendas do Produto 4................oceeoueeeiveceecoeeeeeeeeeeeeeeeeeeteeeeee e, 61
4.5.  SELEGAO DO MODELO DE PREVISAO ...cveruviteeieeeeeeeeeeeeeeeeeeeseeeeeeees oo e e 63
4.5.1.  HOFrizonte de PreviS@o...............c.ccovceeeeeeveeeeeeeereeeeeeeereeeereeeeeee e 63
4.5.2.  Disponibilidade de Dados.....................c...cc.coocooecomeereeeeeeeeereeeeeeereeeesesn 64
4.5.3. Comportamento dos Dados .....................cc..cooceeeevemeeeiieeeeeeeeeeeeeeseeeeeeenn 64
4.54. Complexidade ....................ccooeiriiiiiiiiiiieeieeeeeeeee e 65
4.5.5. CUSEOS ...ttt ettt ettt e e et et e e 65
4.5.6. PreciS@o............cooooiiiiiiiiiiiiieeeeeeeeeeeeeeeee e 65
4.6. DESENVOLVIMENTO DO MODELO — PARAMETROS ...ccvvetveeveeesseeeeseneeesssesneseesesssns 66
4.6.1.  Modelo Temporal...................ccccoovveeeiieieoirieeeeeeeeeeeeeeereeeeeeeeeeeveeen e 66
4.6.1.1. Previsido de Vendas da Categoria...........ccceceueereeeececereenreeenevereeeeen s, 69
4.6.1.2. Previsio de Vendas do Produto l...........cccceeeveeeeecieieccieiecieeiee e 73
4.6.1.3. Previsdo de Vendas do Produto 2..........c..oeeveeeeeeeceiecececereee e 75
4.6.1.4. Previsdo de Vendas do Produto 3.............coeevveeerveeieneniieceee e 77
4.6.1.5. Previsdo de Vendas do Produto 4 .............ccevveemereeevieeieneeeeeeereeeeereneas 78
4.6.2. Modelo Causal.................coc.oeeeeeeeoeeeeeeeeeeeeeee et 79
4.6.2.1. Selegio das VATAVEIS ......eeeeeeeeveiriieiceerrcce e ee et 80
4.6.2.2. DesenvOlVIMENLO.......ccoomeeiiiiiieieeie e e ea e 81
4.6.2.3. Analise de Mercado..........ceovvmviiicieeeieeceecteee e 84

4.7.  TESTES E RESULTADOS DO SISTEMA DE PREDICAO DE VENDAS .....cceeeeeeenereerenrennn, 84
CONCLUSOES ...ou.coucucurenersecnoressrasassessensssssssssmsssssans 87
BIBLIOGRAFIA........cconeeervrecnrerecrreeranans 91
ANEXOS...uuoeirrirccencccretencssnsersecsensones .93




Lista de Figuras

Figura 3.1 — Categorias de Métodos de Previsdio e Exemplos de Aplicages
Figura 3.2 — Defini¢do de Periodos

Figura 4.1 — Vendas Didrias da Categoria

Figura 4.2 — Vendas Diarias da Categoria com Média Moével (k=7)
Figura 4.3 — Detalhe do Grafico da Categoria com Média Mével (k=7)
Figura 4.4 — Correlograma das Vendas da Categoria

Figura 4.5 — Vendas Diarias do Produto 1 com Média Mével (k=7)
Figura 4.6 — Detalhe do Grafico do Produto 1 com Média Mével (k=7)
Figura 4.7 — Correlograma das Vendas do Produto 1

Figura 4.8 — Vendas Diarias do Produto 2 com Média Mével (k=7)
Figura 4.9 — Correlograma das Vendas do Produto 2

Figura 4.10 — Vendas Diarias do Produto 3 com Média Mével (k=7)
Figura 4.11 — Correlograma das Vendas do Produto 3

Figura 4.12 — Vendas Diarias do Produto 4 com Média Mével (k=7)
Figura 4.13 — Correlograma das Vendas do Produto 4

Figura 4.14 — Defini¢do de Periodos Aplicada aos Dados

Figura 4.15 — Saida do E-Views para a Projegfio de Vendas da Categoria
Figura 4.16 — Previsio de Vendas da Categoria

Figura 4.17 — Evolugio do MAPE para as Previsdes da Categoria
Figura 4.18 — Saida do E-Views para a Projegdo de Vendas do Produto 1
Figura 4.19 — Previsio de Vendas do Produto 1

Figura 4.20 — Evolugio do MAPE para as Previsdes do Produto 1
Figura 4.21 — Saida do E-Views para a Proje¢iio de Vendas do Produto 2
Figura 4.22 — Previsdo de Vendas do Produto 2

Figura 4.23 — Evolu¢do do MAPE para as Previsdes do Produto 2
Figura 4.24 — Previsdo de Vendas do Produto 3

Figura 4.25 — Previsdo de Vendas do Produto 4

Figura 4.26 — Sistema de Predi¢do de Vendas



Lista de Tabelas

Tabela 3.1 — Exemplo de Matriz de Correlagio

Tabela 4.1 — Resumo das Variaveis Existentes

Tabela 4.2 - Participagdo das Vendas da Categoria por dia

Tabela 4.3 — Participagdo das Vendas do Produto 1 por dia

Tabela 4.4 — Participagéo das Vendas do Produto 2 por dia

Tabela 4.5 — Participagdo das Vendas do Produto 3 por dia

Tabela 4.6 — Participagfio das Vendas do Produto 4 por dia

Tabela 4.7 — Erro para Diferentes Métodos

Tabela 4.8 — Exemplo de Tabela Utilizada para Projecdo das Vendas
Tabela 4.9 — Erros de Previsdo de Vendas da Categoria

Tabela 4.10 — Erros de Previsdo de Vendas do Produto 1

Tabela 4.11 - Erros de Previsdo de Vendas do Produto 2

Tabela 4.12 — Erros de Previsdo de Vendas do Produto 3

Tabela 4.13 — Erros de Previsdo de Vendas do Produto 4

Tabela 4.14 — Coeficientes da Equagdo de Regressdo do Produto 2
Tabela 4.15 — Matriz de Correlagiio

Tabela 4.16 — Resultado do Sistema de Predi¢do de Vendas



1. INTRODUCAO



Capitulo 1 — Introdugéo

1.1.Empresa

A Procter & Gamble (P&G) é uma empresa multinacional americana de bens de consumo que
possui filiais em mais de 60 paises. Vende suas mais de 300 marcas em 140 paises. Iniciou
suas operagGes no Brasil em 1988, com a aquisicio da empresa Perfumarias Phebo AS.
Atualmente possui trés fabricas no territorio nacional: uma na Bahia, onde sdo fabricadas as
matérias-primas para o sabdo em po6; uma em Anchieta (SP), onde ¢ fabricado o sabdo em p9;

¢ uma em Louveira (SP), onde sdo fabricados os outros produtos.

1.2. Produtos

A Procter&Gamble, ao desenvolver as diversas estratégias de marketing de seus produtos, nio
associa em suas propagandas o nome da empresa com as marcas dos produtos, por isso seu
nome nio ¢ muito familiar aos consumidores. A empresa comercializa no Brasil produtos das
seguintes categorias:

a) Cuidados com o Lar — sabdes em po.

b) Cuidados com o Bebé — fraldas descartaveis.

¢) Prote¢do Feminina — absorventes.

d) Cuidados com a Beleza — shampoos e condicionadores.

e) Alimentos — salgadinhos*.

f) Cuidados com a Satde — remédios*.

* possui alguns produtos fabricados no exterior

1.3. Principios e Valores Fundamentais

A P&G prega a todos os seus funcionarios e recém-contratados alguns valores e principios

que considera fundamentais:
> Valores:

o Lideranga
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O

Propriedade
o Integridade
o Paixdo por vencer
o Confianga
» Principios:
o Demonstramos respeitos por todos os individuos
o Os interesses da companhia e do individuo sfio inseparaveis
o Temos foco estratégico em nosso trabatho
o Inovagdo € a base do nosso sucesso
o Temos foco externo
o Valorizamos a competéncia pessoal
o Procuramos ser os melhores

o A interdependéncia mitua ¢ uma forma de vida

A P&G sustenta, como declaragdo de proposito:

“Forneceremos produtos de qualidade e valor superiores que melhorem a vida dos
consumidores em todo o mundo™.

Como resultado, os consumidores nos retribuirdo com a lideranga em vendas e crescimento

em lucro, permitindo o progresso de nossa gente, de nossos acionistas e das comunidades em

que vivemos ¢ trabathamos.”

1.4.Area de Vendas

A érea de vendas da P&G, onde foi realizado o trabalho, ¢ constituida de diversas equipes.
Para alguns clientes maiores, hd uma equipe exclusivamente dedicada a ele. Em cada equipe,
além dos representantes de vendas e do lider, ha pelo menos um profissional especialista em

logistica, um em marketing, um em sistemas € um em finangas, que sdo os chamados

multifuncionats.
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1.4.1. As Equipes Multifuncionais

1.4.1.1.Vantagens

Essa estrutura adotada pela empresa tem a vantagem de estreitar o relacionamento com seus
clientes, onde o varejista passa de “cliente” a “parceiro”. O varejista colabora com a industria
fornecendo dados e informagdes, e em troca a indistria ajuda a aumentar as vendas do
mesmo, contando com o esforgo de suas equipes multifuncionais. Parte-se do principio de que

se o varejista vender mais e crescer, ocorrerd 0 mesmo com a inddstria.

1.4.1.2.Desvantagens

Porém uma desvantagem que se torna evidente nesse tipo de estrutura é a inevitavel
competicdo interna entre as equipes. H& uma guerra constante de pregos. Se a equipe de
vendas que atende o hipermercado A conseguir colocar o produto X a um pre¢o menor aquele
conseguido pela equipe que atende o hipermercado B, esta vencida uma batalha. E nfo ¢
somente através do pre¢o que as equipes de vendas competem entre si. Ha diversos outros
recursos para tentar aumentar suas vendas, tais como propagandas na televisdo, aniincios em
revistas e jornais, encartes, tabloides (folhetos com promo¢des que sdo distribuidos nos

hipermercados), demonstradoras em lojas, pacotes promocionais, etc.

1.5.0 Estagio

O estagio fol realizado em uma das equipes de vendas, junto a responsavel de Marketing da
equipe, que cuida de atividades que sdo realizadas dentro das lojas, como por exemplo
algumas promogdes de produtos, concursos, brindes, entre outras. Além das fungdes dessa
area, essa pessoa ainda assumia a fun¢do de Gerente de Categoria. O estagio foi focado

principalmente no suporte técnico em projetos e atividades de Gerenciamento de Categoria.
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1.5.1. Gerenciamento de Categoria

O conceito de Gerenciamento de Categoria é relativamente recente, sendo definido pelo

Comité ECR (Efficient Consumer Response — Resposta Eficiente ao Consumidor) como:

"Uma nova forma de gerenciar com base nas necessidades do consumidor € em um
relacionamento mais integrado entre o fornecedor e varejista, envolvendo muito mais que

Volume x Prego”.

Uma determinada categoria € vista e gerenciada como uma unidade estratégica de negocio. A
industria (fornecedor) detém o profundo conhecimento do consumidor — quanto ao habito de
uso e da categoria de produtos (posicionamento, imagem, etc). O varejo, por sua vez, conhece
methor do que ninguém o funcionamento do negodcio, e assim ambos unem esforgos para
encontrarem oportunidades a fim de alavancar a categoria. Essa parceria passa a gerenciar ndo
mais um produto ou se¢do, mas sim uma solugio completa para o consumidor. O fornecedor

escolhido para gerenciar a categoria geralmente é o que representa o maior volume em

vendas.

10
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2.1.0 Problema

As equipes de vendas devem constantemente fazer previsdes de quanto sera vendido ao
cliente varejista, para que o departamento de Planejamento de Mercado possa coordenar a
produgfio dos produtos na fabrica. Atualmente, para se fazer essa previsdo, hd uma ferramenta
que leva em consideragdo dados como:

» Vendas no ponto-de-venda nas tltimas 4 semanas (vendas ao consumidor final)

> Estoques no cliente e em transito, e pardmetros como o estoque de seguranga

necessario.

O modelo que prevé as vendas no ponto-de-venda se baseia em dados de vendas das dltimas
quatro semanas e através de inputs do analista, nfio existindo um processo muito formal, o que

prejudica um pouco sua acuricia.

Fatores que influenciam as vendas tais como: presenga em encartes, pacotes especiais,
promo¢des e pregos, tanto dos proprios produtos quanto os da concorréncia, ndo s3o
considerados nesse modelo. Se nfio hia uma previsio eficiente, podem ocorrer problemas

como a falta de produtos na gondola na ocasiio de um anincio em encarte.

O modelo atual pode ser uma solugdo simples, rapida e barata, porém depende muito do
conhecimento adquirido e da experiéncia do gerente de conta. Existe nesse ponto um risco,
devido a concentragiio de informagGes em uma sé pessoa que conhece bem o processo. E ha
também o fator erro humano, que nio pode ser descartado. E o fato de s6 considerar os dados
de quantidade vendida nas previsdes e “deixar de lado” os outros tipos de dados citados acima

cria uma grande oportunidade de melhoramento.

2.2.0 Objetivo

O objetivo desse trabalho é o de aperfeicoar a ferramenta atual de previsio de vendas no

ponto-de-venda (loja).

12
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O produto final do trabalho serda um “Sistema de Predi¢io de Vendas”. Primeiro, sera
desenvolvido um modelo de série temporal de projegdo de vendas baseando-se estritamente
nos dados historicos de vendas. Paralelamente, serd desenvolvido um modelo causal, onde
serdo considerados todos os dados disponiveis (pregos, encartes, etc), € nio somente os de
vendas. Assim, a idéia é usar as informag¢des do modelo causal para “alimentar” o modelo

temporal e assim aumentar a precisio de suas previsdes.

O estudo serd basecado nas vendas de alguns produtos de uma categoria escolhida, sendo
omitidos aqui por questfio de confidencialidade. Pelo mesmo motivo os dados utilizados nesse

trabalho ndo sdo os reais; foi aplicado um coeficiente neles.

O trabalho, sendo desenvolvido em um dos varios clientes da Procter & Gamble, podera ser
visto como um teste. Se apresentar bons resultados, podera futuramente ser usado como

exemplo para uma possivel aplicacdo nos outros clientes da empresa.

2.3.Resumo

A primeira parte do trabalho foi dedicada a apresentar a empresa onde foram realizados o
trabalho de formatura e o estagio, assim como a érea de atuagdo e atividades desenvolvidas

pelo autor. Em seguida foi definido o problema a ser resolvido e o objetivo do trabalho.

Entdo, para se atingir o objetivo final deste trabalho, faz-se necessaria a defini¢io de uma
seqiiéncia logica a ser seguida ao longo do mesmo. Dessa forma, o autor sugere o seguinte:
1. Revisdo bibliografica
a. Explicagdo de modelos quantitativos e qualitativos
Levantamento dos Dados
Andlise Preliminar dos Dados
Selegdo do Modelo de Previsdo
Desenvolvimento do Modelo Selecionado
Testes/ Analise dos Resultados
Sistema de Predi¢8o de Vendas

A g

13
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2.3.1. Revisio Bibliografica

A etapa da revis@io bibliografica ¢ de extrema importincia porque € nela que o autor tomara
conhecimento dos diversos modelos e técnicas de previsdo existentes. Serdo explicados
objetivamente alguns modelos quantitativos e outros qualitativos, porém estes ultimos serdo
explicados somente a titulo de curiosidade e conhecimentos gerais, ndo estando no escopo do

trabalho. Outras técnicas mais avangadas de previsdo serdo incluidas nessa parte.

2.3.2. Levantamento dos Dados

Nessa etapa serdo levantados os dados que o autor tera disponiveis. Segundo Hanke; Reitsch
(1998), o levantamento de dados validos e confidveis é uma das tarefas mais dificeis e que
mais consome tempo em um processo de previsdo. E o caso tipico para se usar a expressio
“Entra lixo, sai lixo” (“garbage in, garbage out”). Uma previsio nfo consegue ser mais
precisa do que os dados nos quais ela é basecada. Mesmo o modelo de previsio mais

sofisticado ira falhar se for alimentado com dados nfio-confidveis.

2.3.3. Analise Preliminar dos Dados

Nesta etapa sdio aplicadas e analisadas algumas ferramentas estatisticas para verificar e
entender o comportamento dos dados, tal como a existéncia ou ndo de tendéncias
significativas, se ha alguma sazonalidade a ser considerada ou se ha evidéncia da presenca de
um ciclo de negécio. Outro motivo é o de explicar, com auxilio dos conhecedores no assunto,
pontos extremos que eventualmente aparecerdo. Essas andlises auxiliario na sele¢io do

método de previsdo mais adequado.

14
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2.3.4. Sele¢do do Modelo de Previsio

Com base no conhecimento — obtido na etapa anterior — do comportamento dos dados que
serdo utilizados para fazer as previsdes, a busca por um modelo de previsdo apropriado podera

ser restringida e se tornara mais rapida.

2.3.5. Desenvolvimento do Modelo de Previsao

Nessa etapa sera feita a parametrizagio dos modelos, uma etapa de extrema importéncia, que

se mal realizada pode comprometer os resultados finais.

2.3.6. Testes/ Analises dos Resultados

Com os modelos devidamente parametrizados, eles serdo testados com alguns dados reais e os
resultados serdo analisados.

2.3.7. Sistema de Predicio de Vendas

Ao final do trabalho o autor tera desenvolvido um Sistema de Predigdo de Vendas, que

auxiliard na tomada de decisdes da empresa.
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3.1.Introducdo

3.1.1. Por que prever?

Defini¢do de “previsdo” retirada de Santoro (2003): “Previsdo aplica-se a coisas afetadas por
eventos externos, ndo sob controle, e nfo a coisas afetadas por eventos internos controlaveis.
Refere-se ao que acontecera se ndio ocorrer nenhuma alteragio nos processos de decisdo que

podem afetar o previsto”.

Segundo O’Donovan (1983), a gestfo de uma organiza¢éo implica em tomar decisdes frente a
incertezas. O objetivo das previsdes é exatamente o de reduzir o risco nessa tomada de

decisdes através de uma previsdo eficaz dos valores futuros de varidveis importantes.

Para Makridakis; Wheelwright; Hyndman (1998), freqiientemente existe um lead-time entre a
ciéncia do acontecimento de um determinado evento e a sua efetiva realizacdo. Esse lead-time
¢ a principal raziio para se planejar e prever. Se esse lead-time fosse zero ou muito pequeno,
ndo haveria necessidade de previsdo. Mas quando o lead-time é longo, a previsdo dos dados se
torna importante pois permitira tomar as decisdes e agdes apropriadas em tempo habil. Nos
negocios, os lead-times podem variar de alguns anos (p.ex. ampliagdo de uma fibrica) a

alguns segundos (p.ex. em roteadores de telecomunicagdes).

As previsdes de demanda tém um papel-chave na gestdo de uma organizagio, pois auxiliam
na tomada de decisdes, sendo uma ferramenta importante no planejamento. Cada vez mais as
organizagdes tentam diminuir sua dependéncia do “acaso” e serem mais racionais e logicas ao
lidarem com o ambiente em que estdo envolvidas. Trés exemplos de utilizagdo de previsdes
em uma determinada empresa:
> A curto prazo: a partir das previsdes, definir o que, quando e quanto produzir, a fim de
ndo ter ruptura de gondola (perda de vendas por falta de produtos) nem estoque em
€XCesso.
» A médio prazo: aquisi¢do dos recursos, tais como matérias-primas, mio-de-obra,
maquinas, etc.
> A longo prazo: necessidade de investimentos na empresa a fim de aumentar sua

capacidade de produgio.
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3.2.Métodos de Previsdiio

Virias técnicas de previsdo foram desenvolvidas ao longo dos anos. Elas podem ser divididas
basicamente em duas grandes categorias: quantitativas e qualitativas. O quadro a seguir

fornece alguns exemplos disso:

Quantitativas: existe informagfo quantitativa suficiente. Exemplos:
e Séries Temporais: prever a continuidade de uma série histérica de vendas ou
do PIB
e Causais: entender como varidveis explicativas como preco e propaganda

afetam as vendas de um produto

Qualitativas: pouca ou nenhuma informagdo quantitativa estd disponivel, porém ha
suficiente informagdo qualitativa. Exemplos:
¢ Prever a velocidade das telecomunicag¢des no ano de 2020

e Prever como um grande aumento no prego do 6leo afetaria o consumo deste

produto.

Imprevisivel: pouca ou nenhuma informag#o esta disponivel.
¢ Prever os efeitos de viagens interplanetarias

¢ Prever a descoberta de uma nova forma de energia que seja muito barata e que

ndo polua.

Figura 3.1 - Categorias de Métodos de Previsio e Exemplos de Aplicacdes

Retirado de Makridakis; Wheelwright; Hyndman (1998).

Sera feita em seguida uma explicagdo breve e objetiva de alguns dos métodos de previsdo
mais comuns, observando-se a divisfio por categorias abordada anteriormente e baseando-se

na arvore a seguir:
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» Meétodos Qualitativos

0o

o]

o

o

Delphi

Pesquisa sobre Intengéio de Compra

Consenso da Forga de Vendas

Consenso de Executivos

» Meétodos Quantitativos

o Séries Temporais

Média Simples

Média Movel

Suavizagio Exponencial Simples

Suavizagido Exponencial Simples com Taxa de Resposta Adaptativa
Suavizagdo Exponencial Dupla (Método de Brown)

Suavizag¢do Exponencial Linear com Dois Parametros (Método de Holt)
Suavizacdo Exponencial Linear com Trés Pardmetros (Método de
Winters)

Decomposicéo

Box-Jenkins

o Causais

Regressdo Simples
Regressdo Multipla

3.2.1. Definiciio de Periodos

Para se avaliar a previsio de um método sio utilizadas medidas de erro de previsdo, que serdo

detalhadas a seguir. Porém, se o analista deseja medir imediatamente a previsdo do método

que desenvolveu, teria que esperar alguns periodos para obter os valores das observagdes e

entdo compara-las com as previsdes que havia feito, obtendo evidentemente uma resposta

ndo-imediata. Para contornar esse problema, um procedimento adotado no processo de

previsdo de demanda ¢ a defini¢do de um periodo de inicializagdo e outro de testes, ao longo

da série histérica, para entdo fazer as projegdes para o futuro desconhecido. O esquema

abaixo representa a idéia:
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“Hoje adotado” Hoje real
| “Futuro adotado” | Futuro real >
, e | , I . periodos
Periodo de Inicializagéo Periodo de Testes Projecdo

Figura 3.2 - Defini¢io de Periodos

Esaquema adaptado de Santoro (2000)

Por exemplo, se o analista se encontra no periodo 10 (hoje real), ele decide que o seu periodo
de inicializagdo sera do periodo 0 até 5 (t=5 € o “hoje adotado™), ficando entdo o periodo de
t=6 até t=10 como o periodo de testes, sobre o qual serdo calculados os erros de previsdo. No
periodo de inicializagdo sdo calculados os valores iniciais do modelo, assim como os

coeficientes que forem necessarios.

3.2.2. Medidas de Erro de Previsao

O erro de previsdo € definido como sendo:

‘ @.1

Onde Y, é uma observacdo e F, ¢ uma previsdo em t. O erro percentual € definido por:

_Y-F
¥,

Pe 3.2)

4

Para se medir a precisdo de um método de previsdo, sdo utilizadas algumas medidas de erro,

dentre elas destacam-se:

Erro Relativo Médio (ME — Mean Error)

Nada mais ¢ do que a média aritmética dos erros, que pelo fato destes poderem assumir

valores positivos ou negativos, a média final podera ter um valor pequeno. E dado por:
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ME = lzn: e, 3.3

n

Erro Absoluto Médio (MAE — Mean Absolute Error)

Como os erros de cada previsdo sdo tomados em moédulo, o problema da medida anterior é

contornado:

MAE = i—iIeJ (3.4)
=t

Erro Quadratico Médio (MSE — Mean Squared Error)

Aqui os erros muito grandes sdo “penalizados” ao eleva-los ao quadrado:

MSE = lZeE (3.5

n

Erro Relativo Percentual Médio (MPE — Mean Percentage Error)

A medida de erro percentual permite uma methor comparagio entre diferentes séries de dados

e com suas previsdes. Porém se a série contiver valores nulos essa medida ndo podera ser

calculada.

MPE = —l—i Pe,

e (-6

Nesse caso a porcentagem assumira valores positivos e negativos, o que poderd distorcer o

resultado final quando feita a somatoria.

Erro Absoluto Percentual Médio (MAPE — Mean Absolute Percentage Error)

1 n
MAPE =;Z|Pe,| X))
t=]
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Da mesma forma que nas medidas anteriores, colocando-se os erros em modulo o problema

citado anteriormente podera ser resolvido.

Estatistica Durbin-Watson (D-W)

Essa estatistica testa a hipotese de haver ou ndo viés, positivo ou negativo, nos erros. E

calculada pela seguinte formula:

n

Z (el € )2
i o2 (3.8)
‘

Seu valor varia entre 0 e 4. Valores de D-W proximo de 2 indicam nfo haver viés nos erros;

valores menores que 2 indicam viés positivo ¢ maiores que 2, viés negativo.

3.2.3. Métodos Qualitatives

Os métodos qualitativos de previsdo ndo necessitam de dados numéricos como os métodos
quantitativos. Os inputs necessarios dependem do método especifico a ser usado. Sua

eficiéncia € mais dificil de ser medida, em relagdo aos quantitativos.

Segundo Makridakis; Wheelwright; Hyndman (1998) esses métodos podem ser usados
separadamente, mas sdo mais comumente utilizados em combina¢do com outros métodos
quantitativos. Eles sfo usados principalmente para fornecer dicas, para auxiliar o planejador e
para suplementar previsdes quantitativas, mais do que prover uma previsio numérica

especifica.

Geralmente sdo utilizados para fazer previsdes de médio e longo prazo, tais como formular

estratégias da organizagdo e desenvolver novos produtos e tecnologias.
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Um ponto-chave nas previsdes por métodos qualitativos € exatamente a escolha do método
mais adequado a situagfo, pois eles variam muito em precisdo, extensdio, horizonte de

previsdo e custo.

Uma observagio pertinente de Hanke; Reitsch (1998) ¢ que mesmo o método de previsdo
qualitativo mais puro ainda se baseara em dados histdricos, pois apesar das previsdes nesse
caso serem baseadas no “julgamento” de um individuo, esses “julgamentos™ na verdade serdo

resultados de sua manipulagdo mental dos dados histéricos.

3.2.3.1.Método Delphi

Esse método consiste em organizar um grupo de especialistas que dardo sua opinido e
perspectiva para o futuro para assuntos como as atividades do negécio, tecnologias,
desenvolvimento de produtos e mudangas no mercado. O grupo nio precisa necessariamente
ser constituido por especialistas de uma mesma area. Para assegurar que as opinides sejam
neutras e sem influéncias, eles ndo entram em contato fisico. Apdés preencherem o
questiondrio com suas opinides, o coordenador do processo recolhe todas, elabora um ranking
e reenvia a cada um dos participantes uma tabulagdo onde consta a opinido “média” € a sua
especifica. O participante pode entdo muda-la. Isso € repetido até que nenhuma mudanga

significativa na sua perspectiva seja feita.

Para Jarrett (1987), o motivo dessas repetigdes € o de diminuir a amplitude das opinides
obtidas. Porém uma desvantagem disso é que um especialista pode ser influenciado a mudar

sua opinido baseada nos erros dos outros.

Ainda segundo o autor, uma dificuldade nesse método ¢ a de explicar o problema ou situagio
para os participantes. Se o problema no for bem explicado, o participante pode ndo entender
direito o que ele deve fazer ¢ o que esperam dele. Outras dificuldades sfo: ranquear as
respostas dos participantes, uma vez que elas sdo qualitativas; e escolher um grupo de

especialistas, que pode ser uma tarefa trabalhosa e cara.

A principal diferenga entre 0 método Delphi e os outros qualitativos € a utilizagio de muitas

opinides independentes no processo de previsio.
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3.2.3.2.Pesquisa Sobre Inten¢io de Compra

Esse método nada mais ¢ do que uma pesquisa, junto aos clientes, de informagdes da
quantidade ¢ da data aproximada em que pretendem fazer a proxima compra. Esse tipo de
pesquisa aplica-se &s compras planejadas, tais como bens de consumo duréveis (devido ao seu
alto valor, vida util longa e baixa freqiiéncia de compra) e para bens industriais, onde o
produtor desses bens pode fazer uma previsdo de suas vendas baseado nas inten¢des de
compras dos seus clientes. Ja para bens de consumo nio-duraveis esse método nfo se aplica,
pois além da freqiiéncia de sua comprar ser alta, o consumidor dificilmente faz um

planejamento para tal.

A pesquisa consiste em entrevistar periodicamente uma amostra de consumidores em
potencial e assim obter a inten¢do de compra do produto para um determinado periodo de
tempo. A porcentagem de pessoas da amostra que pretende comprar o produto € o indicador

de inten¢do de compra. Suas varia¢Ges sobre periodos anteriores fornecem uma perspectiva
das vendas futuras.

Segundo Gradia (1991), a incerteza implicita na inten¢do de compra do consumidor final sera
maior do que aquela da empresa, pois o primeiro é mais vulneravel as flutuagbes da

conjuntura econdmica.

3.2.3.3.Consenso da Forg¢a de Vendas

Esse método parte do principio de que o departamento de Vendas de uma empresa € aquele
que possut o melhor conhecimento e contato com o mercado onde opera, e assim pode ter
uma perspectiva e sensibilidade mais apurada para perceber tendéncias e alteragdes no
mercado. As previsGes sdo feitas baseadas em questionarios preenchidos pelas equipes de

vendas, onde devem constar todas as politicas a serem adotadas pela empresa.

A maior vantagem desse método de previsfo reside no fato de que os individuos que devem
cumprir os objetivos participem do estabelecimento dos mesmos. Uma desvantagem € que,
sendo a equipe de vendas incentivada a alcancar a meta, ela podera subestimar

propositalmente esse nimero para que ao final do periodo alcance-a facilmente. Além disso,
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os vendedores podem ndo estar conscientes das tendéncias da economia nacional e do

mercado.

3.2.3.4.Consenso de Executivos

Trata-se de um método de previsdo muito comum nas empresas, onde um consenso entre a
alta administrag@o ¢ obtido geralmente apés muitas reunides. Porém essas previsdes ndo sio
feitas exclusivamente a partir da sensibilidade e do julgamento dos executivos, mas sim com o
auxilio de grupos como o de Pesquisa de Mercado e de Analises Econdmicas, que fornecem
relatérios com perspectivas sobre a situagdo da empresa no que se refere a concorréncia, seus
produtos, conjuntura econdmica, etc. Baseando-se nisso cada executivo elabora sua previsio e

através das reunides procura-se chegar a um consenso entre eles.

Uma desvantagem clara nesse processo sfo as pressdes pessoais e hierdrquicas que poderdo
surgir nas reunides de consenso entre a alta administragdo, o que fatalmente podera

influenciar as opiniGes individuais e assim distorcer o resultado final.

3.2.4. Métodos Quantitativos

Diferentemente dos métodos qualitativos, os quantitativos devem ser baseados em dados
histéricos da empresa/produto. Ajusta-se um modelo matematico formal aos dados e as

previsdes sdo obtidas através da projegdo desse modelo no futuro.

Segundo Makridakis; Wheelwright; Hyndman (1998), existem trés condigbes que devem ser
respeitadas para se fazer uma previsio quantitativa:

1. Informagdes sobre o passado estdo disponiveis;

2. Estas informagdes podem ser quantificadas;

3. Pode-se assumir que alguns aspectos do comportamento passado vdo se repetir no

futuro (Hipotese da Continuidade - Assumption of Continuity)

Os métodos quantitativos podem ser classificados em duas categorias:
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METODOS DE SERIES TEMPORAIS

Uma série temporal consiste em dados que sfo coletados ao longo do tempo em intervalos

iguais.

Nesses métodos, a tnica varidvel explicativa é o tempo, por isso sio chamados de
univariados. Apds ajustar um modelo matematico aos dados histéricos, é feita uma
extrapolagdo para se obter as previsdes desejadas. Pelo fato das previsbes serem obtidas
estritamente a partir dos dados histéricos de vendas, temos que a premissa basica desse

método € a de que o comportamento dos dados no passado se repetirdo no futuro.

Segundo Hanke; Reitsch (1998), essas s3o técnicas estatisticas, que se focam estritamente no

comportamento dos dados, suas mudangas e distiirbios.

Para Makridakis; Wheelwright; Hyndman (1998), existem duas razdes principais para se
tratar um sistema como uma “caixa preta” ¢ nfio se tentar descobrir os fatores que afetam o
comportamento dos dados, a saber:
1. O sistema pode ndo ser entendido, € mesmo se for, pode ser extremamente dificil de
medir as rela¢des assumidas e que afetam o seu comportamento.

2. O principal interesse pode ser prever o que vai acontecer € nio o porqué disso.

METODOS CAUSAIS

Esses métodos partem do principio de que a variavel a ser prevista (chamada dependente - por
exemplo, as vendas de um produto) possui uma relagdo causal com uma ou mais variaveis
independentes (por exemplo: prego, propaganda, dados da concorréncia) e que as relagdes
medidas no passado entre essas variaveis se manterdo no futuro. Assim, qualquer mudanca na

entrada do sistema afetara sua saida de um modo previsivel.

Segundo Hanke; Reitsch (1998), essas sdo técnicas deterministicas, que envolvem a

identificacdo e determinagdo das relagBes entre a varidvel a ser prevista e as varidveis que a

influenciam.
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3.2.4.1.Métodos de Séries Temporais

Dados histéricos podem ser suavizados de varias maneiras. O objetivo € utilizar os dados
passados para desenvolver um modelo de previsio para os periodos futuros. A premissa
embutida nessas técnicas € de que as flutuagdes nos dados passados representam variagdes

aleatorias ao longo de uma determinada curva suavizada.

Em grande parte dos métodos utilizados aqui, parte-se do principio de que os dados podem ser

decompostos em tendéncia, ciclo, sazonalidade e irregularidade.

TENDENCIA:

E o componente de longo-prazo que representa o crescimento ou declinio da série temporal ao

longo de um extenso periodo de tempo.

CICLO:

Consiste em uma flutuagdo ao redor da tendéncia, geralmente causada pelas condi¢Ses

econdmicas presentes.

SAZONALIDADE:
Trata-se de uma mudanga no comportamento dos dados ao longo do tempo que se repete em
intervalos regulares. Por exemplo, sazonalidade anual ou mensal. Geralmente ¢ causado pelas

variagOes climaticas, feriados ou pela quantidade de dias em cada més.

IRREGULARIDADE:

Mede a variabilidade da série temporal apds os outros componentes terem sido removidos.

3.2.4.1.1. Meétodo da Média Simples

Nesse método a previsiio para um periodo ¢ obtida através da média de todas as observagdes

passadas:
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F; — ZK (3.9

onde:

t= periodo atual, ultima observac¢do obtida.

Assim que uma nova observagdo ¢ obtida, a previsdo para t+2 é a nova média entre os dados
antigos mais essa ultima observagfio. A medida que o tempo passa e os dados vdo sendo
coletados, esse modelo se torna cada vez mais estavel. Essa técnica é apropriada quando o
comportamento dos dados nfio apresenta uma tendéncia aparente nem sazonalidade, ou seja, €

um processo constante.

3.2.4.1.2. Método da Média Movel

A técnica da média movel consiste em utilizar os dados mais recentes para calcular a previsdo
para o proximo periodo. O numero de dados utilizados nesse célculo € sempre constante. A
cada nova observagido obtida, uma nova média (a previsdo) ¢ calculada descartando-se o dado
mais antigo € incluindo esse mais recente. A previsdo para o periodo t+1 ¢ dada pela média

movel de ordem k:

1 {
- (3.10)
Fa=g XX

1—k+1

Os pesos atribuidos a cada observagdo sdo iguais. Segundo Hanke; Reitsch (1998), a taxa de
resposta a mudangas no comportamento dos dados depende do nimero de periodos k
incluidos na média movel. Quanto maior for o k, mais lenta essa resposta sera. Ainda segundo
esses autores, esse modelo funciona melhor com dados que apresentam uma certa
permanéncia, mas nio suporta muito bem tendéncias nem sazonalidades, apesar de fazé-lo
melhor do que a média simples. Diferentemente desta ultima, esse método utiliza somente os
ultimos k dados para computar a média. E o niimero de pontos em cada média ndo muda ao

longo do tempo.
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Fica a cargo do analista definir o nimero de periodos k que serd incluido na média mével. No
caso em que k=1, a previséo para o periodo seguinte seria o proprio valor atual da variavel em
questdo. Para dados trimestrais, uma média movel de k=4 representaria uma média de quatro
trimestres. Para dados mensais, uma média movel de k=12 eliminaria ou suavizaria os efeitos

de uma sazonalidade.

Para Makridakis; Wheelwright; Hyndman (1998), um problema desse método pode ser o
armazenamento dos k dados que compordo a média mével. Caso o valor de k seja grande e o
numero de séries temporais a serem previstas também (como € o caso de inventarios que
possuem milhares de itens), esse método pode ndo ser o mais indicado. Na prética, a média

movel ndo ¢ largamente empregada porque os métodos de suavizagdo exponencial sfo

geralmente superiores.

3.2.4.1.3. Método da Suavizagio Exponencial Simples

Ao contrario do que ocorre na média mével, esse método nio atribui pesos iguais as
diferentes observagdes para o calculo da previsio. Aqui é dada uma maior importincia aos
ultimos dados. A observagdo mais recente recebe um peso o, a segunda mais recente a(1-a),
em seguida a(1-)’, e assim por diante (onde 0<a<1). Se esses pesos forem plotados em um
grafico, para qualquer valor de a, ficara claro que eles decrescem exponencialmente, dai a

origem do nome suavizagdo exponencial. Assim, o método pode ser representado pela

seguinte equagdo:

F, =af, +(1-a)F, @.11)
‘tu, fo \(41| i CI-O) }-LH

2
e 0<\{L-ll-| o (1. a) \{{, { (1 o) Ty

NovaPrevisio = [ a x (NovaObservagdo)] + [(1-o) x (PrevisdoAntiga)]
3
Fuﬂ: o \{uz vool(e) \T(u 1o (I—O\LY{ 1 (‘—0‘\ h

Uma outra equagio utilizada para representar o método de suavizagio exponencial é dada por:

F,=F+al -F) @.12)

ou seja,
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Aqui, pode-se enxergar a previsdo F,; como sendo simplesmente a soma da previsio antiga
com um ajuste do erro ocorrido na ultima previsdo. Quando o for proximo de 1, a nova
previsdo incluird um ajuste substancial devido ao erro obtido na previsdo anterior. Por outro
lado, se for proximo de 0, esse ajuste serd pequeno. Segundo Gradia (1991), quanto maior for
o valor de o, mais rapida sera a adaptagio da previsio as oscilages da demanda. Porém, se
for muito elevado, a previsio pode ficar sujeita as oscilagdes aleatérias das demandas

observadas, diminuindo a precisfo da estimativa.

Segundo Jarrett (1987), “esse método produz previsdes autocorretivas com ajustes que
regulam os valores das previsdes através da mudanga deles na dire¢io oposta a dos erros
antigos”. Para Makridakis; Wheelwright; Hyndman (1998), essa equagdo possui um principio
basico de feedback negativo. Esse é 0 mesmo mecanismo que direciona um piloto-automatico

para sua rota correta uma vez que tenha ocorrido um desvio na mesma.

3.2.4.1.4. Método da Suavizagdo Exponencial Simples com Taxa de Resposta
Adaptativa

Um problema da suavizagdo exponencial simples pode ser a defini¢io da constante .. Porém

no método com taxa de resposta adaptativa a especificagio de o nio se faz necessdria.

Segundo Jarrett (1987), este método torna-se atrativo quando a previsio a ser feita envolve
uma enorme quantidade de itens. Pelo termo “adaptativa”, entende-se que este método pode
alterar o valor de a a cada nova observagdo. Ainda segundo o autor, o método muda o valor
de o quando ha uma alteragdo no comportamento dos dados necessitando dessa forma uma

constante de suavizag¢do diferente.

A equagdo deste método é muito similar aquela utilizada na suavizago exponencial simples,

exceto que nesse caso a constante a € substituida por um o varidvel no tempo:
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F,=aY +(-a)F (3.13)
onde
4, 3.14
Q= |7, 19
Mt
At = IBEt + (1 - ﬁ)Ar-l (.15)
M, =BE|+(1- M, (3.16)
E, = Y, - F, 3.17
0<p<l

A& erro suavizado
M= erro suavizado absoluto

E¢= erro de previsdo

Esse método € completamente automitico, a variavel o, vai sendo alterada 4 medida que
novos dados surgem. Porém deve-se ficar atento a essas flutuagdes. Para Makridakis;
Wheelwright; Hyndman (1998), uma maneira de controlar as mudangas em o, é através do
valor de : quanto menor for este valor, menores serdo as mudangas em o,. Outra maneira de
se fazer esse controle é impondo um limite superior de quanto a; é permitido mudar de um

periodo para o seguinte.

3.2.4.1.5. Método da Suavizagio Exponencial Dupla (Método de Brown)

Esse método ¢ utilizado para se fazer previsbes de séries temporais que apresentam uma
tendéncia linear. Essa técnica ¢ simplesmente uma suavizagdo exponencial de valores
exponenciais simples, de onde vem o termo ‘“‘exponencial dupla”. A seqiiéncia logica desse
método € explicada por Ferrari (1996): “ja que os valores obtidos pela suavizagfio exponencial
simples e dupla diferem dos dados reais quando existe uma tendéncia, a diferenga entre os

valores obtidos pela suavizagdio exponencial simples € dupla podera ser adicionada ao valor
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obtido pela suavizagio exponencial simples e ajustada para uma tendéncia”. As equagdes para

esse método sdo dadas por:

Sy =¥, +(1-a)S, .
t'+l = aSH.] + (1 = a)S,' (3.19

onde
S,. € o valor obtido pela suavizag@o exponencial simples
S;,1€ o valor obtido pela suavizagio exponencial dupla

o ¢é a constante de suavizagdo

As diferengas entre os valores das suavizagbes exponenciais simples e¢ dupla fornecem os

ajustes, que sfio dados pelas seguintes equagdes:

a, =2S,-85, (3.20)
a
b=——(S,-5))
1 - ( ! t (3.21)
entdo :
F.,,=a, +bm 322

onde;

m € o numero de periodos a frente a ser previsto.

A previsdo por este método é dada por Funm. O fator de ajuste a, representa o ponto inicial da
previsdo, e o fator b, representa a tendéncia existente, que é similar a uma medida de

inclinagio que pode mudar ao longo da série.

3.2.4.1.6. Método da Suavizagdo Exponencial Linear com Dois Pardmetros
(Método de Holt)

Esse método proposto por Holt em 1957 ¢ similar ao de Brown. E utilizado para prever dados

que apresentam uma tendéncia. Nesse caso, porém, sio utilizadas duas constantes de

suavizacdo, a e P, a primeira correspondendo ao indice de estabilidade e a segunda ao da
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tendéncia. Isso possibilita a0 modelo uma maior flexibilidade no rastreamento do indice de
tendéncia. Makridakis; Wheelwright; Hyndman (1998) consideram o método de Brown como

sendo um caso particular do método de Holt quando a=p.

As trés equagdes sdo:

L =aY,+(-a)L,_ +b_) (3.23)
b =pL -L_)+(1-p)b, @24)
E+m =5 Lf + bfm (3:25)

Aqui, L; representa uma estimativa do nivel (altura) da série temporal no periodo t e b,
representa uma estimativa da inclinagéo (tendéncia) da série em t. Na primeira equagfo, L, é
ajustado somando-se o Gltimo valor suavizado L., com a tendéncia dos periodos passados (b,
1)- A tendéncia € atualizada na segunda equagdo, que vem da diferenga entre os dois dltimos
valores suavizados. Uma possivel aleatoriedade que possa existir nesse ponto é eliminada

através da constante de suavizagio B. A previsdo é dada por Fnm.

3.2.4.1.7. Método da Suavizagdo Exponencial Linear com Trés Parimetros

(Método de Winters)

Quando uma série temporal apresenta uma sazonalidade nos dados o método de Holt nio ¢é
apropriado para ela. Sendo uma extensfio deste altimo, o método de Winters propde que uma
equacdo seja adicionada para tratar esse comportamento sazonal dos dados, onde consta um

fator de sazonalidade:

L=al,-§,_)+0-a)L,_, +b,_) (3.26)
b, = B(L, - L_)+({-p5)b,, 3.27)
S;=yX,-L)+{1A-7)S,, (3.28)
Fo,.=L +bm+S, .., (329
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Na equagdo que define L (estimativa do nivel), o efeito da sazonalidade da observagdo Y, é
removido através da subtragfio deste pelo fator de sazonalidade S, onde s corresponde ao
intervalo de repeti¢iio desta (seja em meses, semanas, dias, etc). A estimativa da tendéncia
linear ¢ dada por b Fupy calcula a previsio desejada m periodos a frente. Os coeficientes de

suavizagdo a, e y devem ter valor entre O e 1.

3.2.4.1.8. Métodos de Decomposigdo

Neste método parte-se do principio de que a série temporal é composta da seguinte forma:

Dados = padres + erro

Dados = f(tendéncia, sazonalidade, ciclicidade, erro)

Assim, esses componentes s3o separados, analisados e entdo projetados individualmente. A
previsio ¢ obtida pela recomposi¢do deles. Makridakis; Wheelwright; Hyndman (1998)
defendem a idéia de que os métodos de decomposi¢io devem ser utilizados mais como uma
ferramenta para se entender a série temporal do que para se fazer previsdes. Isso ¢ justificado
pela dificuldade que pode haver para se projetar os componentes individuais da série. Os
autores preferem utilizar esses métodos como um passo preliminar para entdo selecionar e

aplicar um método de previsio.

3.2.4.1.9. Meétodo de Box-Jenkins

Uma das mais completas e sofisticadas técnicas para andlise e previsdo de séries temporais é a
metodologia desenvolvida por Box & Jenkins. Nessa metodologia sdo seguidos os seguintes

procedimentos:

1. Identificagdo, dentro de um conjunto de modelos, qual é o mais adequado (ordem e
tipo do modelo)

2. Estimativa dos pardmetros do modelo escolhido de modo a obter o ajuste de minimo
erro quadratico para os dados histdricos.

3. Projegéo da série de modo a minimizar o erro de previsio a cada ponto.
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O método de Box-Jenkins possui uma introdugfio tedrica extensa pela sua significativa

complexidade, por isso serd omitida nesse trabalho, sendo abordado somente a titulo de

curiosidade.

3.2.4.2.Métodos Causais

Nos métodos causais ou explicativos 0 escopo passa ser outro, como o proprio nome ja diz:
estudar as causas da demanda. Uma previsdo é expressa como uma fungdo de um certo
nimero de fatores que influenciam os valores que ela assume. Essas previsbes nio serdo
necessariamente dependentes do tempo. Um modelo explicativo que relacione variaveis de
entrada com uma varidvel de saida proporciona um melhor entendimento da situagdo e
permite fazer testes com diferentes combinagdes de “entradas” a fim de quantificar e estudar

seus efeitos na “saida™ (a previsdo).

Parte-se do principio de que a relagdo entre a varidvel dependente (de “saida”) e a ou as
varidveis independentes (de “entrada™) se manterdo ao longo do tempo. A ferramenta basica

para anélise de modelos causais ¢ a andlise de regressdo.

3.2.42.1. Regressdo Simples

A regressdo linear simples expressa a relagdo entre a variavel dependente y e somente uma
variavel independente x, na forma de uma reta. Matematicamente, isso é representado pela

seguinte equacéo:

Y =a+bX+e (3.30)

onde e representa o erro randémico. Esse erro mede o desvio, na vertical, de uma observagio

areta:

e = Yz _f; 3.31)
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Hanke; Reitsch (1998) definem a linha de regressdo (a reta da equagfio) como sendo “a linha
que melhor se adequa a uma cole¢dio de pontos X,Y minimizando a soma das distincias ao
quadrado dos pontos a essa linha, na direcdo de Y (vertical)”. O método utilizado para se
estimar os valores dos coeficientes a € b é chamado de Método dos Minimos Quadrados
(MMQ). Assim, para se encontrar esses valores deve-se minimizar a soma dos erros

quadraticos das observagdes:

Y=Y -1 =X, ~a-bX,)? 6

i=1l i=] i=1

onde ¥ representam os valores estimados de Y; quando conhecidos somente os X;.

Utilizando a derivada parcial e com alguns calculos chega-se a:

>, - X, -7)

= (3.33)

n

Z()(i_/?)2

i=l

a=Y —-bX (3.34)

onde ¥ e X sdo as médias das observagdes Y e X respectivamente.

Atualmente, os célculos para se encontrar os valores de a e b sdo raramente feitos a mio,
sendo na grande maioria das vezes feitos por meio de calculadoras ou programas de

computador.

E importante frisar aqui que a linha de regressdo encontrada por esses célculos (ou seja, os
coeficientes g e b), faz parte de uma “populagfo de linhas de regressdo”, uma vez que foram
obtidas a partir de uma amostra aleat6ria de pontos X,Y e ndo de todos os pontos X,Y da
populagdo. Uma outra amostra aleatéria de pontos X,Y diferentes da primeira produziria uma
linha de regressdo diferente. Esse raciocinio é andlogo ao de se obter diferentes médias para

diferentes amostras aleatdrias de pontos retirados de uma tnica populagio.

Na regressdo linear, ¢ interessante medir a “distdncia média” dos pontos Y; em relagio as

estimativas f', da linha de regressfio, na dire¢do de Y. Esse conceito de medir a dispersdo é
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similar & nogdio de desvio padriio usada para se medir a dispersdo de dados quaisquer em volta
de sua média. Na analise de regressfio essa estatistica ¢ denominada de erro-padrio de
estimativa, representada pela seguinte equagéo:

(335)

Porém, como explicado acima, os coeficientes a e b sio randomicos. Dessa forma, tanto a
dispersdo dos pontos Y; da amostra ao redor da linha de regressdo (desvio-padrdo dos erros,
equagdo anterior) quanto a dispersdo das muitas linhas de regressdo ao redor da “verdadeira”
linha de regressdo da populagdo deve ser considerada. Isso é denominado de erro-padrio de

previsio, ¢ ele mede a variabilidade do valor de Y0 previsto em relagdo ao verdadeiro valor de

Yo para um dado X,. E obtido pela seguinte equagio:

w2
se(Yy)=s, 1+—1—+ (X Xl - (3.36)
n Z(Xi"X)

Uma outra estatistica importante e que € utilizada para se medir o quanto duas varidveis estdo

relacionadas entre si é o coeficiente de correlagéo r. Ele ¢ obtido pela formula:

L ny XY-Q.x)Q.1)
» 2 _ 2 4 7 _ 2 (3.37)
VX - (XY *ny Y -(E)

O valor de r pode variar entre 0 (o que indica nenhuma correlagfo) e +1 (o que indica uma
perfeita correlagdo). Se r tem um valor positivo, as duas varidveis sio positivamente
correlacionadas, ou seja, movem-se na mesma dire¢do (por exemplo, quando uma cresce a
outra também cresce). Inversamente, quando r possui um valor menor que zero, diz-se que as
variaveis sdo negativamente correlacionadas, ou seja, movem-se em diregdes opostas (por
exemplo, quando uma cresce a outra decresce). Makridakis; Wheelwright; Hyndman (1998)
fazem algumas observagdes importantes: o coeficiente de correlagio é uma medida da

associagdo linear entre duas variaveis. Se duas varidveis quaisquer forem relacionadas de uma
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maneira nio-linear, o coeficiente » ndo “fara justica” a for¢a dessa correlagdo. Outro ponto é
que r € instivel para amostras com poucos dados. E ainda, esse coeficiente pode ser
seriamente influenciado por um valor que esteja muito distante dos outros pontos. Um valor

muito extremo ja ¢ suficiente para prejudicar a medida do coeficiente.

Elevando-se r ao quadrado, obtém-se o coeficiente de determinagio R’. Esse coeficiente pode
ser interpretado como sendo a variagfio explicada de Y sobre a variagfo total de Y, ou ainda
como preferem Hanke; Reitsch (1998) R’ “mede a porcentagem da variabilidade de Y que
pode ser explicada através do conhecimento da variabilidade da variavel independente X”. A

equagio de R’ é:

R2 ' Z(I’}: —?)2
>, -7y G0

Na equacfio da linha de regressdo, um teste importante a ser feito é o de se verificar se os
coeficientes calculados g e b sio significativamente diferentes de zero. Isso € calculado

através do Teste-t, aplicado a cada coeficiente:

o =
s.e(a) R
b
t, =
s.e.(b)
onde:
se(a)=0 l+ X
TR S XY
(3.40)

1
se(b)=0, ‘j Z(Xi o0

que sdo os erros-padrdo dos coeficientes a e b, que por sua vez apresentam uma distribuigdo
normal com médias a e P respectivamente. Nas duas eqgées acima, o desvio -padrdo dos

erros o; € desconhecido, porém podem ser estimados por s,, definido anteriormente.
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Em um Teste-t, por exemplo, quando a inclinagdo da linha de regressio b for
significativamente diferente de zero, o valor de t, sera alto (em mo6dulo). Este teste pode ser
visto também como uma medida da estabilidade do coeficiente, uma vez em que no seu
célculo esse coeficiente ¢ dividido pelo seu erro-padrdo. Assim, um coeficiente que tenha um

erro-padrdo muito alto proporcionalmente ao seu valor tera como conseqiiéncia um valor de ¢
baixo.

E comum ser calculada, juntamente com o valor de t, uma probabilidade P associada a cada
estatistica t. Segundo Makridakis; Wheelwright; Hyndman (1998), cada valor de P representa
a probabilidade de se obter um valor de || tdo alto quanto aquele encontrado para os “seus”
dados se na verdade o coeficiente em questdo (a ou b) fosse igual a zero. Logo, se P tem um

valor baixo, pode-se concluir que o coeficiente calculado é significativamente diferente de

ZETO0.

Uma vez encontrada a equacgéo da linha de regressdo a partir dos pontos da amostra coletada,
€ natural se questionar se existe realmente uma rela¢do entre Y e X. O teste-F permite testar a

significincia do modelo de regressdo como um todo. Seu calculo é feito da seguinte forma:

po 20D n D
2 -1 [(n-m)

3.41)

onde:

m= niumero de coeficientes na equagdo de regressdo

Essa equagio nada mais é do que a varifincia explicada pelo modelo dividida pela varidncia
que ndo € explicada pelo modelo. Logo, quanto maior for o valor de F, mais significativa sera
arelagfio entre X e Y. A estatistica F também esta relacionada ao coeficiente de determinagdo

R, através da seguinte equagdo:

_ R/ (m-)
(1=R*)/ (n-m)

(3.42)
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3.2.4.2.2. Regressido Multipla

A regress@o simples estudada anteriormente pode ser entendida como um caso especial da
regressdo multipla. Ao contrario da primeira, nesta tltima existe uma varidvel dependente e

duas ou mais variaveis independentes (explicativas). A equagéo ¢ da forma:

Y, =by+bX,, +b, X, +.5, X, +e (3.43)

onde Y;, X;,-.., Xk;i representam a i-ésima observagio de cada uma das variaveis Y, X,..., Xk
respectivamente; by, by,..., by representam os coeficientes das variaveis ¢ e; é o erro randdmico
da i-ésima observagdo, calculado de forma semelhante aquela da regressio simples. E
importante frisar que se parte do pressuposto de que o modelo que melhor se adequa aos

dados € linear, ou seja, trata-se de uma regressdo linear multipla.

De maneira similar a regressio simples, os coeficientes da equagdo sfio calculados
minimizando-se a soma dos erros quadraticos (MMQ). Porém, devido ao maior nimero de

varidveis e coeficientes, ¢ quase imprescindivel a utilizagdo de um software para tais célculos.

O teste-t para cada um dos coeficientes encontrados ¢ feito de maneira similar aquela da
regressdo simples — dividindo-se o proprio coeficiente pelo seu erro-padrdo. O coeficiente de
correlagio multipla R? também ¢ calculado da mesma forma. Seu valor é interpretado como
sendo a porcentagem da variagdo que pode ser explicada pelas varidveis independentes. O
calculo do teste-F, por sua vez, leva em consideragdo o niimero & de varidveis explicativas,

onde » é o niimero de observagdes:

-k
Y -F) (n-k-1)

F (3.44)

Uma etapa importante na regressdo multipla é a matriz de correlagdo. Nela, sdo representados
os coeficientes de correlagdo r entre cada variavel existente, tanto Y quanto X;. Analisando
essa matriz pode-se ter uma nog¢do da existéncia de relagdo ou ndo entre a varidvel Y e uma

determinada variavel independente X. Ela tem o seguinte formato:
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VARIAVEIS Y X1 X2

Y 1,00 | -0,74 | 0,87
X1 1,00 | 0,54
X2 1,00

Tabela 3.1 — Exemplo de Matriz de Correlagio

No exemplo acima, fica evidente a correlagio positiva existente entre a variavel Y e X2, onde
r=0,87. Nio € necessirio o preenchimento de metade da matriz, uma vez que a correlagdo

entre (Y, X2) e (X2, Y) obviamente possuem o mesmo valor.

A matriz de correlagio também ¢ util pois pode revelar eventuais problemas de
multicolinearidade — situagiio na qual varidveis independentes, em uma regressdo multipla,
estdo altamente correlacionadas. De acordo com Hanke; Reitsch (1998), a presenca de

multicolinearidade em uma regressdo multipla pode causar os seguintes problemas:

¢ Uma determinada varidvel X1 pode ter um coeficiente de regressio positivo em uma
regressdo simples mas, quando introduzida uma outra varidvel independente X2, o
coeficiente de regressdo da primeira pode passar a ser negativo (ou vice-versa), caso
X1 e X2 sejam altamente correlacionadas.

e Os coeficientes de regressdo calculados podem variar demasiadamente de amostra
para amostra porque 0s erros-padrio desses coeficientes sdo muito altos.

e A regressio miltipla € utilizada como uma ferramenta para analisar a importancia
relativa de varidveis independentes em Y. Caso houver duas varidveis X
intercorrelacionadas, elas explicardfo a mesma variagio em Y. Por essa razio ¢

extremamente dificil separar a influéncia individual de cada uma delas.

Ainda segundo Hanke; Reitsch (1998), quando existe uma colinearidade extrema, fazer
previsdes baseadas no modelo pode ser valido, porém os coeficientes de regressio estimados
ndo sdo confidveis. Os autores sugerem duas solugdes caso o analista queira utilizar o0 modelo
de regressdo mesmo com a presenga de multicolinearidade: a) remover da equagdo final uma
das varidveis que estdo altamente intercorrelacionadas ou b) criar e usar uma variavel nova

formada pela combinac@o dessas duas varidveis intercorrelacionadas.
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Uma maneira de incluir dados qualitativos na analise de regresso multipla € através das
varidveis binarias (dummy variables). Sua criagdo é simples: quando ocorre o evento em
questdo seu valor é 1, caso contrario assume valor 0. Seu campo de aplicagdo é vasto,
podendo ser utilizada para incluir no modelo dados como: |
> sazonalidade (por exemplo, para dados de vendas diarias, cada dia da semana seria
uma variavel binaria, devido as suas diferentes concentra¢des de vendas ao longo da
semana)
» ocorréncia de feriados (ainda no exemplo de vendas didrias)
> qualquer evento que possa influenciar as vendas de um produto (por exemplo, um

anincio na midia)

No caso de se utilizar varidveis bindrias para os dados de sazonalidade, deve-se incluir no
modelo P-1 varidveis, onde P é o numero de periodos em que ocorre uma sazonalidade
completa. Por exemplo, caso os dados fossem mensais, as varidveis bindrias seriam X;,
X2,...X11. Isso deve ser feito para se evitar o problema da multicolinearidade. Aqui, para
representar o més de dezembro, todas as varidveis binarias assumiriam valor 0, englobando

dessa forma todos os meses do ano no modelo.

Nessas varidveis, o coeficiente associado a cada uma delas representa a diferenga média, no
resultado da previsdo, entre elas e a variavel omitida. Por exemplo, o coeficiente associado ao
més de janeiro ¢ uma medida do efeito desse més na previsdo comparado com o efeito nas
vendas do més de dezembro, que foi o omitido. Caso outro més tivesse sido omitido, ao invés

de dezembro, os coeficientes estimados seriam diferentes, mas os resultados seriam os

mesmos.

No processo de sele¢iio das variaveis que fardo parte do modelo de regressdo, um método
intuitivo e direto é logo delineado:
» As variaveis vio sendo adicionadas a0 modelo, e como conseqiiéncia o coeficiente de
determinagdo R2 vai aumentando
» Em seguida sdo eliminadas ou modificadas as varidveis que apresentem

multicolinearidade.

Em principio esse processo pode parecer simples. Mas quando o modelo envolve muitas

varidveis independentes a dificuldade aumenta. Existem alguns métodos que auxiliam nesse
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processo, entre eles o best subset regression e o stepwise regression. No primeiro, todas as
combinag¢des de possiveis varidveis independentes sdo testadas, comegando com um modelo
contendo uma varidvel explicativa, depois duas e assim por diante. Este método é uma forma
eficiente de se identificar bons modelos que utilizem o menor niimero possivel de varidveis
explicativas. Ja pelo método stepwise, as candidatas a variavel independente sio adicionadas e
removidas do modelo de forma a identificar a combinagdo de varidveis mais adequada. Isso ¢
feito baseando-se no valor da estatistica F que aquela combinagio de varidveis independentes
apresenta. Geralmente esses tipos de analises sfio realizadas através de um software

especifico.
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Capitulo 4 — Desenvolvimento

4.1.Modelo de Previsdo Atual

Como explicado brevemente no capitulo 2, 0 modelo de previsio de demanda no ponto-de-
venda atual se baseia em dados de vendas das dltimas quatro semanas. Esses dados sdo
plotados em um gréafico de controle que auxilia nessa previsio, nfio existindo assim um
processo muito formal a ser seguido. Observa-se a média e as flutuagdes recentes e gera-se

uma previsio.

O modelo atual ¢ um pouco “miope”. Ele considera somente os dados histéricos de vendas, e
nio considera fatores que certamente influenciam as vendas tais como: presen¢a em encartes,
pacotes especiais, promogdes e pregos, tanto dos proprios produtos quanto os da concorréncia.
A possivel influéncia desses acontecimentos ¢ inserida nas previsbes mais qualitativamente e

pela intui¢do do que quantitativamente por algum método de previsdo especifico.

4.2.Horizonte de Previsdo

Devido ao dinamismo do mercado estudado no nivel da loja, onde uma diminui¢do no prego
ou um anuincio no encarte pode movimentar as participagdes de mercado das principais
marcas, ¢ importante fazer uma previsio de vendas de imediato ou curto-prazo, a fim de
manter o nivel mais baixo de estoque de produtos na loja mas que o mesmo seja suficiente
para ndo ocorrer falta de produtos e conseqiiente perda de vendas. Assim, o modelo a ser
desenvolvido trabalhara com dados didrios, que permita ao gerente de conta acompanhar de

perto a performance de suas marcas na loja e alavancar suas vendas.

Assim que o pedido de um produto é feito pelo varejista, ele sai da fabrica e é levado ao
centro de distribui¢do do cliente € desse ponto € transportado até a loja que efetuou o pedido.

O lead-time total ¢ de aproximadamente 3 dias. Assim foi decidido que o horizonte de

previsdo sera de 5 dias.
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4.3.Dados Disponiveis

Uma etapa de extrema importéincia na elaboragdo de qualquer modelo de previsdo de vendas é
o levantamento dos dados historicos. Sendo um dos primeiros passos a ser executado, um
bom trabalho nesse ponto é condigdo necessaria para se obter um resultado final eficiente.
Vale ressaltar que quanto mais forem os dados disponiveis, melhores serfio os resultados

obtidos, pois o histérico de vendas sera mais completo.

Paré possibilitar um estudo mais real e proximo do que acontece em um hipermercado, optou-
se por trabalhar com os dados de uma loja somente. Existem variagdes entre diferentes lojas
para séries de dados como prego e ruptura de gondola, o que causaria uma distorgio nas
anlises caso fossem estudadas mais de uma loja em um mesmo modelo. E tendo
desenvolvido uma metodologia de analise para uma loja, a mesma pode ser reaplicada em
outra qualquer. A loja escolhida foi a que apresenta a média de vendas mais elevada para a

categoria em questdo.

Para realizar o trabalho, foram levantados diversos dados das tdltimas 104 semanas (2 anos),
todos com peridiocidade didria, o que totaliza aproximadamente 720 observa¢des para cada
série de dados obtida. Foram analisados no total 13 produtos, sendo 4 da P&G e 9 da
concorréncia. Os dados que ndo os de vendas sdo utilizados somente no modelo causal. A

seguir uma breve explicagdo sobre eles:

4.3.1. Vendas em Volume

A partir do banco de dados, pode-se obter a quantidade de unidades vendidas de um
determinado produto. Os dados chegam ao nivel da embalagem, existindo uma série de dados
para cada codigo de barras (ou seja, para cada tamanho de embalagem). Por exemplo:
quantidade de unidades vendidas da embalagem de x gramas do produto y, por dia. Cada
marca, normalmente, apresenta mais de um tamanho de embalagem. Eventualmente surgem

embalagens menos usuais, com tamanhos diferentes.
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Um “complicador” € a embalagem promocional, como por exemplo “Compre x gramas ¢ leve
gratis um produto y”. Esses itens sdo temporarios, mas pelo banco de dados geram uma série
de dados propria. Um dos seus objetivos é o de gerar maior visibilidade da marca e alavancar

suas vendas.

Para calcular entdo as vendas de uma determinada marca como um todo, deve-se primeiro
descobrir todos os itens/produtos/embalagens/promogdes que existiram ao longo da série
observada, obter esses dados e consolida-los. Para os dados de vendas totais da categoria o
processo € analogo. Essa consolidagdo nada mais é do que a multiplicagdo, em cada dia de
venda, da quantidade de cada embalagem existente que foi vendida pela sua capacidade em

volume. Dessa forma os dados de vendas estdo todos em gramas vendidas por dia.

4.3.2. Pregos

Os dados relativos ao prego do produto sfo os mais complicados de serem tratados. Como
explicado anteriormente, para uma mesma marca podem existir diferentes tamanhos de
embalagens, ou seja, diferentes pregos. A idéia inicial seria ter todas as séries de pregos por
marca que existem (logo, uma série de pre¢o por tamanho de embalagem existente). Porém,
fazendo uma andlise marca a marca ao longo do periodo estudado, verificou-se que era
comum ter embalagens que existiam por espagos de tempo relativamente curtos, ou seja,
somente em parte do periodo de 2 anos analisado que havia dados de vendas/pregos. Quanto
aos dados de vendas em volume ndo hd problema nesse ponto, pois basta somar todo o
volume vendido na loja no dia para obter assim um total geral. Mas para os dados de pregos
ndo faz sentido “soma-los”. Uma opgdo seria fazer um indice didrio como $/vol, mas isso
poderia camuflar o real efeito da movimentagdo dos pregos nas vendas, pois os diferentes
tamanhos de embalagens possuem diferentes participagbes nas vendas. Em fungdo disso tudo,
foi decidido que a série de pregos que seria levantada seria a da embalagem com participagdo

mais significativa nas vendas da categoria, para todos os produtos.
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4.3.3. Dados de Encartes

Uma atividade que certamente alavanca as vendas de qualquer produto em um hipermercado é
o anuncio em encarte (folheto com fotos e pregos de produtos distribuidos na entrada da loja).
A partir de um cadastro de todos os encartes dos ltimos dois anos esses dados foram gerados.
Pelo fato de serem informagdes qualitativas, a série criada se trata de uma dummy variable
(explicada no capitulo 3). Ela pode assumir, a cada dia, valor 1 (presenga em encarte) ou valor

0 (ndo presencga).

4.3.4. Pacotes Especiais

Pacotes especiais (ou promocionais) sdo embalagens que trazem algo diferente para
incrementar a venda desse produto. Por exemplo, pacotes do tipo “leve 3 pague 27, “leve o
produto x e ganhe gratis o produto y”, etc. Isso seguramente incrementa as vendas da marca.
O acréscimo gerado em vendas em vol