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Resumo

Este trabalho de formatura tem como proposta desenvolver um sistema de predição de

vendas no varão. O trabalho está estruturado da seguinte forma: no capítulo l é Seita uma

breve apresentação da empresa onde coram realizados o trabalho e o estágio. O capítulo 2

esclarece o problema e o objetivo proposto. No capítulo 3 é deita uma abordagem dos

principais métodos de previsão (temporais e causais) e outros pontos relevantes ao

assunto. O desenvolvimento do tema é o Roca do capítulo 4, que segue a seguinte lógica:

análise dos dados levantados, seleção do modelo de previsão, desenvolvimento do

modelo temporal, desenvolvimento do modelo causal e os testes e resultados do sistema

de predição. O capítulo 5 é dedicado às conclusões finais, e em seguida estão a

bibliografia e os anexos mlevantes.



Abstract

The pmposal of this essay is to develop a retail's demand 6orecasting modem. This work is

based on the âollowing structure: on chapter l there ís a presentation of the company

where the work and the intemship took place. On chapter 2, the problem and the goal are

de6ned. On chapter 3 the main âorecasting methods (time-series and explanatories

models) and other relevant topics are explored. The chapter 4 adeuses on the development

of the subject, according to the âollowing sequente: data analysis, 6orecasting modal

selection, time-series modem development, explanatory modal development and last the

tests and results ofthe demand âorecastíng modem. The chapter 5 is dedicated to the Huml

conclusions, and ater that one can find the bibliography and the attachments.
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Capítulo l -- Introdução

1. 1.Empresa

A Procter & Gamble (P&G) é uma empresa multinacional americana de bens de consumo que

possui filiais em mais de 60 países. Vende suas mais de 300 marcas em 140 países. Iniciou

suas operações no Brasil em 1988, com a aquisição da empresa Perfumarias Phebo AS.

Atualmente possui três fábricas no território nacional: uma na Bahia, onde são fabricadas as

matérias-primas para o sabão em pó; uma em Anchieta (SP), onde é fabricado o sabão em pó;

e uma em Louveira (SP), onde são fabricados os outros produtos.

1.2.Produtos

A Procter&Gamble, ao desenvolver as diversas estratégias de marketing de seus produtos, não

associa em suas propagandas o nome da empresa com as marcas dos produtos, por isso seu

nome não é muito tàmiUar aos consumidores. A empresa comercializa no Brasa produtos das

seguintes categorias:

a) Cuidados com o Lar -- sabões em pó.

b) Cuidados com o Bebê -- baldas descartáveis.

c) Proteção Feminina -- absorventes.

d) Cuidados com a Beleza -- shampoos e condicionadores

e) Alimentos -- salgadinhos*

f) Cuidados com a Saúde remédios*

* possui alguns produtos fabricados no exterior

1.3.Princípios e Valores Fundamentais

A P&G prega a todos os seus funcionários e recém-contratados alguns valores e princípios

que considera íimdamentais:

> Valores:

o Liderança

7



Capítulo l - Introdução

o Propriedade

o Integridade

o Paixão porvencer

o Confiança

Princípios:

o Demonstramos respeitos por todos os indivíduos

o Os interesses da companhia e do indivíduo são inseparáveis

o Temos coco estratégico em nosso trabalho

o Inovação é a base do nosso sucesso

o Temos coco extemo

o Valorizamos a competência pessoal

o Procuramos ser os melhores

o A interdependência mútua é uma forma de vida

>

A P&G sustenta, como declaração de propósito:

"Fomeceremos produtos de qualidade e valor superiores que melhorem a vida dos

consunudores em todo o mundo

Como resultado, os consumidores nos retnbuirão com a liderança em vendas e crescimento

em lucro, permitindo o progresso de nossa gente, de nossos acionistas e das comunidades em

que vivemos e trabalhamos."

1.4.Área de Vendas

A área de vendas da P&G, onde $oi realizado o trabalho, é constituída de diversas equipes.

Para alguns clientes maiores, há uma equipe exclusivamente dedicada a ele. Em cada equipe,

além dos representantes de vendas e do líder, há pelo menos um profissional especialista em

logística. um em marketing, um em sistemas e um em finanças, que são os chamados

multihncionais.



Capítulo l - Introdução

1.4.1. As Equipes Multifuncionais

1.4.1.1.Vantagens

Essa estrutura aditada pela empresa tem a vantagem de estreitar o relacionamento com seus

clientes, onde o varejista passa de "cliente" a "parceiro". O varejista colabora com a indústria

üomecendo dados e informações, e em troca a indústria ajuda a aumentar as vendas do

mesmo, contando com o esforço de suas equipes multifilncionais. Parte-se do princípio de que

se o varejista vender mais e crescer, ocorrerá o mesmo com a indústria.

1.4.1.2.Desvantagens

Porém uma desvantagem que se toma evidente nesse tipo de estrutura é a inevitável

competição interna entre as equipes. Há uma guerra constante de preços. Se a equipe de

vendas que atende o hipermercado A conseguir colocar o produto X a um preço menor àquele

conseguido pela equipe que atende o hipermercado B, está vencida uma batalha. E não é

somente atmvés do preço que as equipes de vendas competem entre si. Há diversos outros

recursos para tentar aumentar suas vendas, tais como propagandas na televisão, anúncios em

revistas e jornais, enfartes, tablóides (folhetos com promoções que são distribuídos nos

hipemiercados), demonstradoras em lojas, pacotes promocionais, etc.

l.S. 0 Estágio

O estágio 6oi realizado em uma das equipes de vendas, junto à responsável de Marketing da

equipe, que cuida de atividades que são realizadas dentro das lojas, como por exemplo

algumas promoções de produtos, concursos, brindes, entre outras. Além das fiações dessa

área, essa pessoa ainda assumia a fiinção de Gerente de Categoria. O estágio âoi bocado

principalmente no suporte técnico em proletos e atividades de Gerenciamento de Categoria.

9



Capítulo l - Introdução

1.5.1. Gerenciamento de Categoria

O conceito de Gerenciamento de Categoria é relativamente recente, sendo definido pelo

Comitê ECR (.l11®cfen/ Consumar Responso - Resposta Eficiente ao Consumidor) como:

"Uma nova forma de gerenciar com base nas necessidades do consumidor e em um

relacionamento mais integrado entre o âomecedor e varejista, envolvendo muito mais que

Volume x Preço".

Uma determinada categoria é vista e gerenciada como uma unidade estratégica de negócio. A

indústria (6omecedor) detém o profiindo conhecimento do consumidor - quanto ao hábito de

uso e da categoria de produtos (posicionamento, imagem, etc). O varejo, por sua vez, conhece

melhor do que ninguém o fiincionamento do negócio, e assim ambos unem esforços para

encontrarem oportunidades a íim de alavancar a categoria. Essa parceria passa a gerenciar não

mais um produto ou seção, mas sim uma solução completa para o consumidor. 0 6omecedor

escolhido para gerenciar a categoria geralmente é o que representa o maior volume em

vendas.

10
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Capítulo 2 - O Trabalho

2.1. O Problema

As equipes de vendas devem constantemente íàzer previsões de quanto será vendido ao

cliente varejista, para que o departamento de Planejamento de Mercado possa coordenar a

produção dos produtos na fábrica. Atualmente, para se íàzer essa previsão, há uma ferramenta

que leva em consideração dados como :

> Vendas no ponto-de-venda nas últimas 4 semanas(vendas ao consumidor final)

> Estoques no cliente e em trânsito, e parâmetros como o estuque de segurança

necessário

O modelo que prevê as vendas no ponto-de-venda se baseia em dados de vendas das últimas

quatro semanas e através de//zpu/s do analista, não existindo um processo muito formal, o que

prqudica um pouco sua acurácia.

Fatores que influenciam as vendas tais como: presença em enfartes, pacotes especiais,

promoções e preços, tanto dos próprios produtos quanto os da concorrência, não são

considerados nesse modelo. Se não há uma previsão eficiente, podem ocorrer problemas

como a Efta de produtos na gôndola na ocasião de um anúncio em encarne.

O modelo atual pode ser uma solução simples, rápida e barata, porém depende muito do

conhecimento adquirido e da experiência do gerente de conta. Existe nesse ponto um risco,

devido à concentração de informações em uma só pessoa que conhece bem o processo. E há

também o Êator erro humano, que não pode ser descartado. E o bato de só considerar os dados

de quantidade vendida nas previsões e "deixar de lado" os outros tipos de dados citados acima

cria uma grande oportunidade de melhoramento.

2.2. 0 Objetivo

O objetivo desse trabalho é o de apeúeiçoar a ferramenta atual de previsão de vendas no

ponto-de-venda(loja).

12



Capítulo 2 -- O Trabalho

O produto final do trabalho será um "Sistema de Predição de Vendas". Primeiro, será

desenvolvido um modelo de série temporal de projeção de vendas baseando-se estritamente

nos dados históricos de vendas. Paralelamente, será desenvolvido um modelo causal, onde

serão considerados todos os dados disponíveis (preços, enfartes, etc), e não somente os de

vendas. Assim, a idéia é usar as informações do modelo causal para "alimentar" o modelo

temporal e assim aumentar a precisão de suas previsões.

O estudo será baseado nas vendas de alguns produtos de uma categoria escolhida, sendo

ontitidos aqui por questão de confidencialidade. Pelo mesmo motivo os dados utilizados nesse

trabalho não são os reais; foi aplicado um coeâciente neles.

O trabalho, sendo desenvolvido em um dos vários clientes da Procter & Gamble, poderá ser

visto como um teste. Se apresentar bons resultados, poderá futuramente ser usado como

exemplo para uma possível aplicação nos outros clientes da empresa.

2.3.Resumo

A primeira parte do trabalho R)i dedicada a apresentar a empresa onde coram realizados o

trabalho de formatura e o estágio, assim como a área de atuação e atividades desenvolvida

pelo autor. Em seguida Êoi definido o problema a ser resolvido e o objetivo do trabalho.

Então, para se atingir o objetivo final deste trabalho, Caz-se necessária a deíjnição de uma

seqüência lógica a ser seguida ao longo do mesmo. Dessa 6omla, o autor sugere o seguinte:

1. Revisão bibliográfica

a. Explicação de modelos quantitativos e qualitativos

2. Levantamento dos Dados

3. Análise Preliminar dos Dados

4. Seleção do Modelo de Previsão

5. Desenvolvimento do Modelo Selecionado

6. Testes/ Allálise dos Resultados

7. Sistema de Predição de Vendas

13



Capítulo 2 -- O Trabalho

2.3.1. Revisão Bibliográfica

A etapa da revisão bibliográâca é de extrema importância porque é nela que o autor tomará

conhecimento dos diversos modelos e técnicas de previsão existentes. Serão explicados

objetivamente alguns modelos quantitativos e outros qualitativos, porém estes últimos serão

explicados somente a título de curiosidade e conhecimentos gerais, não estando no escapo do

trabalho. Outras técnicas mais avançadas de previsão serão incluídas nessa parte.

2.3.2. Levantamento dos Dados

Nessa etapa serão levantados os dados que o autor terá disponíveis. Segundo Hanke; Reitsch

(1998), o levantamento de dados válidos e confiáveís é uma das tareÊm mais diHceis e que

mais consome tempo em um processo de previsão. É o caso típico para se usar a expressão

"Entra lixo, sai lixo"("garóage fn, garóage ou/"). Uma previsão não consegue ser mais

precisa do que os dados nos quais ela é baseada. Mesmo o modelo de previsão mais

soâsticado irá íàlhar se âor alimentado com dados não-confiáveis.

2.3.3. Análise Preliminar dos Dados

Nesta etapa são aplicadas e analisadas algumas ferramentas estatísticas para veriâcar e

entender o comportamento dos dados, tal como a existência ou não de tendências

signiâcativas, se há alguma sazonalidade a ser considerada ou se há evidência da presença de

um ciclo de negócio. Outro motivo é o de explicar, com auxílio dos conhecedores no assunto,

pontos extremos que eventualmente aparecerão. Essas análises auxiliarão na seleção do

método de previsão mais adequado .

14



Capítulo 2 - O Trabalho

2.3.4. Seleção do Modelo de Previsão

Com base no conhecimento -- obtido na etapa anterior - do comportamento dos dados que

serão utilizados para íàzer as previsões, a busca por um modelo de previsão apropriado poderá

ser restringida e se tomará mais rápida.

2.3.5. Desenvolvimento do Modelo de Previsão

Nessa etapa será deita a parametrização dos modelos, uma etapa de extrema importância, que

se mal realizada pode comprometer os resultados finais.

2.3.6. Testes/ Análises dos Resultados

Com os modelos devidamente parametrizados, eles serão testados com alguns dados reais e os

resultados serão analisados.

2.3.7. Sistema de Predição de Vendas

Ao final do trabalho o autor terá desenvolvido um Sistema de Predição de Vendas, que

auxiliará na tomada de decisões da empresa.
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3.1.Inh'odução

3.1.1. Por que prever?

Definição de "previsão" retirada de Santoro (2003): "Previsão aplica-se a coisas aâetadas por

eventos extemos, não sob controle, e não a coisas aâetadas por eventos intemos controláveis.

Refere-se ao que acontecerá se não ocorrer nenhuma altemção nos processos de decisão que

podem aÊetar o previsto"

Segundo O'Donovan (1983), a gestão de uma organização implica em tomar decisões dente a

incertezas. O objetivo das previsões é exatamente o de reduzir o risco nessa tomada de

decisões através de uma previsão eficaz dos valores futuros de variáveis importantes.

Para Makridakis; Wheelwright; Hyndman (1998), 6eqüentemente existe um /ead.//me entre a

ciência do acontecimento de um determinado evento e a sua eâetiva realização. Esse/ead./Ime

é a principal razão pam se planejar e prever. Se esse/eac/-/íme fosse zero ou muito pequeno,

i)ão haveria necessidade de previsão. Mas quando o /ead./ime é longo, a previsão dos dados se

toma importante pois pemlitirá tomar as decisões e ações apropriadas em tempo hábil. Nos

negócios, os /ead./amei podem variar de alguns anos (p.ex. ampliação de uma fábrica) a

alguns segundos (p.ex. em roteadores de telecomunicações).

As previsões de demanda têm um papel-chave na gestão de uma organização, pois auxiliam

na tomada de decisões, sendo uma ferramenta importante no planejamento. Cada vez mais as

organizações tentam diminuir sua dependência do "acaso" e serem mais racionais e lógicas ao

lidarem com o ambiente em que estão envolvidas. Três exemplos de utilização de previsões

em uma determinada empresa:

> A curto prazo: a partir das previsões, definir o que, quando e quanto produzir, a 6m de

não ter ruptura de gôndola(perda de vendas por Êdta de produtos) nem estoque em

excesso.

> A médio prazo: aquisição dos recursos, tais como matérias-prmlas, mão-de-obra,

máquinas, etc.

> A longo prazo: necessidade de investimentos na empresa a âm de aumentar sua

capacidade de produção

17
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3.2.Métodos de Previsão

Várias técnicas de previsão coram desenvolvidas ao longo dos anos. Elas podem ser divididas

basicamente em duas grandes categorias: quantitativas e qualitativas. O quadro a segura

comece alguns exemplos disso:

}uantitatlvas: existe informação quantitativa suficiente. Exemplos:

+ Séries Temporais: prever a continuidade de uma série histórica de vendas ou

do PIB

e Causais: entender como variáveis explicativas como preço e propaganda

aâetam as vendas de um produto

111alila11vas pouca ou nenhuma informação quantitativa está disponível, porém há

suficiente informação qualitativa. Exemplos:

e Prever a velocidade das telecomunicações no ano de 2020

e Prever como um grande aumento no preço do óleo aâetaria o consumo deste

produto

!!!!pEçvi$ílidi; pouca ou nenhuma ínfomlação está disponível.

+ Prever os efeitos de viagens interplanetárias

e Prever a descoberta de uma nova forma de energia que seja muito barata e que

não poluo.

Figura 3.1 - Categorias de Métodos de Previsão e Exemplos de Aplicações

Retirado de Makridakis; Wheelwright; Hyndman (1998).

Será deita em seguida uma explicação breve e objetiva de alguns dos métodos de previsão

mais comuns, observando-se a divisão por categorias abordada anteriomiente e baseando-se

na arvore aseguu:
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> Métodos Qualitativos

o Delphi

o Pesquisa sobre Intenção de Compra

o Consenso da Força de Vendas

o Consenso de Executivos

Métodos Quantitativos

o Séries Temporais

Média Simples

- Média Móvel

- Suavização Exponencial Simples

Suavização Exponencial Simples com Taxa de Resposta Adaptativa

Suavização Exponencial Dupla (Método de Brown)

Suavização Exponencial Linear com Dois Parâmetros(Método de Holt)

Suavização Exponencial Linear com Três Parâmetros(Método de

Winters)

Decomposição

Box-Jenkins

>

o Causais

Regressão Simples

Regressão Múltipla

3.2.1. Definição de Períodos

Para se avaliar a previsão de um método são utilizadas medidas de erro de previsão, que serão

detalhadas a seguir. Porém, se o analista deseja medir imediatamente a previsão do método

que desenvolveu, teria que esperar alguns períodos para obter os valores das observações e

então con)para-las com as previsões que havia deito, obtendo evidentemente uma resposta

não-imediata. Para contornar esse problema, um procedimento aditado no processo de

previsão de demanda é a definição de um período de inicialização e outro de testes, ao longo

da série histórica, pam então fazer as prqeções para o futuro desconhecido. O esquema

abaixo representa aidéia:
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"Hoje adotado" Hoje real

"Futuro adotado" l Futuro real

Período delnicialização Período de Testes Projeção
períodos

Figura 3.2 - 1)efinição de Períodos

Esquema adaptado de Santoro (2000)

Por exemplo, se o analista se encontra no período lO (hoje real), ele decide que o seu período

de inicialização será do período 0 até 5 (t-5 é o "hoje adotado"), ficando então o período de

t-6 até t=1 0 como o período de testes, sobre o qual serão calculados os erros de previsão. No

período de inicialização são calculados os valores iniciais do modelo, assim como os

coeficientes que forem necessários.

3.2.2. Medidas de Erro de Previsão

O erro de previsão é definido como sendo

(3.1)

Onde Yt é uma observação e Ft é uma previsão em t. O erro percentual é definido por

(3.2)

Para se medir a precisão de um método de previsão, são utilizadas algumas medidas de erro,

dentre elas destacam-se:

Erro Relativo Médio (ME - Mean Error)

Nada mais é do que a média aritmética dos erros, que pelo fato destes poderem assumir

valores positivos ou negativos, a média final poderá ter um valor pequeno. E dado por:
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(3.3)

Erro Absoluto Médio (MAE -- Mean Absolute Errar)

Como os erros de cada previsão são tomados em módulo, o problema da medida anterior é

contornado:

(3.4)

Erro Quadrático Médio (MSE -- Mean Sauared Error)

Aqui os erros muito grandes são "penalizados" ao eleva-los ao quadrado

(3.5)

Erro Relativo Percentual Médio (MPE -- Mean Perççntagç Error

A medida de erro percentual permite uma melhor comparação entre diferentes séries de dados

e com suas previsões. Porém se a série contiver valores nulos essa medida não poderá ser

calculada.

(3.6)

Nesse caso a porcentagem assumirá valores positivos e negativos, o que poderá distorcer o

resultado final quando deita a somatória.

Erro AbsQlyto Percentual Médio (MAPE Mean Absol141gPçtçç!!!gggEHW.

(3.7)
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Da mesma forma que nas medidas anteriores, colocando-se os erros em módulo o problema

citado anteriormente poderá ser resolvido.

Eslêtbtica Durbin-Watson (D-W)

Essa estatística testa a hipótese de haver ou não viés, positivo ou negativo, nos erros. E

calculada pela seguinte fórmula:

n

E(', - ',-.):
D-W.-!B

(3.8)

Seu valor varia entre 0 e 4. Valores de D-W próximo de 2 indicam não haver viés nos erros;

valores menores que 2 indicam viés positivo e maiores que 2, viés negativo.

3.2.3. Métodos Qualitativos

Os métodos qualitativos de previsão não necessitam de dados numéricos como os métodos

quantitativos. Os /npu/i necessários dependem do método especíâco a ser usado. Sua

eficiência é mais diâcíl de ser medida, em relação aos quantitativos.

Segundo Makridakis; Wheelwright; Hyndman (1998) esses métodos podem ser usados

separadamente, mas são mais comumente utilizados em combinação com outros métodos

quantitativos. Eles são usados principalmente para 6omecer dicas, para auxiHar o planejador e

para suplementar previsões quantitativas, mais do que prover uma previsão numérica

especíãca.

Geralmente são utilizados para fazer previsões de médio e longo prazo, tais como formular

estratégias da organização e desenvolver novos produtos e tecnologias.
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Um ponto-chave nas previsões por métodos qualitativos é exatamente a escolha do método

mais adequado à situação, pois eles variam muito em precisão, extensão, horizonte de

previsão e custo.

Uma observação pertinente de Hanke; Reitsch (1998) é que mesmo o método de previsão

qualitativo mais puro ainda se baseara em dados históricos, pois apesar das previsões nesse

caso serem baseadas no ':julgamento" de um individuo, esses ':julgamentos" na verdade serão

resultados de sua manipulação mental dos dados históricos.

3.2.3.1.Método Delphi

Esse método consiste em organizar um grupo de especialistas que darão sua opinião e

perspectiva para o futuro para assuntos como as atividades do negócio, tecnologias,

desenvolvimento de produtos e mudanças no mercado. O grupo não precisa necessariamente

ser constituído por especialistas de uma mesma área. Para assegurar que as opiniões sejam

neutras e sem influências, eles não entram em contato físico. Após preencherem o

questionário com suas opiniões, o coordenador do processo recolhe todas, elabora um ranking

e reenvia a cada um dos participantes uma tabulação onde consta a opinião "média" e a sua

especmca. O participante pode então muda-la. Isso é repetido até que nenhuma mudança

signi6cativa na sua perspectiva seja feita.

Para Jarrett (1987), o motivo dessas repetições é o de diminuir a amplitude das opiniões

obtidas. Porém uma desvantagem disso é que um especialista pode ser influenciado a mudar

sua opinião baseada nos erros dos outros.

Ainda segundo o autor, uma di6culdade nesse método é a de explicar o problema ou situação

para os participantes. Se o problema não âor bem explicado, o participante pode não entender

direito o que ele deve fazer e o que esperam dele. Outras diâculdades são: ranquear as

respostas dos participantes, uma vez que elas são qualitativas; e escolher um grupo de

especialista, que pode ser uma tarefa trabalhosa e cara.

A principal diferença entre o método Delphi e os outros qualitativos é a utilização de muitas

opiniões independentes no processo.dç.previsão:
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3.2.3.2.Pesquisa Sobre Intenção de Compm

Esse método nada mais é do que uma pesquisa, junto aos clientes, de informações da

quantidade e da data aproximada em que pretendem íàzer a próxima compra. Esse tipo de

pesquisa aplica-se às compras planejadas, tais como bens de consumo duráveis (devido ao seu

alto valor, vida útil longa e baixa âeqüência de compra) e pam bens industriais, onde o

produtor desses bens pode fazer uma previsão de suas vendas baseado nas intenções de

compras dos seus clientes. Já para bens de consumo não-duráveis esse método não se aplica,

pois além da Êeqüência de sua comprar ser alta, o consumidor di6cilmente íàz um

planejamento para tal.

A pesquisa consiste em entrevistar periodicamente uma amostra de consumidores em

potencial e assim obter a intenção de compra do produto para um determinado período de

tempo. A percentagem de pessoas da amostra que pretende comprar o produto é o indicador

de intenção de compra. Suas variações sobre períodos anteriores comecem uma perspectiva

dasvendasfüturas.

Segundo Gradia (1991), a incerteza implícita na intenção de compra do consunudor final será

maior do que aquela da empresa, pois o prüneiro é mais vulnerável às flutuações da

conjuntura económica.

3.2.3.3.Consenso da Força de Vendas

Esse método parte do princípio de que o departamento de Vendas de uma empresa é aquele

que possui o melhor conhecimento e contato com o mercado onde opera, e assim pode ter

uma perspectiva e sensibilidade mais apurada para perceber tendências e alterações no

mercado. As previsões são deitas baseadas em questionários preenchidos pelas equipes de

vendas, onde devem constar todas as políticas a serem adotadas pela empresa.

A maior vantagem desse método de previsão reside no gato de que os indivíduos que devem

cumprir os objetivos participem do estabelecimento dos mesmos. Uma desvantagem é que,

sendo a equipe de vendas incentivada a alcançar a meta, ela poderá subestimar

propositalmente.Esse..número para que ao..finahdo período.alcance:a.facilmente.Nén!..disso,
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os vendedores podem não estar conscientes das tendências da economia nacional e do

mercado.

3.2.3.4.Consenso de Executivos

Trata-se de um método de previsão muito comum nas empresas, onde um consenso entre a

alta administração é obtido geralmente após muitas reuniões. Porém essas previsões não são

deitas exclusivamente a partir da sensibilidade e do julgamento dos executivos, mas sim com o

auxílio de grupos como o de Pesquisa de Mercado e de Análises Económicas, que comecem

relatórios com perspectivas sobre a situação da empresa no que se refere à concorrência, seus

produtos, conjuntura económica, etc. Baseando-se nisso cada executivo elabora sua previsão e

através das reuniões procura-se chegar a um consenso entre eles.

Uma desvantagem clara nesse processo são as pressões pessoais e hierárquicas que poderão

surgir nas reuniões de consenso entre a alta administração, o que fatalmente poderá

influenciar as opiniões individuais e assim distorcer o resultado final.

3.2.4. Métodos Quantitativos

Diferentemente dos métodos qualitativos, os quantitativos devem ser baseados em dados

históricos da empresa/produto. Ajusta-se um modelo matemático formal aos dados e as

previsões são obtidas através da projeção desse modelo no fiituro.

Segundo Makridakis; Wheelwright; Hyndman (1998), existem três condições que devem ser

respeitadas para se íàzer uma previsão quantitativa:

l . InÊomuções sobre o passado estão disponíveis;

2. Estas informações podem ser quantiÊcadas;

3. Pode-se assumir que alguns aspectos do comportamento passado vão se repetir no

fiituro (Hipótese da Continuidade - dssump//on ofConf/nulo)

Os métodos quantitativos podem ser classiâcados em duas categorias

25



Capítulo 3 -- Revisão Bibliográfica

MÉTODOS DE SÉRIES TEMPORAIS

Uma série temporal consiste em dados que são coletados ao longo do tempo em intervalos

iguais.

Nesses métodos, a única variável explicativa é o tempo, por isso são chamados de

univariados. Após ajustar um modelo matemático aos dados históricos, é deita uma

extrapolação para se obter as previsões desejadas. Pelo bato das previsões serem obtidas

estritamente a partir dos dados históricos de vendas, temos que a premissa básica desse

método é a de que o comportamento dos dados no passado se repetirão no filturo.

Segundo Hanke; Reitsch (1998), essas são técnicas estatísticas, que se focam estritamente no

comportamento dos dados, suas mudanças e distúrbios.

Para Makridakis; Wheelwright; Hyndman (1998), existem duas razões principais para se

tratar um sistema como uma "caixa preta" e não se tentar descobrir os Estores que a6etam o

comportamento dos dados, a saber:

1. 0 sistema pode não ser entendido, e mesmo se Êor, pode ser extremamente diâcil de

medir as relações assumidas e que a6etam o seu comportamento.

2. O principal interesse pode ser prever o que vai acontecer e não o porquê disso

METODOSCAUSAIS

Esses métodos partem do princípio de que a variável a ser prevista (chamada dependente - por

exemplo, as vendas de um produto) possui uma relação causal com uma ou mais variáveis

independentes (por exemplo: preço, propaganda, dados da concorrência) e que as relações

medidas no passado entre essas variáveis se manterão no futuro. Assim, qualquer mudança na

entrada do sistema a6etará sua saída de um modo previsível.

Segundo Hanke; Reitsch (1998), essas são técnicas determinísticas, que envolvem a

identiâcação e determinação das relações entre a variável a ser prevista e as variáveis que a

influenciam
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3.2.4.1.Métodos de Séries Tempomis

Dados históricos podem ser suavizados de várias maneiras. O objetivo é utilizar os dados

passados para desenvolver um modelo de previsão para os períodos futuros. A premissa

embutida nessas técnicas é de que as flutuações nos dados passados representam variações

aleatórias ao longo de uma detemlinada curva suavizada.

Em grande parte dos métodos utilizados aqui, parte-se do princípio de que os dados podem ser

decompostos em tendência, ciclo, sazonalidade e irregularidade.

TENDENCIA:

E o componente de longo-prazo que representa o crescimento ou declínio da série temporal ao

longo de um extenso período de tempo.

CICLO:

Consiste em uma flutuação ao redor da tendência, geralmente causada pelas condições

económicas presentes.

SAZONALIDADE:

Trata-se de uma mudança no comportamento dos dados ao longo do tempo que se repete em

intervalos regulares. Por exemplo, sazonalidade anual ou mensal. Geralmente é causado pelas

variações climáticas, feriados ou pela quantidade de dias em cada mês.

IRREGULARIDADE:

Mede a variabilidade da série temporal após os outros componentes terem sido removidos

3.2.4. 1 .1. Método da Média Simples

Nesse método a previsão para um período é obtida através da média de todas as observações

passadas:
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(3.9)

onde:

t= período atual última observação obtida

Assim que uma nova observação é obtida, a previsão para t+2 é a nova média entre os dados

antigos mais essa última observação. À medida que o tempo passa e os dados vão sendo

coletados, esse modelo se toma cada vez mais estável. Essa técnica é apropriada quando o

comportamento dos dados não apresenta uma tendência aparente nem sazonalidade, ou sda, é

um processo constante.

3.2.4. 1 .2. Método da Média Móvel

A técnica da média móvel consiste em utilizar os dados mais recentes para calcular a previsão

para o próximo período. O número de dados utilizados nesse cálculo é sempre constante. A

cada nova observação obtida, uma nova média (a previsão) é calculada descartando-se o dado

mais antigo e incluindo esse mais recente. A previsão para o período t+l é dada pela média

móvel de ordem k:

e.. (3.10)

Os pesos atribuídos a cada observação são iguais. Segundo Hanke; Reitsch (1 998), a taxa de

resposta a mudanças no comportamento dos dados depende do número de períodos k

incluídos na média móvel. Quanto maior 6or o k, mais lenta essa resposta será. Ainda segundo

esses autores, esse modelo funciona melhor com dados que apresentam uma certa

permanência, mas não suporta muito bem tendências nem sazonalidades, apesar de fazê-lo

melhor do que a média simples. Diferentemente desta última, esse método utiliza somente os

últimos k dados para computar a média. E o número de pontos em cada média não muda ao

longo do tempo.
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Fica a cargo do analista definir o número de períodos k que será incluído na média móvel. No

caso em que k=1, a previsão para o período seguinte seria o próprio valor atual da variável em

questão. Pam dados trimestrais, uma média móvel de k-4 representaria uma média de quatro

trimestres. Para dados mensais, uma média móvel de k=12 eliminaria ou suavizana os eleitos

de uma sazonalidade.

Para Makridakis; Wheelwright; Hyndman (1998), um problema desse método pode ser o

armazenamento dos k dados que comporão a média móvel. Caso o valor de k seja grande e o

número de séries temporais a serem previstas também (como é o caso de inventários que

possuem milhares de itens), esse método pode não ser o mais indicado. Na prática, a média

móvel não é largamente empregada porque os métodos de suavização exponencial são

geralmente superiores.

3.2.4.1.3 Método da Suavização Exponencial Simples

Ao contrário do que ocorre na média móvel, esse método não atribui pesos iguais às

diferentes observações para o cálculo da previsão. Aqui é dada uma maior importância aos

últimos dados. A observação mais recente recebe um peso ct, a segunda mais recente a(l-a),

em seguida a(l-a)2, e assim por diante (onde 0<cz<1). Se esses pesos forem plotados em um

gráfico, para qualquer valor de ct, ficará claro que eles decrescem exponencialmente, daí a

origem do nome suavização exponencial. Assim, o método pode ser representado pela

seguinte equação:

e.... = aX +(l - a)e
Í d ll.i + tl-cxJ It}

F*..: .*~l'.... «(t,...)Y. + éi-«}'l't
NovaPrevisão = [ ct x (NovaObservação)] + [(]-a) x (PrevisãoAntiga)]

Ê:... «Yt-; .+ ..(lí,.)'lc-.. ] «(l}..i''úJ (l-o.)
Uma outra equação utilizada para representar o método de suavização exponencial é dada por:

/
)

(3.11)

ou seja

(3.12)
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Aqui, pode-se enxergar a previsão Ft+i como sendo simplesmente a soma da previsão antiga

com um ajuste do erro ocorrido na última previsão.(lluando cl Eor próximo de 1, a nova

previsão incluirá um ajuste substancial devido ao erro obtido na previsão anterior. Por outro

lado, se 6or próximo de 0, esse ajuste será pequeno. Segundo Gradia (1991), quanto maior Êor

o valor de a, mais rápida será a adaptação da previsão às oscilações da demanda. Porém, se

âor muito elevado, a previsão pode ficar sujeita às oscilações aleatórias das demandas

observadas, diminuindo a precisão da estimativa.

Segundo Jarrett (1987), "esse método produz previsões autocorretivas com ajustes que

regulam os valores das previsões através da mudança deles na direção oposta a dos erros

antigos". Para Makridakis; Wheelwright; Hyndman(1998), essa equação possui um princípio

básico deáeedbac# negativo. Esse é o mesmo mecanismo que direciona um piloto-automático

para sua rota carreta uma vez que tenha ocorrido um desvio na mesma.

3.2.4. 1 .4. Método da Suavização Exponencial Simples com Taxa de Resposta

Adaptativa

Um problema da suavização exponencial simples pode ser a definição da constante a. Porém

no método com taxa de resposta adaptativa a especiÊcação de a não se Caz necessária.

Segundo Jarrett (1987), este método toma-se atrativo quando a previsão a ser Seita envolve

uma enorme quantidade de itens. Pelo termo "adaptativa", entende-se que este método pode

alterar o valor de ct a cada nova observação. Ainda segundo o autor, o método muda o valor

de ct quando há uma alteração no comportamento dos dados necessitando dessa forma uma

constante de suavização diferente.

A equação deste método é muito similar àquela utilizada ru suavização exponencial simples,

exceto que nesse caso a constante ct é substituída por um at variável no tempo:
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.e.... =cr.X +(i- a.).C (3.13)

onde

J.

"'*- : i
.d, = PZ, + (i - .P)4..

w, .E,l+(i-P)W,-.
&:x-e
o<.P <l

(3.14)

(3.15)

(3.16)

(3.17)

At= erro suavizado

Mt= erro suavizado absoluto

Et- erro de previsão

Esse método é completamente automático, a variável at vai sendo alterada à medida que

novos dados surgent Porém deve-se âcar atento a essas flutuações. Para Makridakis;

Wheelv\Mght; Hyndman(1998), uma maneim de controlar as mudanças em at é através do

valor de l3: quanto menor 6or este valor, menores serão as mudanças em at. Outra maneira de

se fazer esse controle é impondo um limite superior de quanto at é permitido mudar de um

período para o seguinte.

3.2.4.1.5. Método da Suavização Exponencial Dupla (Método de Brown)

Esse método é utilizado para se íàzer previsões de séries temporais que apresentam uma

tendência linear. Essa técnica é simplesmente uma suavização exponencial de valores

exponenciais simples, de onde vem o termo "exponencial dupla". A seqüência lógica desse

método é explicada por Ferrari(1996): ':já que os valores obtidos pela suavização exponencial

simples e dupla digerem dos dados reais quando existe uma tendência, a diferença entre os

valores obtidos pela suavízação exponencial simples e dupla poderá ser adicionada ao valor
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obtido pela suavização exponencial simples e ajustada pam uma tendência". As equações pam

esse método são dadas por:

S,.... = crX.. + (l -- a)S,

S;.... = a..... +(l-a),S;
(3.18)

(3.19)

onde

S,.. é o valor obtido pela suavização exponencial simples

S;., é o valor obtido pela suavização exponencial dupla

a é a constante de suavização

As diferenças entre os valores das suavizações exponenciais simples e dupla comecem os

ajustes, que são dados pelas seguintes equações:

a. = 2S,--S;

ó, :Í:;0. -.sO
então

F.*. = a. 'r b.m

(3.20)

(3.21)

(3.22)

onde:

m é o número de períodos a dente a ser previsto

A previsão por este método é dada por Ft--«. O fator de ajuste at representa o ponto inicial da

previsão, e o Eator bt representa a tendência existente, que é similar a uma medida de

inclinação que pode mudar ao longo da série.

3.2.4.1.6. Método da Suavização Exponencial Linear com Dois Parâmetros

(Método de Holt)

Esse método proposto por volt em 1957 é similar ao de Brown. E utilizado para prever dados

que apresentam uma tendência. Nesse caso, porém, são utilizadas duas constantes de

suavização, a e P, a primeira correspondendo ao índice de estabilidade e a segunda ao da
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tendência Isso possibilita ao modelo uma maior flexibilidade no rastreamento do índice de

tendência. Makridakis; Wheelwright; Hyndman (1998) consideram o método de Brown como

sendo um caso particular do método de volt quando a=13.

As três equações são

Z, = o< +(1 -a)(Z,.. +Ó,..)

b. = J3(L. - L..l)'. q\ - P'»..

Ft.*. = Lt -t b.m

(3.B)

(3.24)

(3.2D

Aqui, Lt representa uma estimativa do nível(altura) da série temporal no período t e bt

representa uma estimativa da inclinação(tendência) da série em t. Na primeira equação, Lt é

ajustado somando-se o último valor suavizado Lt-i com a tendência dos períodos passados (bt.

i). A tendência é atualizada na segunda equação, que vem da diferença entre os dois últimos

valores suavizados. Uma possível aleatoriedade que possa existir nesse ponto é eliminada

através da constante de suavização P. A previsão é dada por Ft+«.

3.2.4.1 .7. Método da Suavização Exponencial Linear com Três Parâmetros

(Método de Winters)

Quando uma série tempoml apresenta uma sazonalidade nos dados o método de volt não é

apropriado para ela. Sendo uma extensão deste último, o método de Winters propõe que uma

equação seja adicionada para tratar esse comportamento sazonal dos dados, onde consta um

Êator de sazonalidade:

Z,, = cz(y. - S,.,) + (l - cr)(Z,,.. + Ó,..)

Ó, = #(.[, - .L,..) + (] - #)Ó,..

S, = 7(( - .L.) + (1 - 7')S,.,
F..... = L. -} b.m 'r S..;....

(3.26)

(3.2D

(3.28)

(3.29)
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Na equação que define Lt(estimativa do nível), o efeito da sazonaHdade da observação Yt é

removido através da subtração deste pelo Êator de sazonalidade St-s, onde s corresponde ao

intervalo de repetição desta(sda em meses, semanas, dias, etc). A estimativa da tendência

linear é dada por bt. Ft+« calcula a previsão desdada m períodos a dente. Os coeâcientes de

suavização a, l3 e 7 devem ter valor entre 0 e l.

3.2.4.1.8. Métodos de Decomposição

Neste método parte-se do princípio de que a série temporal é composta da seguinte forma

Dados - padrões + erro

Dados - ./(tendência, sazonalidade, ciclicidade, erro)

Assim, esses componentes são separados, analisados e então projetados individualmente. A

previsão é obtida pela recomposição deles. Makridakis; Wheelwright; Hyndman (1998)

dependem a idéia de que os métodos de decomposição devem ser utilizados mais como uma

ferramenta pam se entender a série temporal do que para se íàzer previsões. Isso é justificado

pela diÊculdade que pode haver para se proletar os componentes individuais da série. Os

autores preferem utilizar esses métodos como um passo preliminar para então selecionar e

aplicar um método de previsão.

3.2.4. 1 .9. Método de Box-Jenkins

Uma das mais completas e sofisticadas técnicas para análise e previsão de séries temporais é a

metodologia desenvolvida por Box & Jenkins. Nessa metodologia são seguidos os seguintes

procedimentos:

l

2.

3.

Identi6cação, dentro de um conjunto de modelos, qual é o mais adequado (ordem e

tipo do modelo)

Estimativa dos parâmetros do modelo escolhido de modo a obter o ajuste de mínimo

erro quadrático para os dados históricos.

Projeção da sédede modo+minimlzar cr.erro.de previsão a cada ponto
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O método de Box-Jenkins possui uma introdução teórica extensa pela sua signiâcativa

complexidade, por isso será omitida nesse trabalho, sendo abordado somente a título de

curiosidade.

3.2.4.2.Métodos Causais

Nos métodos causais ou explicativos o escopo passa ser outro, como o próprio nome já diz:

estudar as causas da demanda. Uma previsão é expressa como uma função de um certo

número de Êatores que influenciam os valores que ela assume. Essas previsões não serão

necessariamente dependentes do tempo. Um modelo explicativo que relacione variáveis de

entrada com uma variável de saída proporciona um melhor entendimento da situação e

pemúte Êmer testes com diferentes combinações de "entradas" a íim de quantiãcar e estudar

seus efeitos na "saída"(a previsão).

Parte-se do princípio de que a relação entre a variável dependente(de "saída") e a ou as

variáveis independentes(de "entrada") se manterão ao longo do tempo. A ferramenta básica

pam análise de modelos causais é a análise de regressão.

3.2.4.2.1. Regressão Sunples

A regressão linear simples expressa a relação entre a variável dependente y e somente uma

variável independente x, na forma de uma reta. Matematicamente, isso é representado pela

seguinte equação:

y =a+bX.bl (330)

onde e representa o erro randâmico. Esse erro mede o desvio, na vertical, de uma observação

àreta:

(3.31)
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Hanke; Reitsch (1998) definem a linha de regressão (a rota da equação) como sendo "a linha

que melhor se adequa a uma coleção de pontos X,Y minimizando a soma das distâncias ao

quadmdo dos pontos a essa ]inha, na direção de Y(vertical)". O método utilizado para se

estimar os valores dos coe6cientes a e b é chamado de Método dos Mínimos Quadrados

(MMQ). Assim, para se encontrar esses valores deve-se minimizar a soma dos erros

quadráticosdas observações:

E
f-l f-l l-l

onde }' representam os valores estunados de Yi quando conhecidos somente os Xi

.? :E(x -Ê ): ;:(x -"-bx ): (3.32)

Utilizando a derivada parcial e com alguns cálculos chega-se a

E(x. - .Í)(X - F)
ó ; -H-

E(x, - .í):

n

n (3.33)

f:l

(3.34)

onde y e X são as médias das observações Y e X respectivamente

Atualmente, os cálculos para se encontrar os valores de a e b são raramente feitos a mão,

sendo na grande maioria das vezes peitos por meio de calculadoras ou programas de

computador.

E importante bisar aqui que a linha de regressão encontrada por esses cálculos (ou seja, os

coeficientes a e ó), Êaz parte de uma "população de linhas de regressão", uma vez que coram

obtidas a partir de uma amostm aleatória de pontos X,Y e não de todos os pontos X,Y da

população. Uma outra amostra aleatória de pontos X,Y diferentes da primeira produziria uma

linha de regressão diferente. Esse raciocínio é análogo ao de se obter diferentes médias para

diferentes amostras aleatórias de pontos retirados de uma única população.

Na regressão linear, é interessante medir a "distância média" dos pontos Yi em relação às

estimativas. X .de..regressão.na direçãa.de.Lesse.conceito Je medir..a dispersão.é
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similar à noção de desvio padrão usada para se medir a dispersão de dados quaisquer em volta

de sua média. Na análise de regressão essa estatística é denominada de erro-padrão de

estimativa, representada pela seguinte equação :

n 2
(3.35)

Porém, como explicado acima, os coeficientes a e ó são randâmicos. Dessa forma, tanto a

dispersão dos pontos Yi da amostra ao redor da linha de regressão(desvio-padrão dos erros,

equação anterior) quanto a dispersão das muitas linhas de regressão ao redor da "verdadeira"

linha de regressão da população deve ser considerada. Isso é denominado de erro-padrão de

previsão, e ele mede a variabMdade do valor de yo previsto em relação ao verdadeiro valor de

Yo para um dado Xo. E obtido pela seguinte equação:

sz.(yo ) = s, (3.36)

Uma outm estatística importante e que é utilizada para se medir o quanto duas variáveis estão

relacionadas entre si é o coeâciente de correlação r. Ele é obtido pela fómlula:

«En'-(:xxEp')
}'': -(:D: (3.3D

O valor de r pode variar entre 0 (o que indica nenhuma correlação) e :LI (o que indica uma

peúeita correlação). Se /" tem um valor positivo, as duas variáveis são positivamente

correlacionadas, ou seja, movem-se na mesma direção(por exemplo, quando uma cresce a

outra também cresce). Inversamente, quando r possui um valor menor que zero, diz-se que as

variáveis são negativamente correlacionadas, ou seja, movem-se em direções opostas(por

exemplo, quando uma cresce a outra decresce). Makridakis; Wheelwright; Hyndman (1998)

fazem algumas observações importantes: o coeâciente de correlação é uma medida da

associação linear entre duas variáveis. Se duas variáveis quaisquer forem relacionadas de uma
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maneira não-linear, o coeâciente r não "íàrá justiça" à corça dessa correlação. Outro ponto é

que r é instável para amostras com poucos dados. E ainda, esse coeâciente pode ser

seriamente influenciado por um valor que esteja muito distante dos outros pontos. Um valor

muito extremo já é suâciente para prqudícar a medida do coeficiente.

Elevando-se r ao quadrado, obtém-se o coeficiente de determinação R2. Esse coe6ciente pode

ser interpretado como sendo a variação explicada de Y sobre a variação total de Y, ou ainda

como preferem Hanke; Reitsch (1998) Rz "mede a porcentagem da variabilidade de Y que

pode ser explicada através do conhecimento da variabilidade da variável independente X". A

equação de R' é:

E(Ê - í):
:(X - 7): (3.38)

Na equação da linha de regressão, um teste importante a ser deito é o de se veri6car se os

coeficientes calculados a e ó são signiâcativamente diferentes de zero. Isso é calculado

atmvés do Teste-t, aplicado a cada coeficiente:

a

b
(339)

onde

s.e.(a)

s... (Z,)

-- ''' :(x. --.F):

l

E(x-a:

a.

a;

(3.40)

que são os erros-padrão dos coeficientes a e ó, que por sua vez apresentam uma distribuição

normal com médias a e l3 respectivamente. Nas duas eqqões acima, o desvio -padrão dos

erros a. é desconhecido, porém podem ser estimados por &, deíjnido anteriormente.
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Em um Teste-t, por exemplo, quando a inclinação da linha de regressão ó Êor

sígniâcativamente diferente de zero, o valor de tb será alto(em módulo). Este teste pode ser

visto também como uma medida da estabMdade do coeÊciente, uma vez em que no seu

cálculo esse coeâciente é dividido pelo seu erro-padrão. Assim, um coeâciente que tenha um

erro-padrão muito alto proporcionalmente ao seu valor terá como conseqüência um valor de r

baixo.

E comum ser calculada, juntamente com o valor de t, uma probabMdade P associada a cada

estatística t. Segundo Makridakis; Wheelwright; Hyndman (1998), cada valor de P representa

a probabMdade de se obter um valor de ltl tão alto quanto aquele encontrado para os "seus"

dados se na verdade o coeficiente em questão(a ou ó) fosse igual a zero. Logo, se P tem um

valor baixo, pode-se concluir que o coeficiente calculado é signiHcativamente diferente de

zero

Uma vez encontrada a equação da linha de regressão a partir dos pontos da amostra coletada,

é natuml se questionar se existe realmente uma relação entre Y e X. O teste-F permite testar a

signi6cância do modelo de regressão como um todo. Seu cálculo é deito da seguinte Êomu:

E(x -Ê): /(«

-1)

«-)
(3.41)

onde:

nl- número de coeficientes na equação de regressão

Essa equação nada mais é do que a variância explicada pelo modelo dividida pela variância

que não é explicada pelo modelo. Logo, quanto maior âor o valor de F, mais signiâcativa será

a relação entre X e Y. A estatística F também está relacionada ao coeficiente de determinação

J?z,através da seguinte equação:

(l-.R:)/ (/z-«z)
(3.42)
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3.2.4.2.2. Regressão Múltipla

A regressão simples estudada anteriormente pode ser entendida como um caso especial da

regressão múltipla. Ao contrário da primeira, nesta última existe uma variável dependente e

duas ou mais variáveis independentes (explicativas). A equação é da 6omu:

h ó. + ó...Y.,; +ó:X:,, +..ótXt,j + e. (3.43)

onde Yi, XI,i,..., xK,i representam a i-ésima observação de cada uma das variáveis Y, Xli,..., xK

respectivamente; h, bl,..., bK representam os coeficientes das variáveis e ei é o erro randõmico

da i-ésima observação, calculado de forma semelhante àquela da regressão simples. E

importante bisar que se parte do pressuposto de que o modelo que melhor se adequa aos

dados é linear, ou seja, trata-se de uma regressão linear múltipla.

De maneira similar à regressão simples, os coeficientes da equação são calculados

minimizando-se a soma dos erros quadráticos (MMQ). Porém, devido ao maior número de

variáveis e coeficientes, é quase imprescindível a utilização de um soRware para tais cálculos.

O teste-t para cada um dos coeficientes encontrados é deito de maneira similar àquela da

regressão simples -- dividindo-se o próprio coeficiente pelo seu erro-padrão. O coeficiente de

correlação múltipla R2 também é calculado da mesma forma. Seu valor é interpretado como

sendo a percentagem da variação que pode ser explicada pelas variáveis independentes. O

cálculo do teste-F, por sua vez, leva em consideração o número k de variáveis explicativas,

onde n é o número de observações:

IE.l(t - í):,'''i
' }.l(X-X):,'("-i-l)

(3.44)

Uma etapa importante na regressão múltipla é a matriz de correlação. Nela, são representados

os coeficientes de correlação r entre cada variável existente, tanto Y quanto Xi. Analisando

essa matriz pode-se ter uma noção da existência de relação ou não entre a variável Y e uma

determinada variável independente X. Ela tem o seguinte formato:
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VARIÁVEIS Y XI X2

Tabela 3.1 -- Exemplo de Matriz de Correlação

No exemplo acima, âca evidente a correlação positiva existente entre a variável Y e X2, onde

r-0,87. Não é necessário o preenchimento de metade da matriz, uma vez que a correlação

entre (Y, X2) e (X2, Y) obviamente possuem o mesmo valor.

A matriz de correlação também é útil pois pode revelar eventuais problemas de

multicolinearidade situação na qual variáveis independentes, em uma regressão múltipla,

estão altamente correlacionadas. De acordo com Hanke; Reitsch (1998), a presença de

multicolinearidade em uma regressão múltipla pode causar os seguintes problemas:

© Uma determinada variável XI pode ter um coeficiente de regressão positivo em uma

regressão simples mas, quando introduzida uma outra variável independente X2, o

coeficiente de regressão da primeira pode passar a ser negativo (ou vice-versa), caso

XI e X2 sejam altamente correlacionadas.

Os coeâcientes de regressão calculados podem variar demasiadamente de amostra

para amostra porque os erros-padrão desses coeficientes são muito altos.

A regressão múltipla é utilizada como uma ferramenta para analisar a importância

relativa de variáveis independentes em Y. Caso houver duas variáveis X

intercorrelacionadas, elas explicarão a mesma variação em Y. Por essa razão é

extremamente di6ci] separar a inüuência individual de cada uma delas.

e

e

Ainda segundo Hanke; Reitsch (1998), quando existe uma colinearidade extrema, fazer

previsões baseadas no modelo pode ser válido, porém os coeficientes de regressão estimados

não são confiáveis. Os autores sugerem duas soluções caso o analista queira utilizar o modelo

de regressão mesmo com a presença de mu]tico]inearidade: a) remover da equação final uma

das variáveis que estão altamente intercorrelacionadas ou b) criar e usar uma variável nova

formada pela combinação dessas duas variáveis intercorrelacionadas.
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Uma maneira de incluir dados qualitativos na análise de regressão múltipla é através das

variáveis binárias(dum/ny varfaó/es). Sua criação é simples: quando ocorre o evento em

questão seu valor é 1, caso contrário assume valor 0. Seu campo de aplicação é vasto

podendo ser utilizada para incluir no modelo dados como:

>' sazonalidade(por exemplo, para dados de vendas diárias, cada dia da semana seria

uma variável binária, devido às suas diferentes concentrações de vendas ao longo da

semana)

>' ocorrência de feriados (ainda no exemplo de vendas diárias)

> qualquer evento que possa influenciar as vendas de um produto (por exemplo, um

anúncio na média)

No caso de se utilizar variáveis binárias para os dados de sazonalidade, deve-se incluir no

modelo P-l variáveis, onde P é o número de períodos em que ocorre uma sazonalidade

completa. Por exemplo, caso os dados fossem mensais, as variáveis binárias seriam Xi,

X2,...,Xll. Isso deve ser deito para se evitar o problema da multicolinearidade. Aqui, para

representar o mês de dezembro, todas as variável binárias assumiriam valor 0, englobando

dessa forma todos os meses do ano no modelo.

Nessas variáveis, o coeficiente associado a cada uma delas representa a diferença média, no

resultado da previsão, entre elas e a variável omitida. Por exemplo, o coeficiente associado ao

mês de janeiro é uma medida do efeito desse mês na previsão comparado com o efeito nas

vendas do mês de dezembro, que 6oi o omitido. Caso outro mês tivesse sido omitido, ao invés

de dezembro, os coeficientes estimados seriam diferentes, mas os resultados seriam os

mesmos.

No processo de seleção das variáveis que Eiirão parte do modelo de regressão, um método

intuitivo e direto é logo delineado:

>' As variáveis vão sendo adicionadas ao modelo, e como conseqüência o coeHlciente de

detemlinação R2 vai aumentando

> Em seguida são eliminadas ou modiÊcadas as variáveis que apresentem

multicolinearidade

Em princípio esse processo pode parecer simples. Mas quando o modelo envolve muitas

Variáveis.independentes.a .diãculdade aumenta. Existem alguns.métodos..que..auxiliam nesse
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processo, entre eles o bes/ su6ser regreisio/z e o srepwise regressfon. No primeiro, todas as

combinações de possíveis variáveis independentes são testadas, começando com um modelo

contendo uma variável explicativa, depois duas e assim por diante. Este método é uma forma

eficiente de se identiâcar bons modelos que utilizem o menor número possível de variáveis

explicativas. Já pelo método s/epwfse, as candidatas à variável independente são adicionadas e

removidas do modelo de âomla a identi6car a combinação de variáveis mais adequada. Isso é

deito baseando-se no valor da estatística F que aquela combinação de variáveis independentes

apresenta. Geralmente esses tipos de análises são realizadas através de um soRware

específico.
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Capítulo 4 - Desenvolvimento

4. 1.Modelo de Previsão Anual

Como explicado brevemente no capítulo 2, o modelo de previsão de demanda no ponto-de-

venda anual se baseia em dados de vendas das últimas quatro semanas. Esses dados são

plotados em um gráfico de controle que auxilia nessa previsão, não existindo assim um

processo muito formal a ser seguido. Observa-se a média e as flutuações recentes e gera-se

uma previsão.

O modelo atual é um pouco "míope". Ele considera somente os dados históricos de vendas, e

não considera Êatores que certamente influenciam as vendas tais como: presença em enfartes,

pacotes especiais, promoções e preços, tanto dos próprios produtos quanto os da concorrência.

A possível influência desses acontecimentos é inserida rus previsões mais qualitativamente e

pela intuição do que quantitativamente por algum método de previsão especíâco.

4.2.Horizonte de Previsão

Devido ao dinamismo do mercado estudado no nível da loja, onde uma diminuição no preço

ou um anúncio no encarte pode movimentar as participações de mercado das principais

marcas, é importante fazer uma previsão de vendas de imediato ou curto-prazo, a üim de

manter o nível mais baixo de estoque de produtos na loja mas que o mesmo seja suficiente

para não ocorrer falta de produtos e consequente perda de vendas. Assim, o modelo a ser

desenvolvido trabalhará com dados diários, que pemlita ao gerente de conta acompanhar de

perto a peüormance de suas marcas na loja e alavancar suas vendas.

Assim que o pedido de um produto é deito pelo varejista, ele sai da fábrica e é levado ao

centro de distribuição do cliente e desse ponto é transportado até a loja que eÊetuou o pedido.

O /ead./fme total é de aproxnnadamente 3 dias. Assim 6oi decidido que o horizonte de
previsão será de 5 dias.
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4.3.Dados Disponíveis

Uma etapa de extrema importância na elaboração de qualquer modelo de previsão de vendas é

o levantamento dos dados históricos. Sendo um dos prírneiros passos a ser executado, um

bom trabalho nesse ponto é condição necessária para se obter um resultado final eficiente.

Vale ressaltar que quanto mais Sarem os dados disponíveis, melhores serão os resultados

obtidos, pois o histórico de vendas será mais completo.

Para possibnitar um estudo mais real e próximo do que acontece em um hipermercado, optou-

se por trabalhar com os dados de uma loja somente. Existem variações entre diferentes loas

para séries de dados como preço e ruptura de gôndola, o que causaria uma distorção nas

análises caso fossem estudadas mais de uma loja em um mesmo modelo. E tendo

desenvolvido uma metodologia de análise para uma loja, a mesma pode ser reaplicada em

outra qualquer. A loja escolhida âoi a que apresenta a média de vendas mais elevada para a

categoria em questão.

Para realizar o trabalho, coram levantados diversos dados das últimas 104 semanas (2 anos),

todos com peridiocidade diária, o que totaliza aproximadamente 720 observações para cada

série de dados obtida. Foram analisados no total 13 produtos, sendo 4 da P&G e 9 da

concorrência. Os dados que não os de vendas são uti]izados somente no mode]o causal. A

seguir uma breve explicação sobre eles:

4.3.1. Vendas em Volume

A partir do banco de dados, pode-se obter a quantidade de unidades vendidas de um

determinado produto. Os dados chegam ao nível da embalagem, existindo uma série de dados

para cada código de barras (ou seja, para cada tamanho de embalagem). Por exemplo:

quantidade de unidades vendidas da embalagem de x gramas do produto y, por dia. Cada

marca, nomlalmente, apresenta mais de um tamanho de embalagem. Eventualmente surgem

embalagens menos usuais, com tamanhos diferentes.
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Um "cona)licador" é a embalagem promocional, como por exemplo "Compre x gramas e leve

grátis um produto y". Esses itens são temporários, mas pelo banco de dados geram uma série

de dados própria. Um dos seus objetivos é o de gerar maior visibilidade da marca e alavancar

suasvendas.

Para calcular então as vendas de uma detemlinada marca como um todo, deve-se primeiro

descobrir todos os itens/produtos/embalagens/promoções que existiram ao longo da série

observada, obter esses dados e consolida-los. Para os dados de vendas totais da categoria o

processo é análogo. Essa consolidação nada mais é do que a multiplicação, em cada dia de

venda, da quantidade de cada embalagem existente que üoi vendida pela sua capacidade em

volume. Dessa forma os dados de vendas estão todos em gramas vendidas por dia.

4.3.2. Preços

Os dados relativos ao preço do produto são os mais complicados de serem tmtados. Como

explicado anteriormente, para uma mesma marca podem existir diferentes tamanhos de

embalagens, ou seja, diferentes preços. A idéia inicial seria ter todas as séries de preços por

marca que existem (logo, uma série de preço por tamanho de embalagem existente). Porém,

fazendo uma análise marca a marca ao longo do período estudado, veriÊcou-se que era

comum ter embalagens que existiam por espaços de tempo relativamente curtos, ou sqa,

somente em parte do período de 2 anos analisado que havia dados de vendas/preços. Quanto

aos dados de vendas em volume não há problema nesse ponto, pois basta somar todo o

volume vendido na loja no dia para obter assim um total gemi. Mas para os dados de preços

não üaz sentido "soma-los". Uma opção seria fazer um índice diário como $/vol, mas isso

poderia camuflar o real efeito da movimentação dos preços nas vendas, pois os diferentes

tamanhos de embalagens possuem diferentes participações nas vendas. Em fiinção disso tudo,

6oi decidido que a série de preços que seria levantada seria a da embalagem com participação

mais signiâcativa nas vendas da categoria, para todos os produtos.
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4.3.3. Dados de Encartes

Uma atividade que certamente alavanca as vendas de qualquer produto em um hipermercado é

o anúncio em enfarte (folheto com cotos e preços de produtos distribuídos na entrada da loja).

A partir de um cadastro de todos os enfartes dos últimos dois anos esses dados coram gerados.

Pelo fato de serem informações qualitativas, a série criada se tmta de uma dum/ny varfaó/e

(explicada no capítulo 3). Ela pode assumir, a cada dia, valor l (presença em enfarte) ou valor

0 (não presença).

4.3.4. Pacotes Especiais

Pacotes especiais (ou promocionais) são embalagens que trazem algo diferente para

incrementar a venda desse produto. Por exemplo, pacotes do tipo "leve 3 pague 2", "leve o

produto x e ganhe grátis o produto y", etc. Isso seguramente incrementa as vendas da marca.

O acréscimo gerado em vendas em volume é considerado na variável "vendas em volume".

Porém, partindo-se de outra perspectiva, um detemiinado produto que tenha um pacote

especial à venda na loja vai ter um incremento nas suas vendas. Mas como "explicar" esse

incremento no modelo de previsão olhando-se somente os dados de vendas? Para isso âoi

crhda essa variável, que também é binária, sendo l quando há um pacote especial e 0 caso

contrário.

4.3.5. Rupturas de Gôndola

Uma variável que não pode Estar em uma análise de previsão de demanda é aquela que mede

a falta de produtos na gôndola. Como a base do modelo de previsão são os dados históricos de

vendas, a falta de um determinado produto em um dia pode confundir o efeito real das

variáveis independentes nas vendas desse produto. Por exemplo, se há uma diminuição do seu

preço, mas por outro lado ocorre uma ruptura de gôndola, os dados de vendas daquele dia não

refletirão a relação real entre o preço e o volume vendido. Essa variável também é binária: l

pam produto na loja e 0 para a falta dele.
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4.3.6. Eventos Especiais

Essa variável engloba todo evento que ocorra na loja e que tenha como objetivo aumentar as

vendas de um ou mais produtos. Exemplos disso são: aniversário do varejista(onde

geralmente os produtos são vendidos muito mais baratos que o preço nomlal), distribuição de

brindes com a compra de um produto, concursos relacionados com um determinado produto,

etc. E uma variável qualitativa, por isso binária, e de fácil previsibnidade. Assume valor l

quando há um evento no dia e 0 caso contrário.

4.3.7. Dia da Semana / Semana no Mês

Como será demonstrado adiante, os dados de vendas possuem duas sazonalidades, ao analisá-

los no contexto de um mês: a primeira, relativa aos dias da semana -- um dia de íim de semana

vende mais do que um dia no meio da semana -- e outra relativa à semana dentro do mês -- as

vendas nas primeiras semanas do mês são mais cortes do que nm últimas. Novamente, para

':justiâcar" essas variações no modelo foram criadas essas variáveis, todas elas dum/ny

varfaó/es. Por exemplo, a variável "quarta-beira" assume valor 0 para todos os dias da semana

com exceção à própria quarta-beira. A variável "2' semana no mês" assume valor l para os

dias d do mês tal que 8 $ d $ 14 e 0 para o resto.

Nem todas as variáveis existem para cada um dos 13 produtos. Em resumo, os dados

existentes estão organizados da seguinte forma, lembrando que os produtos 5 ao 13 são os

concorrentes:

1 2 3 4 5 6 7 8 9 10 ll 1213
Vendas

Preço
Encarte

Ruptura
Pacotes Especiais

Eventos

Tabela 4.1 -- Resumo das Variáveis Existentes
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4.4.Análise Prelimittar dos Dados

Antes de partir para o desenvolvimento de um modelo de previsão, é recomendável estudar e

analisar a série temporal a ser prevista a íim de conhecer melhor o comportamento dos dados.

Essa análise auxilia o analista a perceber possíveis tendências, sazonalidades ou ciclos na

série. Estando Êàmiliarizado com ela, uma carreta seleção do melhor método de previsão

poderá ser deita.

As séries de dados de vendas(em gramas vendidas por dia) que serão pré-analisadas nessa

etapa são:

>

>

>

>

>

Vendas totais da categoria

Vendas do Produto l

Vendas do Produto 2

Vendas do Produto 3

Vendas do Produto 4

Apesar da previsão das vendas da categoria não fazer parte do objetivo do trabalho, esses

dados serão analisados e previstos da mesma forma a íim de proporcionar uma visão geral da

situação da categoria. Nessa visão geral da categoria serão explicados todos os conceitos,

dados e análises; nas quatro análises específicas das marcas não serão repetidas essas

explicações, a abordagem será mais direta e objetiva com os resultados obtidos.

4.4.1. Vendas Totais da Categoria

Somando-se as vendas diárias de todas as marcas da categoria comercializadas nesse varejista,

pode-se ter uma noção de como é a âeqüência de compra dos consumidores na loja:
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Vendas Totais da Categoria (g)

Vendas Totais Categoria

S
q' ®

ã
8

S
ã

Q

ã
8

ã

ê
g
8

g
g

g
g
8

0
ê
g
8

g
8

Ê
8

ã
8

à
g
g9 g

(N

9 â

Figura 4.1 Vendas diárias da Categoria

A princípio pode-se notar que existe uma sazonalidade nas vendas, aparentemente diária.

Uma vez levantada a hipótese dessa sazonalidade entre os dias da semana, foi aplicada uma

média móvel de k=7 nos dados para tentar suaviza-los. O resultado é mostrado a seguir
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Figura 4.2 Vendas diárias da Categoria com Média Móvel (k::7)
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Os picos que o gráfico apresenta são devidos a eventos que ocorrem na loja, geralmente de

6m-de-semana, que alavancam as vendas de um ou vários produtos. Um exemplo disso é a

presença de uma promotom na loja distribuindo brindes para os consumidores que comprarem

um detemlinado produto. São, portanto, eventos previsíveis qualitativamente.

Nota-se que a suavização dos dados aplicada ainda apresenta uma "ondulação", ou seja, ainda

há uma sazonalidade remanescente na série temporal. Observando esse mesmo gráÊco mas

com um detalhe maior, R)cardo em 4 meses somente, temos:

Vendas Totais da Categoria (g)
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Figura4.3 Detalhe do Gráãco da Categoria com Média Móvel (k:7)

Analisando o comportamento dos dados no gráâco acima, percebe-se que existe uma

sazonalidade dentro de um mês completo. No gráâco, a média móvel começa a se elevar

aproximadamente no início de cada mês(círculos e setas em vermelho). Ou sda, quando o

pmmiro dia do mês começa a entrar no cálculo da média móvel(aproximadamente 3 dias

antes de acabar o mês anterior), esta última "reage" e passa a se elevar. As participações de

vendas por dias da semana e por semanas dentro de um mês estão representadas na tabela a

seguir(dados calculados à partir de todas as vendas das 104 semanas analisadas):
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Tabela 4.2 Participação das Vendas da Categoria por dia

A primeira semana de um mês é a que mais vende(26.9%), depois a segunda, e assim vai até

o íjm do mês(a quinta semana possui no máximo três dias). Isso se deve claramente ao bato

de que o consumidor possui mais dinheiro no início do mês e ao longo do mesmo vai

gastando cada vez menos. Nas primeiras semanas do mês ele está mais "disposto" a realizar

maiores gastos. E entre os dias da semana, sábado é o mais forte(23,1%) e a segunda-beira o

mais caco (1 1 ,3%).

Porém, para verificar se existe uma sazonalidade nos dados, simplesmente observar um

gráfico não é suâciente. Em filnção disso foram calculadas as autocorrelações na série

temporal, com deíàsagens de l a 31 períodos (no caso, dias). A autocorrelação é uma

estatística que mede a relação que os dados de uma série temporal têm com ela mesma,

deÊmada de # períodos. Se Êor calculado, por exemplo, a correlação entre a observação em t

com uma observação em t-l, pode-se veriÊcar como observações consecutivas estão

relacionadas(trata-se de uma autocorrelação de k=1). Diz-se que a observação em t-l está

defasada em l período. Os valores da autocorrelação nomlalmente decrescem a medida em

que # aumenta. De acordo com Hanke; Reitsch(1998), se existe uma tendência em uma

determinada série, Yt e Yt.l estão altamente correlacionadas, sendo o valor da autocorrelação

para k=1 muito alto(ri), próximo de 1. Para k-2, o valor de r ainda será alto, e assim por

diante, decrescendo o valor de r à medida em que a deÊmagem aumenta. Ainda segundo o

autor, se na série temporal existe uma sazonalidade, um valor de autocorrelação signiÊcativo

irá ocorrer a cada # períodos, onde k é a quantidade de períodos da sazonalidade. Calculando-

se então os valores das autocorrelações para k-l até k-31, tem-se o seguinte correlograma,

onde são plotados os valores de r em íimção de k
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Semana no Mês Dia da Semana
DOM SEG TER QUA Qul SEX SAB Total

laSEM 3. Q   3. Z 3. q  3.   3. C   4.1 l õ. ' 1      
2aSEM 3.7   2. K 3.1   3,61  2.7 r 3,8% 5,

    24,7   
3aSEM 3.5   2, P 2,7 r

2,9e   2.8e  2.9% 5.
    23,     

4aSEM 2,9% 2, H' 2,2   2,0c  2,1   2.3c   3.     17,3   
5aSEM               0.   0.     1.1   1. F         
Total 15,a6     :   12,1  12,6  11, 6 14,2  23. Ê 100, 6
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Correlograma - Vendas Totais da Categoria
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Do gráfico, percebe-se que os "picos" de r estão em k-l, k-3, k-7, k-14, k=21, k-27 e k=28,

sugerindo uma sazonalidade semanal onde os valores se "repetem" a cada 7 dias. Em outras

palavras, esse gráfico mostra que, se 6or observado um día da série temporal ao acaso, por

exemplo uma terça-beira, o valor da sua observação terá as maiores correlações com os dados

das terças-beiras anteriores, evidenciando assim uma sazonalidade.

4.4.2. Vendas do Produto l

Após ter uma visão geral da situação que ocorreu com as vendas da categoria como um todo,

agora as análises serão concentradas nas marcas da empresa. Como explicado anteriormente,

para se obter os dados totais de vendas de uma marca, deve-se primeiro descobrir todos os

tipos de embalagens que coram vendidos ao longo do período estudado para então obter essas

várias séries temporais e assim consolida-las em uma única série. A análise a ser deita a seguir

é similar a deita anteriormente com os dados da categoria.
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VendasProduto l (g)
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Figura 4.5 Vendas diárias do Produto l com Média Móvel (k::7)

Percebe-se nos dados uma corte sazonalidade diária, assim como ocorria nos dados da

categoria. Mais uma vez, os picos no giáâco se devem a eventos que ocorrem para alavancar

as vendas dentro da loja, como a presença de demonstradora ou a distribuição de brindes.

Porém ao se traçar a média móvel de 7 dias a sazonalidade "remanescente" -- que diz respeito

à ordem da semana no mês: primeira, segunda, etc. - já não fica tão evidente. Fechando um

pouco o boca e analisando os dados mais de perto, temos:
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Vendas Produto l (g)
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Figura 4.6 Detalhe do Gráfico do Pn luto l com Média Móvel (k::7)

Nesses dados, o início da elevação que a média móvel apresentava todo íim de mês já não é

tão intensa. Isso se deve ao fato de que, sendo os dados acima de uma marca somente, eles são

mais sensíveis a pequenas variações por eventos pontuais. Por exemplo, se no último fim de

semana de um detemlinado mês acontece uma corte promoção dessa marca, suas vendas

subirão consideravelmente, o que comprometerá a média móvel, camuflando assim essa

"segunda" sazonalidade dentro do mês. Isso não ocorre para os dados da categoria pois, tendo

eles um volume muito maior, eventos pontuais como esse exemplificado não chegam a alterar

o comportamento usual dos dados, eles possuem uma maior "inércia".
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A distribuição das vendas ao longo dos dias da semana e ao longo das semanas no mês para o

produto l é:

Tabela 4.3 Participação das Vendas do Produto l por dia

Os resultados são muito similares aos obtidos para a categoria. A análise de autocorrelação é

mostrada a seguir:

Correlograma - Vendas Produto l
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Figur'a 4.7 Correlograma das Vendas do Produto l

No caso das vendas do produto 1, a sazonalidade que existe a cada 7 dias fica mais evidente

que nos dados da categoria, estando os picos em k=1, k=7, k=14, k=21 e k=28. Como

explicado anteriormente, geralmente ri possui um valor alto(quando esse valor é bem

próximo de 1, pode existir uma tendência na série).
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4.4.3. Vendas do Produto 2

Sendo similares as análises realizadas para cada uma das quatro marcas, serão colocados aqui

somente os resultados numéricos e algumas observações que forem pertinentes.

O gráâco de vendas do produto 2 dumnte o período estudado está abaixo

f

Vendas Produto 2 (g)

Vendas Produto 2

7 por. Méd. Móv. (Vendas

Figura 4.8 Vendas diái'ias do Produto 2 com Média Móvel (k::7)

Pode-se perceber que existe uma sazonalidade diária, como era de se esperar. Porém, assim

como ocorreu com a análise do produto 1, nos dados de vendas do produto 2 não está tão

evidente a(segunda) sazonalidade entre as semanas de um mês, que pode ser "enxergada"

quando a média móvel de 7 dias é plotada no gráâco, assim como ocorreu com os dados de

vendas da categoria. A tabela de participação de vendas nos dias da semana está a seguir:
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Tabela 4.4 Participação das Vendas do Produto 2 por dia

Para o produto 2, o dia da semana com vendas mais â'abas é a terça-feira. O correlograma

com os índices de autocorrelação coníimla a existência da sazonalidade entre os dias da

semana:

Correlograma - Vendas Produto 2
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Figura 4.9 - Correlograma das Vendas do Produto 2
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Semana no
Mês

Dia da Setmna
  sn   QUA QUI SH SAB Total

USEM 4. q  3.S   3 .1      H          4. l 1 1 .4% l    
USEM 3.9% 2,7        2, B b 2,6% 2.7   5.4i  a,7%
USEM 3,2   2,49  2     3.0% 3,1- 3,o9 4.5   a,4%
USEM 3,6% 2,4%   :   2,1 r 2.2% 2.7c  5.1   20,3% 
USEM 1.     0.81   <WI.'.:o            ) F   1.4- b      
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4.4.4. Vendas do Produto 3

O produto 3 é um produto com menor giro, como se pode notar no gráÊco abaixo

Vendas Produto 3 (g)

Õ
'-+

N
=

g

'-+ '-+

N

g
=:

-«'

ã
R

0
=:

g
R

0 a) 0)

Õ

g0
CN

g
ã
8

8

ã0

ã
ã
8

0
8 i

(D

g
R

S
0 ã

Figura 4.10 Vendas diárias do Produto 3 com Média Móvel (k:::'D
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Tabela 4.5 - Participação das Vendas do Produto 3 por dia
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Correlograma - Vendas Produto 3
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Figura 4.11 Correlograma das Vendas do Produto 3

Assim como o produto 2, o produto 3 também tem a terça-beira como o dia de menor vendas

A sazonalidade também pode ser notada através do correlograma acima

4.4.5. Vendas do Produto 4

Vendas Produto 4(g)
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Figura 4.12 Vendas diárias do Produto 4 coi Média Móvel (k::7)
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O produto 4 também apresenta um giro baixo, mas ainda um pouco acima do produto 3

A participação dos dias da semana nas vendas pode ser conferida na tabela seguinte:

5Tõ :Ei:;il. i:l

mmn;:úlmlnEnl
Tabela 4.6 - PaHicipação das Vendas do Produto 4 por dia

O dia mais caco de vendas para esse produto é a quinta-beira. E a terceira semana do mês

obteve uma participação das vendas maior do que a segunda semana, contrariando o que era

esperado.

Correlogranwa - Vendas Produto 4
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Figura 4.13 Correlograma das Vendas do Produto 4

O correlograma do produto 4 também apresenta os maiores índices de autocorrelação para os

primeiros valores de Ã e também para k=14, k=21 e k=28.

62

l
  
  
   H

     l l l l .
         11.1.1: g .% gl  
                 l l l l l l l l l l     



Capítulo 4 - Desenvolvimento

4. 5.Seleção do Modelo de Previsão

Os dados que estão disponíveis listados anteriormente certamente influenciam nas vendas dos

produtos em questão. Em outras palavras, as vendas são dependentes dessas variáveis. Em

fiinção dessa disponibilidade ampla desses dados, $oi decidido desenvolver um sistema de

Predição de Vendas. A idéia é desenvolver dois modelos paralelamente, alimentando um

deles com informações geradas do outro. Os dois modelos seriam:

> Um modelo temporal de projeção das Vendas, que se baseara estritamente nos dados

históricos de vendas, e que Emá as previsões.

> Um modelo causal, que tentará explicar a relação entre as vendas e as variáveis que as

influenciam. Não serão geradas previsões a partir desse modelo

Assim, as inâomuções do modelo causal serão consideradas no modelo de projeção para ao

fim se obter uma predição das vendas, de forma a melhorar as previsões geradas pelo modelo

temporal.

Logo, o modelo causal deverá ser o de regressão múltipla, por possuir mais de uma variável

explicativa.

E para selecionar então o modelo de projeção mais adequado à necessidade, deve-se levar em

conta os Êatores explicados a seguir, de acordo com O'Donovan (1 983).

4.5.1. Horizonte de Previsão

Refere-se ao período de tempo no fiituro no qual a previsão de vendas é necessária.

período pode ser classiHcado da seguinte forma:

> Imediato: menor que um mês

> Curto-prazo: de um a três meses

> Médio-prazo: de três meses a dois anos

> Longo-prazo: mais que dois anos

Este
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De acordo com O'Donovan (1983), os modelos mais utilizados para as previsões imediatas

são os modelos de Suavização Exponencial Simples, de Winters, de Decomposição e de Box-

Jenkins. Em se tratando de curto-prazo, o autor não impõe restrições quanto aos métodos. E

para os de médio e longo-prazo, os métodos de regressão e os modelos econométricos são os

mais indicados.

4.5.2. Disponibilidade de Dados

Determinados modelos de previsão necessitam de muitos dados para poder ser implantados,

como por exemplo o Método de Box-Jenkins. Por isso este fator possui um caráter restritivo.

4.5.3. Comportamento dos Dados

O comportamento dos dados de vendas de uma empresa pode assumir os seguintes padrões

podendo estar combinados ou não:

> Sazonal: apresenta um comportamento periódico regular

> Tendência: de crescimento ou decrescimento

> Permanência: distribuição aleatória, sem tendência de crescimento ou decrescimento

aparente

> Cíclico: apresenta flutuações ao redor da tendência, geralmente causada pelas

condições económicas presentes

Esse conhecimento a respeito do comportamento dos dados toma-se muito importante à

medida que diferentes métodos variam em suas capacidades de se a)ustar a este

comportamento encontrado.
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4.5.4. Complexidade

Este Catar talvez sda um dos mais importantes a ser considerado. Para O'Donovan (1983), a

principal razão pela qual os modelos mais matematicamente demandantes, complexos e

sofisticados não soam utilizados é pelo bato de que, se os usuários da previsão não

entenderem como ela âoi gerada, provavelmente não terão conÊança e irão abandona-la.

Hanke; Reitsch (1998) ressaltam que não é essencial que o método apresente um processo

matemático elaborado ou sofisticado, mas que ele seja oportuno, preciso e compreendido pelo

gestor.

4.5.5. Custos

Na escolha do modelo de previsão alguns custos podem ser relevantes, tais como os custos de

cometa e de armazenamento dos dados (por exemplo para se obter inâomlações externas em

modelos causais), e os custos de monitoramento e de desenvolvimento dos modelos de

previsão (alguns soRwares que auxiliam nessa etapa do processo ainda possuem um custo

elevado).

4.5.6. Precisão

Muitos Êatores influenciam a precisão da previsão, dentre eles dados insuficientes, o uso de

um modelo não-adequado com a realidade dos dados ou uma descontinuidade brusca nas

variáveis determinantes. O aspecto precisão pode ser visto como um critério de desempate

entre métodos que forem aprovados nos aspectos anteriores.

Como explicado anteriormente, o sistema de predição desenvolvido será composto de um

método de projeção e de um modelo causal. A respeito deste último, âoi definido que será

utilizada a regressão múltipla (devido à quantidade de variáveis explicativas). Para o método

de projeção: um dos aspectos colocados acima j4 restringe gs métodos a poucas opções: o
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comportamento dos dados. Nas análises anteriores Êoi demonstrada a sua sazonalidade. Dessa

forma, as possibiHdades âcam restritas ao Método de Winters, Decomposição e Box-Jenkins.

Este último, por ser muito complexo e tmbalhoso e não necessariamente melhor, Êoi

descartado. Quanto à Decomposição, de acordo com Makridakis; Wheelwright; Hyndman

(1998), é preferível usá-la mais com uma ferramenta de auxílio à compreensão da série

temporal do que como um método de previsão propriamente dito. Dessa forma, o método

selecionado para se proletar os dados 6oi o Método de Winters.

4.6.Desenvolvimento do Modelo Parâmetros

Tendo todos os dados necessários para se fazer as previsões, e após analisa-los e trata-los, é

possível iniciar o desenvolvimento do modelo de previsão selecionado na etapa anterior.

Na primeira etapa será desenvolvido o modelo de projeção da série histórica de vendas dos

quatro produtos em estudo e dos números totais da categoria, tendo como base somente os

dados de vendas em volume. Na segunda etapa serão utilizados todos os dados de demanda e

as variáveis levantadas como possíveis explicativas das vendas dos produtos.

Para auxiliar nos cálculos das previsões e realizar as análises desejadas, üoi utilizado o

soâware .E- Hlews. Para problemas e cálculos mais simples foi utilizado o Exce/

4.6.1. Modelo Temporal

Como explicado no capítulo 3, os métodos de previsão temporais utilizam somente os dados

de vendas históricos para adequar um modelo ao seu comportamento e então poder íàzer a

proUeção das vendas frituras. Retomando o que havia sido explicado a respeito do método

selecionado, o Método da Suavização Exponencial Linear com Três Parâmetros (Método de

Winters), a previsão de vendas F para o período t+m é calculada da seguinte forma:
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.ê =a({-S,.)+(l-a)(&..+b...)
b, )+ (l - #)b,..

$ =7'({--4)+(í-z)s,.
F.... = Lt -b b.m-t S:.;*.

(3.26)

(3.2D

(3.28)

(3.29)

onde:

Lt é estimativa do nível

St. é o fator de sazonalidade, sendo s o número de períodos da sazonalidade

bt é a estimativa da tendência linear

Os coeficientes de suavizaçãu, li e y devem ter valor entre 0 e 1. Eles fimcionam como

calibradores do modelo, dando maior ou menor importância aos dados mais recentes ou

antigos.

De acordo com as sazonalidades dos dados analisadas anteriormente, Eoi definido que o

período s da sazonalidade seria de 7 dias. Ou sda, no modelo vão existir 7 fatores de

sazonalidade, um para cada dia da semana.

Para que o modelo possa ser aplicado, é necessário a definição de um período de inicialização

e outro de testes, como explicado no capítulo 3. Sendo a série histórica de dados composta por

aproximadamente 720 pontos, foi decidido que o "hoje adotado" seria na metade da série. O

primeiro valor que consta é o do dia 13/out/2001, e o último 12/out/2003. O "hoje adotado"

ficou sendo então o dia 13/out/2002, e os dias que o sucedem são tratados como "fiituro

aditado", cujos dados serão utilizados para se calcular as medidas de erro de previsão.

Retomando o esquema teórico apresentado anteriormente e inserindo as datas respectivas,

tem-se:
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Início da série

13/out/2001

"Hoje adotado" Hoje real

13/out/2002 12/out/2003

"Futuro aditado"

Período de Testes

Futuro real

ProjeçãoPeríodo delnicialização
dias

Figura 4.14 - Definição de Períodos Aplicada aos Dados

Esquema adaptado de Santoro (2000)

Para o método de Winters, os cálculos e estunativas são deitas da seguinte âomla, baseadas no

esquema anterior:

> Durante o período de Inicialização:

o Estimativa dos valores iniciais de L, b e das sazonalidade S

o Estimativa dos coeãcientes a, P e7

> Durante o período de Testes:

o Cálculo das previsões F

o Cálculo das medidas de erro de previsão

Para fazer as estimativas baseadas no período de inicialização 6oi utilizado o software .E

meus, e para os cálculos do período de testes âoi utilizado o Exce/.

Mesmo tendo sido selecionado o Método de Winters como o mais apropriado, coram testados

no E-Kfews outros possíveis métodos para se descobrir o quanto esse modelos se adequariam

aos dados do período de inicialização. Cada teste de modelo teve como saída uma medida de

erro, que coram utilizados nessa comparação. A série escolhida para esse teste 6oi a dos dados

de vendas do produto l. Os resultados estão a seguir:

Tabela 4.7 -- Erro para Diferentes Métodos

Como era de se esperar, o Método de Winters üoi o que apresentou a menor medida de erro,

confirmando a seleção apropriada do modelo.
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Raiz do Erro Quadrático Médio
Suavização Exponencial Simples 120,598
Método de Brown 127.135
Método de Holt 120.557
Método de Winters 101.843
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O Zl-Hews tem como saída, para os cálculos do Método de Winters durante o período de

inicíalização, os seguintes parâmetros e estimativas :

e Parâmetros a, l3 e 7 (estimados de forma a minimizar a soma dos erros quadráticos das

previsões em relação as observações reais, durante o período de inicialização)

8 Fatores da equação no último período (13/out/02): nível Lt, tendência bt e os 7 Êatores

desazonalidade S

Com esses dados em mãos, é possível projetar as previsões do "futuro adotado" (a partir de

14/out/02). Isso 6oi deito com o auxílio do Exce/. Os resultados são apresentados nos itens a

seguir.

Primeiramente é deita a previsão de vendas da categoria como um todo, a fim de prover uma

noção geral do comportamento dos dados. Assim como 6oi deito na pré-análise dos dados,

todos os conceitos e análises serão explicados nessa primeira abordagem. Nas subseqüentes

previsões específicas de cada produto essas explicações não serão repetidas, sendo a

abordagem mais direta e objetiva com Soco nos resultados obtidos.

4.6.1.1.Previsão de Vendas da Categoria

As saídas do E-Hfews para essa série de dados são as seguintes

Sample: 1 0/1 3/2001 1 0/1 3/2002
Included observations:366
Method: Holt-Winters Additive Seasonal
Original Series: VCAT
Forecast Series: VCATSM

Parameters: Alpha 0.500
Beta o
Gamma 0

Sum of Squared Residuais 325080262,561
Root Mean Squared Errar 942,442

End of Period Leveis: Mean 4427.656
Trend 4.389
Seasonals: l0/07/2002 -827.327

l0/08/2002 -893.182
1 0/09/2002 434,423
lO/l0/2002 -532.320
lO/11/2002 -64.308
lO/IZ2002 2530.809
lO/13/2002 220,751

Figura 4.15 -- Saída do B I'Teus para a Projeção diVendas da Categoria
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Onde:

À4ean é o nível Lt

Zrend é tendência bt

Seasona/s são os últimos 7 Êatores de sazonalidade(pois s-7)

Todos esses valores obtidos são para t-13/1 0/02

O .E-Hiews atribui aos parâmetrosP e 7 valores zero. Isso signmca que os valores iniciais da

tendência bt(D'en(/) e as últmlas sete sazonalidades S não serão atualizados a cada período,

pemlanecendo os mesmos ao longo da projeção. O valor do Catar de sazonalidade S do dia

12/10/02 é muito mais alto do que os outros -- corresponde a um sábado, dia corte em vendas

como comprovado anteriormente. Juntamente com os parâmetu)sP e ' constam duas

medidas de erro, calculadas no período de inicialização(a Sum of Squared Residia/s Êoi a

medida que Êoi minimizada a íim de encontrar os valores dos 3 parâmetros). Com todos os

parâmetros e valores obtidos, a segunda etapa é iniciada, onde serão estimadas as previsões do

"fiituro adotado" e serão comparadas com as observações reais. Para isso Êoi construída uma

tabela como a que está a seguir, onde constam todos os parâmetros e dados necessários, e

coram calculadas as previsões, de acordo com as equações teóricas apresentadas no capítulo 3.

O exemplo abaixo é parte da tabela inteira, e os dados são os relativos às vendas totais da

categoria:

Tabela 4.8 Exemplo de Tabela Utilizada para Projeção das Vendas

Em vemlelho está o período de inicialização. No dia 13/10/02 constam os últimos valores de

L, b e S, relativos a este período. Os outros seis valores de S estão antes dele. São calculadas

então as previsões no período de testes e seus erros, sendo os íãtores L, b e S atualizados a

70

PERÍODO Real NiVELLt TENDÊNSAZONALID Pnvlsüo Dnvto Desvio Dnvlo Desvio DoBvlo

CIAbt ADESt F relativo Absoluto Quadrático Relativo% Absoluto%
2002/10/06 4937.4
200ZIW07 4979.8 427.327
2002/10/08 4008.7 -893.182
200ZIWm 4210.2 434.423
2002/10/10 4017.8 -532.320
2002/1W1 1 4440.5 -64.308
2002/10/12 6805,4 2.530.809
2002/1a13 4616.2 4.427.656 4.389 220.751
200UIW14 3942,0 4.600,701 4,38g -827.327 &604,718 -B7.312 337,312 113779.445 -8,6% 8,6%
200Ula15 4326,8 4.912,556 4,389 -®3,182 &711.909 414,931 614,931 378140.5557 -14,2% 14,2%
200UIW16 3688.0 4.520,197 4,389 .434,423 &482.521 793,496 793.496 6296X,6681 21,5% 21,5%
200Ula17 2928.5 3.992.700 4.389 -532.320 1992.a6 1.063.771 1.063.771 1131608.088 36.3% 36,3%
200alW18 3132,7 3.597,057 4,389 -64,308 &93&781 800,064 800,064 640101,851 25,5% 25,5%
200alW19 5115,2 3.092.941 4,389 2.530,809 &132,256 1.017.010 1.017.010 1034308,417 19.9% 19,g%
200UIW20 4290.8 3.583,681 4,389 220,751 3.318,081 -972,702 972,702 946149,1546 -22,7% 22,7%
200UIW21 2678.8 3.547.110 4.389 427.327 2760,743 81,W0 81.920 6710,833942 3,1% 3,19
200Ula22 2708,5 3.576,599 4,389 -893,182 2658,318 -50,199 50.199 2519.9856 -1.9% 1,9%
200Zla23 2531.0 3.273.185 4.3® -434.423 3.148.564 615.6U 615.6H 37®7D.O© 24.3% 24.3%



Capítulo 4 -- Desenvolvimento

cada período(dependendo do valor dos seus respectivos coeâcientes a, P e ') até o último

dado (12/10/03). Os resultados obtidos estão no gráfico a seguir (a escala do eixo y do gráâco

Êoi reduzida para que os dados àquem mais visíveis; em fiação disso dois pontos extremos

não são mostrados):

Previsão de Vendas - Categoria

250m,0

2Q000.0

15000,0

Pressão F

100m,o

5000.0

W

Figura 4.16 -- Previsão de Vendas da Categoria

Os valores totais dos erros de previsão computador são

MAE
1987,420

MSE
17.847.086.09

Tabela 4.9 -- Erros de Previsão de Vendas da Categoria

Onde:

MSE

MPE

MAPE

Erro Relativo Médio(.À4ea/z .E»or)

Erro Absoluto Médio(À4ean .dóso/ufe .E»'or)

Erro Quadrático Médio(.À4eapz Sqmred .En'or)

Erro Relativo Percentual Médio(ÀZean /"ercen/age .En'or)

Erro Absoluto Percentual Médio(Jüea/z .4bso/ufe Percam/age .E»'or)
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Convém bisar que todas as medidas de erro calculadas são relativas às previsões de l período

à dente, tanto para essa série de dados como para as que serão analisadas a seguir.

Os altos valores encontrados para os erros, o MAPE por exemplo, se devem principalmente a

algumas poucas observações que estão muito acima dos valores médios, e dessa forma a

elevação ao quadrado desses erros pune excessivamente a medida final. Esses picos, como

explicado anteriormente na análise dos dados, se devem a eventos que ocorrem na loja, que

íàzem as vendas ficarem muito acima dos valores esperados. Esses eventos são previsíveis

qualitativamente, mas imprevisíveis pelo modelo aditado aqui. Isso pode ser observado pelo

gráfico a seguir:

Medida de Erro MAPE

700,0%

600.0%

500,0%

400,0%

300,0%

200,0%

100,0%

o.o%

------ aro Absoluto fbrcentuat

Bro Absoluto fbrcentual h6dio

Figura 4.17 Evolução do MAPE pam as Previsões da Categoria
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4.6.1.2.Previsão de Vendas do Produto l

Tendo uma visão geral da categoria, o próximo passo é a previsão de vendas de cada um dos

produtos. A saída do Él- Klett's para a série de dados do produto l é a seguinte

Sample: 1 0/1 3/2001 1 0/1 3/2002
Included observations: 366
Method: Holt-Winters Additive Seasonal
Original Series: Vendasl
Forecast Series: Vendasl SM

Parameters: Alpha
Beta
Gamma

Sum of Squared Residuais
Root Mean Squared Error

0,590
0
0

3.796.174,151
101,843

End of Period Leveis: Mean
Trend
Seasonals:

129,341
-0,018

47,470
-38,828
4,604

-34.788
-17,258
118,596
20,354

l0/07/2002
l0/08/2002
l0/09/2002
lO/l0/2002
lO/11/2002
1 0/1 22002
lO/13/2002

Figura 4.18 - Saída do E.1'7eK's para a Projeção de Vendas do Produto l

Aqui o soRware também atribuiu valor zero a l3 e ', íàzendo com que a medida de tendência

(/rena') e os 7 Êatores de sazonalidade não somam atualizações a cada período. O valor de b

praticamente nulo, o que demonstra uma ausência de tendência no comportamento dos dados.

Os resultados obtidos para as previsões são os seguintes
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Previsão de Vendas - Produto l
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Figura 4.19 - Previsão de Vendas do Produto l

Os valores das medidas dos erros de previsão calculados são

ME

2.701

MAE
85.218

MSE MPE

25407.384
MAPE
63,2%

Tabela 4.10 - Erros de Previsão de Vendas do Produto l

Assim como ocorreu com os dados da categoria, aqui também coram encontrados valores

altos para as medidas acima. Parte desses altos desvios pode ser explicada da mesma forma

que Êoi feito anteriormente: em fiinção de alguns eventos imprevisíveis pelo modelo que

ocorrem na loja e que aumentam consideravelmente as vendas, causando enomles erros de

previsão que quando elevados ao quadrado tem uma influência signi6cativa no resultado

final como pode ser visto pelo gráfico a seguir:
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Medida de Erro MAPE
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Figura 4.20 - Evolução do MAPE para as Previsões do Produto l

4.6.1.3.Previsão de Vendas do Produto 2

O .E-lqews comece os seguintes parâmetros para o produto 2, estimativas baseadas no período

de inicialização definido anteriormente

Sample: lO/13/2001 10/13/2002
Included observations:366
Method: Holt-Winters Additive Seasonal
Original Series: Vendas2
Forecast Series: Vendas2SM

Parameten: Alpha
Beta
Gamma

Sum of Squared Residuais
Root Mean Squared Errar

0,760
0

0

5.274.717,652
120,049

End of Period Leveis: Mean
Trend
Seasonals:

371,788
1,098

-50,347
47,710
-33,728
42,029
-13,884
175,642
32,057

l0/07/2002
l0/0a2002
l0/09/2002
lO/l0/2002
lO/11/2002
1 0/1Z2002
lO/13/2002

Figura 4.21 Saída do B-1'7eH's para a Projeção de Vendas do Produto 2
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Nesse caso pode ser notado um aumento na tendência em t(bt-0,484) em relação ao obtido

para o produto 1. 0 único coeÊciente com valor não-nulo ainda é o a, responsável por

suavizar as medidas do nível L. Os resultados íjnais para as previsões são :

Previsão de Vendas Produto 2

g
ê

g

g g
CN (N (Ng g
ã

g
R

$ g
g

Figura 4.22 - Previsão de Vendas do Produto 2

Os erros de previsão estão na tabela a seguir

MAE
71,681

MSE
11.464.67

Tabela 4.11 - Erros de Previsão de Vendas do Produto 2

As medidas de erro acima demonstrada também estão altas, pelo mesmo motivo explicado

anteriormente(alguns poucos dados extremos), mas nesse caso com mais intensidade. O

gráÊco do MAPE mais uma vez comprova isso:
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Medida de Erro MAPE
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Figura 4.23 - Evolução do MAPE para as Previsões do Produto 2

4.6.1.4.Previsão de Vendas do Produto 3

O gráfico das previsões está a seguir

Pri de Véndu Produto3

m,o

4m,0

4m.0

3n,0

3m,0

2n,0

2CD.0

lu,o
lm,o

0,0

Figura 4.24 Previsão de Vendas do Produto 3
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E as medidas de erro calculadas são

ME

2.665
MAE

18,003
MSE

1091.261

Tabela 4.12 Erros de Previsão de Vendas do Produto 3

4.6.1.5.Previsão de Vendas do Produto 4

Previsão de Vendas-Produto 4
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Figura4.25 Previsão de Vendas do Produto 4

ME
-3.979

MAE
30.231

MSE
3656.164

MPE
18.6%

Tabela 4.13 - Erros de Previsão de Vendas do Produto 4
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4.6.2. Modelo Causal

Após projetar as vendas dos produtos e da categoria através de um modelo temporal, onde os

dados utilizados para tal são estritamente os de vendas passadas, o objetivo agora é o de

utilizar um modelo causal para tentar explicar as vendas. Nesses modelos são utilizados como

conte outras variáveis além das vendas passadas. Admite-se que a relação que essas variáveis

e as vendas apresentaram no passado continue no futuro. A série de dados de vendas é a

variável dependente, enquanto que os outros dados (por exemplo o preço) são as variáveis

independentes ou explicativas. Uma equação de regressão múltipla tem a seguinte 6omla:

[ = z). +ó.x.,. +z):x:,, + (3.43)

onde:

Y é a variável dependente -- as vendas

Xli são as variáveis independentes ou explicativas

bi são os coeficientes das variáveis independentes

eié o erro residual

As variáveis independentes levantadas coram explicadas anteriormente. A definição de quais

seriam essas variáveis potenciais âoi deita com o auxílio de especialistas no assunto da

empresa. Elas são as seguintes:

> Preço dos produtos da P&G e concorrentes

>' Presença em encartes ou não, dos produtos da P&G e concorrentes

> Ocorrência de pacotes especiais ou não, dos produtos da P&G e concorrentes

> Dados de ruptura de gôndola, dos produtos da P&G

> Ocorrência de eventos na loja (cuja Hmalidade é alavancar as vendas), de produtos

da P&G

» Dados relativos ao dia da semana e a semana no mês

No total coram criadas aproximadamente 50 séries de dados, que estão nos anexos do
trabalho.
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4.6.2.1.Seleção das Variáveis

Para selecionar as variáveis que Euro parte do modelo, o ideal seria utilizar algum método

como o bes/ suóse/ Febres.çion, como explicado no capítulo 3. Porém o soâware que 6oi

utilizado para os cálculos, o E-rfews, não possui esse recurso na versão utilizada. Em fiinção

disso a seleção das variáveis da equação de regressão Êoi deita manualmente, da seguinte

forma:

. Com a variável dependente (as vendas), eram inseridas as variáveis responsáveis pela

sazonalidade(que indicam o dia da semana e a semana no mês)

2. Em seguida eram adiciorudas as variáveis relacionadas ao próprio produto, como o

seu preço, sua ruptura, presença em enfarte, ocorrência de pacotes especiais ou de

eventos naloja.

3. Depois eram inseridas as variáveis relativas aos produtos concorrentes.

4. Uma vez que um valor alto para o R2 era alcançado, eram removidas as variáveis que

apresentavam multicolinearidade ou um valor do t-estatístico baixo (geralmente menor

do que 2)

l

Com um certo conhecimento do mercado dos produtos analisados, pode-se direcionar um

pouco melhor a escolha das variáveis independentes. Sabendo-se os principais concorrentes

do produto 1, por exemplo, a seleção das variáveis cornetas é deita de forma mais rápida. O

objetivo em todo esse processo é de sempre aumentar o coeãciente de determinação R2

Algumas variações das variáveis existentes podem ser criadas a fim de aperfeiçoar o modelo,

como por exemplo um índice de preços "(preço do concorrente) / (preço do produto)". Uma

outra opção comumente utilizada em modelos é deEasar uma série em x períodos. Assim uma

variável "vendas(-1)" seria a própria série de dados de vendas porém defasada de um período.

O intuito é o de explicar parte das vendas de hoje devido às vendas de ontem.

Um recurso muito útil em se tratando de regressão múltipla é a matriz de correlação.

Selecionando-se algumas variáveis, é construída uma matriz onde constam todos os índices de

correlação entre todas essas variáveis. Esses números podem Êomecer "dicas" para o

desenvolvimento do modelo: por exemplo, se determinada variável explicativa tiver um alto

índice de correlação com as vendas, muito provavelmente ela Emá parte do modelo. Outra

utilidade dessa matriz é a de revelar a existência de multícolinearidade entre as variáveis

selecionadas de um modelo. Se duas supostas variáveis explicativas possuírem um alto índice
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de correlação ocorrerá um problema de multicolinearidade. Uma delas terá que ser removida

ou deverá ser criada uma terceira variável, que será uma combinação das duas.

4.6.2.2.Desenvolvimento

Como a metodologia da análise de regressão múltipla é a mesma para qualquer produto

escolhido (selecionar variáveis, verMcar multicolinearidade,etc), Êoi decidido Eãzê-la para

somente um dos produtos. Posteriormente o mesmo processo poderá ser aplicado para os

outros três produtos da empresa. Para essa análise âoi escolhido o produto 2.

Após serem selecionadas as variáveis do modelo e deita a veriâcação da existência de

multicolinearidade através da matriz de correlação e conseqüente alteração no modelo em

fiinção disso, chegou-se à equação de regressão Hmal para esse produto. Assim como âoi deito

com o modelo de projeção, neste modelo causal o período de 2 anos 6oi dividido em "período

de inicialização" e "período de testes". As variáveis do modelo final e seus respectivos

coeficientes estimados pelo .E-H7ews, todos baseados no período de inicialização, coram:

Tabela 4. 14 -- Coeficientes da Equação de Regressão do Produto 2

O modelo apresentou um R2 = 0,727. O R2-ajustado, que leva em considemção os graus de

liberdade "punindo" a medida do Rz de acordo com a quantidade de variáveis explicativas

presentes, üoi de 0,718. O R2-ajustado será sempre menor ou igual ao R2. Como se pode

observar, no modelo âoi adicionado, como variáveis explicativas, as séries de dados de vendas

deCasadas de -um e de--sete-períodos. Ou selar-é possível-explicar--parte das vendas-de--hoje
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VARIÁVEL DEPENDENTE: VENDAS PRODUTO 2
VARIAVEISINDEPENDENTES COEFICIENTES

Constante C -381.90
Vendas -1  0,32
Vendas (-7) 0.08

Quarta 31.48
Sexta 42,65

Sábado 189.75
Semana l 41,47

Encarne Prod.2 82,64
Eventos Prod.2 235.31

  Preço Prod.5)/(Preço Prod.2) 262.48
Preço Prod.l 43,11

Ruotura Prod.l 66.06
Encarte Prod.8 42,11
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devido às vendas de ontem e de uma semana atrás. Constam também algumas variáveis que

explicam a sazonalidade. Das variáveis díretamente relacionadas ao produto 2, o preço e a

ruptura não apresentaram um t-estatístico suãciente para íàzerem parte do modelo. Já as

variáveis "Enfarte" e "Eventos" podem explicar em parte as vendas desse produto, por isso

estão presentes.

Analisando-se os coeficientes encontrados verifica-se a coerência entre eles. Por exemplo,

para as duas variáveis relativas aos enfartes: a "Enfarte Prod.2" apresentou um coeficiente

positivo (ou sqa, quanto mais o produto 2 aparece no enfarte, maior é a venda do produto 2),

enquanto que a "Enfarte Prod.8" apresentou um coeficiente negativo (ou seja, quanto mais o

produto 8 -- um concorrente -- aparece no enfarte, menor é a venda do produto 2). Outro ponto

interessante é o fato de aparecer a variável "Ruptura Prod.I" entre as signiâcatívas. Isso

signiâca que quando ocorre uma falta do produto l na prateleira, parte dos consumidores opta

pela compra do produto 2, apesar deste não ser - teoricamente -- um concorrente direto do

primeiro.

O modelo apresentou para a estatística Durbin-Watson um valor de D-W=1,84. Isso indica

que não há viés signiâcativo nos erros (pois está próximo de 2). A matriz de correlação entre

as variáveis do modelo está a seguir:
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Tabela 4. 15 - Matriz de Correlação

O segundo quadro é continuação do primeiro. Como o índice de correlação entre uma variável

x e y é o mesmo que de y e x, somente metade da matriz interessa, pois a outra metade é

exatamente igual à primeira. A linha que separa as metades é a diagonal que possui os

números 1. Ao analisar os números, verMca-se que as vendas do produto 2 possuem uma

correlação mais porte com as vendas do dia anterior, com a presença em enfartes e com a

ocorrência de eventos na loja. Pelo bato das variáveis que apresentavam multicolinearidade

terem sido removidas do modelo, não se observam mais indícios desse problema, ou sqa, os

índices de correlação entre elas são baixos.
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  Vendas
Prod.2

Vendas Vendas Quarta Sexta Sábado Semana
l

Vendas Prod.2 l 0.62   -0.08 -0.02   0.27
Vendas ]   0.62   0.15 4.15 -0.09 4.03 0.24
Vendas -7  0.33 0.15 l -0.09 4.02 0.41 4.15

Quarta -0,08 4.15 -0.09 l 4.17 4.17 0.00
Sexta 4.02 -0.09 4.02 -0.17 l -0.17 0.00

Sábado 0.40 -0.03 0.41 -0.17 4.17 l 0.00
Semana l 0.27 0.24 4.15 0.00 0.00 0.00 l

Encarte Prod.2 0.56 0,52 0.17 0.00 0.00 4.01 0.15
Enfarte Prod.8 4.07 4.07 0.05 0.00 0.00 0.00 -0.14

(Preço Prod.5)/ Preço Prod.2) 0.20 0.12 0.10 0.05 4.01 0.01 -0.01
Preco Prod.l 0.16 0.15 0.12 -0.02 0,02 0.00 -0.07

Ruotura Prod.l 0.05 0.05 0,00 -0.04 4.04 0.00 -0.08
Eventos Prod.2 0.65 0.58 0.11 -0.03 0.00 0.10 0.28

  Encarte Encarte
Prod.8

(Preço Prod.5)/
(Prece Prod.2)

Preço
Prod.l

Ruptura
Prod.l

Eventos
PJ:od2

Vendas Prod.2 E 5 P 4.07 0.20 0.16 0.05  
Vendas (-l     4,07 0,12 0.15 0.05 0.58
Vendas -7  0,17 0.05 0.10 0.12 0.00 0.11

Quarta 0.00 0.00 0.05 4.02 4.04 -0.03
Sexta 0.00 0,00 -0.01 0.02 -0.04 0.00

Sábado 4,01 0.00 0.01 0.00 0.00 0.10
Semana l 0,15 -0.14 -0.01 -0.07 -0.08 0.28

Encaíte Prod.2 l 0.10 0.27 0.15 0.13 0.47
Encarte Prod.8 0.10 l 0.09 0.13 4.05 4.06

(PlgçgPlod.5)/(Preço Prod.2) 0.27 0.09 l 0.00 -0.20 0.01
Preço Prod.l 0,15 0.13 0.00 l -0.18 0,14

Ruptura Prod.l 0.13 4.05 -0.20 4.18 l -0.05
Eventos Prod.2 0,47 4,06 0.01 0.14 -0.05 l
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4.6.2.3.Análise de Mercado

Uma outra grande utilidade da análise de regressão múltipla, além da previsão de demanda, é

a análise de mercado. Trabalhando-se com todas as variáveis explicativas, é possível tirar

conclusões acerca do mercado do produto em questão. No exemplo estudado, 6oi possível

descobre quais eram os verdadeiros concorrentes do produto 2, e de que forma eles o

aâetavam.

Os produtos 2 e 8, que são de alta qualidade, aparecem no modelo com as variáveis

explicativas "enfarte". Já os produtos l e 5, cuja qualidade é um pouco inferior à primeira

dupla, aparecem no modelo com as variáveis explicativas "preço". O variável "preço" do

próprio produto 2 não obteve um t-estatístico suficiente para constar no modelo. A impressão

que fica é a de que o consumidor realmente percebe essa diferença na qualidade entre esses

produtos. Assim, entre dois produtos top de linha, o que pode fazer a diferença na hora da

compra é a presença no encarne na loja. Já na comparação entre o produto 2 e os de qualidade

um pouco inferior (l e 5), um ponto decisivo está no preço: o consumidor se dispõe a levar o

produto 2 caso a diferença no preço entre eles diminua, pois ele percebe a diferença na

qualidade.

4. 7. Testes e Resultados do Sistema de Predição de Vendas

Com a equação de regressão e os coeâcientes estimados, o passo seguinte é o de tentar

melhorar a previsão de vendas no modelo de projeção utilizando inÊommções do modelo

causal. A decisão é simples: se com uma informação do modelo causal 6or possível diminuir o

erro na previsão do modelo de projeção, está aprovado. A idéia é representada no esquema a

seguir:
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Medida

de

erm

erro l

Mlodelo de

Projeção

erro 2 < erro l

'+ Modelo de

l Projeção Alterado

Informação do

Modelo Causal

t

Figura 4.26 -- Sistema de Predição de Vendas

O processo utilizado para se medir essa possível diminuição do erro de previsão é similar ao

utilizado no modelo de projeção anteriormente estudado. O período de 2 anos Êoi dividido ao

meio, sendo o primeiro ano denominado o "período de inicialização" e o segundo ano o

"período de testes", ou o "fiituro adotado", período no qual será utilizado como base para

calcular os erros de previsão.

A cada previsão diária F âoi adicionado ou subtraído um ajuste. Esse ajuste é calculado a

partir das informações e dos coeficientes do modelo causal. Pma o caso do produto 2

estudado, 6oi realizado o teste com as informações a respeito dos encartes que aparecem no

modelo, ou sda, a presença em enganes do produto 2 e do produto 8 (concorrente). Os

coeficientes estimados para essas variáveis são +82,64 e -42,1 1 respectivamente. O cálculo do

ajuste é simples: se em um determinado dia o produto 2 sai no enfarte mas o produto 8 não, o

ajuste é dado por [(1)x(82,64) + (0)x(-42,1 1)], sendo adicionado então o va]or de 82,64 à

previsão F daquele dia. Fazendo isso para todo o período de testes e recalculando a medida de

erro MAPE, obtém-se:

Tabela 4.16 Resultado do Sistema de Predição de Vendas
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MAPE original 64.2%
MAPE alterado 62,2%
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Como se pode observar, apesar da diminuição na medida de erro PAPE não ter sido

signi6cativa, a proposta inicial de diminuição do erro de previsão atmvés de inâomlações do

método causal aplicada ao método de projeção Éoi aprovada.
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A previsão de demanda no varejo tem sido muito valorizada ultimamente devido a duas

preocupações principais das empresas que querem se tomar competitivas: diminuir a

quantidade de produtos em estoque e ao mesmo tempo evitar ao máximo perder vendas pela

falta destes produtos. Uma má administração da primeira signiâca dinheiro parado; e a

segunda é um "mal-duplo": quando um consumidor vai até a prateleira e não encontra o

produto desejado, muito provavelmente ele comprará um produto similar do concorrente.

Somente um consumidor muito leal à marca não Cmá isso. Dessa forma, além de perder uma

venda propriamente dita, âoi dada a oportunidade do concorrente conseguir mais uma venda,

perdendo assim duas vezes.

A previsão de demanda trata-se de um vasto campo de estudo onde são encontrados desde

métodos simples como uma previsão pela média até métodos complexos que envolvem redes

neurais ou sistemas econométricos. Em bibliotecas apropriadas, podem ser encontrados livros

inteiramente dedicados a um método somente, como por exemplo o método de Box-Jenkins.

Como bem bisado pelos autores dos livros estudados nesse trabalho, não é somente a precisão

que deve ser levada em conta na seleção de um método. Mas sim deve ser analisado o Catar

custo/beneficio, sendo o termo "custo" levado ao seu mais amplo escapo, que não somente o

monetário. Um método que demande um enorme trabalho para gerar uma previsão, desde o

levantamento dos dados até sua análise, dificilmente será utilizado continuamente. Outro

ponto importante é a sua complexidade: deve ser compreensível pelo seu gestor, caso

contrário não inspirará con6ança e cairá em desuso.

Em relação aos métodos utilizados nesse trabalho, âoi veriâcado que:

> Os modelos de projeção são relativamente simples de serem compreendidos e usados,

possuem uma grande praticidade e podem ser relativamente precisos. Porém trata-se

de uma análise estritamente temporal, não importando as causas da demanda.

> Nos modelos explicativos ou causais, mais especi6camente na regressão múltipla,

ficou evidente a complexidade em todo o seu processo. Desde o levantamento de

dados, o tratamento deles, o desenvolvimento e seleção das variáveis da equação até

chegar na análise dos resultados, cada passo signi6ca horas de estudo até se obter um

bom resultado. Essa di6culdade se intensificou nesse trabalho pelo bato do mercado do

produto estudado ter muitos produtos e ser influenciado por muitas variáveis, que não

somente o preço, sendo assim diâcil de medir a influência de uma delas

especiãcamente.-Caso--a regressão--múltipla--seja--utilizada paralazet previsões,
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adiciona-se a tudo isso outra dificuldade: cada uma das variáveis independentes que

farão parte do modelo deverá ser prevista a íim de se obter a previsão final da variável

dependente. Isso poderia ilustrar e inibir um gestor que devesse fazer previsões

baseadas nesse modelo. Por outro lado, pelo bato da regressão múltipla trabalhar com

as causas da demanda, esse método toma-se muito útil se utilizado como uma

ferramenta de análise de mercado. Por exemplo, poderão ser levantada hipóteses a

respeito da concorrência dos produtos da empresa, dos dias e períodos mais favoráveis

às vendas, das formas mais eficientes de vender, seja através de preços, enfartes ou

eventos na loja, etc. e através dos resultados obtidos por esses modelos poderão ser

tiradas conclusões para melhorar as vendas futuras. Esse 6oi em parte o conceito

utilizado para se fazer o sistema de predição do presente trabalho: foi utilizada uma

inÊomlação extraída do modelo causal com a finalidade de melhorar um processo

formal, que era o caso da previsão de demanda pelo método de projeção. Outro ponto

destacável das regressões é a possibilidade de agregar infomlações qualitativas a um

modelo numérico.

Em relação aos resultados finais, eles não coram tão significativos talvez detido à falta de

tempo, que certamente diHcultou uma maior exploração das análises dos dados. Ainda quanto

aos resultados, convém frisar que, apesar dos dados terem sido modi6cados por meio de um

coeficiente, os resultados obtidos não mudaram em relação àqueles que tiveram como base os

dadosreais.

Um ponto que certamente merece ser destacado Goi a oportunidade de aprendizado que o

trabalho proporcionou, por dois lados. Primeiro, pelo conhecimento adquirido através do

estudo dos diversos métodos de previsão e das etapas de um processo de previsão, todas

vivenciadas na prática. Como dito anteriormente, atualmente essa é uma competência na qual

toda empresa que almeje ser líder de mercado deve ser bem desenvolvida. E em segundo

lugar, o aprendizado relativo ao conflito teoria-prática inerente a um trabalho dessa

característica. Um dos primeiros pensamentos que vêm à cabeça de um estudante quando se

inicia um estudo em uma empresa é a de que os problemas da realidade poderão ser

facilmente resolvidos utilizando-se os métodos matemáticos aprendidos em sala de aula.

Porém, logo que se inicia o trabalho prático, percebe-se que a situação real nem sempre está

próxima da imaginada, o que diâculta e pode causar uma certa íiustração inicial.-Certamente,
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oportunidades de melhora nos processos utilizados sempre existem quando bem procuradas.

Uma questão-chave nesse ponto é a do custo/beneficio: em um ambiente empresarial, a carga

de trabalho e os estudos demandados para aplicar ou melhorar detemlinado processo valerá a

pena? Cabe ao indivíduo utilizar o bom senso para tal decisão.
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