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ABSTRACT

BERTONHA, G. Prediction of customer satisfaction level based on best
practices followed in the software development process. 2024. 66 p. Monograph
(MBA in Artificial Intelligence and Big Data) - Instituto de Ciências Matemáticas e de
Computação, Universidade de São Paulo, São Carlos, 2024.

This study explores the prediction of client satisfaction in software development teams
using Artificial Intelligence (AI) algorithms. The objectives are to determine whether
client satisfaction, measured by the Net Promoter Score (NPS) (Reichheld, 2003), can
be predicted based on best practices followed by software development teams, and to
identify which practices most significantly impact client satisfaction. Data from ten agile
software development teams at MTI Ltd. (MTI, 1996), collected through a proprietary
CMMI5-like framework, were analyzed using Random Forest, XGBoost, Lasso Regression,
ARIMA, and LSTM models. The study followed a structured methodology, including
data preprocessing, exploratory data analysis, and model implementation. The results
indicate that the XGBoost, Random Forest, and LSTM models successfully predicted
NPS with satisfactory accuracy, measured by the Symmetric Mean Absolute Percentage
Error (sMAPE) and Mean Absolute Error (MAE) (Shcherbakov et al., 2013). The Lasso
and AutoARIMA models indicated less favorable performance. Additionally, a Pearson
correlation analysis identified key best practices that correlate with NPS. Some limitations
were observed, including a small data set, inconsistencies in the data, and limited continuity
of the time series. Future research could benefit from larger datasets, alternative prediction
approaches, and improved feature selection methods. The study’s findings offer valuable
insights into optimizing software development practices to enhance client satisfaction.

Keywords: Client Satisfaction. Net Promoter Score (NPS). Software Development Best
Practices. Artificial Intelligence (AI) Algorithms. Exploratory Data Analysis (EDA).
Random Forest. XGBoost. Lasso Regression. ARIMA. Long Short-Term Memory (LSTM).
Time Series Forecasting. Agile Teams. Predictive Modeling. CMMI5 Framework. Data-
Driven Decision Making.





RESUMO

BERTONHA, G. Prediction of customer satisfaction level based on best
practices followed in the software development process. 2024. 66 p. Monografia
(MBA em Inteligência Artificial e Big Data) - Instituto de Ciências Matemáticas e de
Computação, Universidade de São Paulo, São Carlos, 2024.

Este estudo explora a previsão da satisfação do cliente em equipes de desenvolvimento
de software utilizando algoritmos de Inteligência Artificial (IA). O objetivo principal é
determinar se a satisfação do cliente, medida pelo Net Promoter Score (NPS) (Reichheld,
2003), pode ser prevista com base em práticas seguidas no processo de desenvolvimento de
software e identificar quais delas impactam mais significativamente a satisfação. Dados de
dez equipes ágeis de desenvolvimento de software da MTI Ltd. (MTI, 1996), coletados por
meio de um framework proprietário semelhante ao CMMI5, foram analisados utilizando os
modelos Random Forest, XGBoost, Lasso Regression, ARIMA e LSTM. O estudo seguiu
uma metodologia estruturada, incluindo pré-processamento de dados, análise exploratória
de dados e implementação de modelos. Os resultados indicam que os modelos XGBoost,
Random Forest e LSTM previram com sucesso o NPS com precisão satisfatória, medida
pelo Erro Médio Absoluto Percentual Simétrico (sMAPE) e pelo Erro Médio Absoluto
(MAE) (Shcherbakov et al., 2013). Os modelos Lasso e AutoARIMA indicaram um
desempenho menos favorável. Além disso, uma análise de correlação de Pearson identificou
as principais melhores práticas que se correlacionam com o NPS. Algumas limitações
foram observadas, incluindo um pequeno conjunto de dados, inconsistências nos dados
e continuidade limitada da série temporal. Pesquisas futuras poderiam se beneficiar de
conjuntos de dados maiores, abordagens alternativas de previsão e métodos aprimorados
de seleção de características. As descobertas do estudo oferecem informações úteis para
otimizar práticas de desenvolvimento de software para melhorar a satisfação do cliente.

Palavras-chave: Satisfação do Cliente. Net Promoter Score (NPS). Práticas de Desen-
volvimento de Software. Algoritmos de Inteligência Artificial (IA). Análise Exploratória de
Dados (EDA). Random Forest. XGBoost. Regressão Lasso. ARIMA. Memória de Longo
Prazo e Curto Prazo (LSTM). Previsão de Séries Temporais. Equipes Ágeis. Modelagem
Preditiva. Framework CMMI5. Tomada de Decisão Baseada em Dados.
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1 INTRODUCTION

This introductory chapter includes the contextualization of the topic of study,
outlining its motivations and objectives. Additionally, it summarizes the chosen research
methodology and provides an overview of this paper’s structure.

1.1 Contextualization and problem statement

The software development process has experienced significant transformations since
1948 when Tom Kilburn, a computer scientist, wrote the first piece of software (Shelburne;
Burton, 1998). This evolution continued with the creation of FORTRAN in 1957 (Backus,
1978) and reached many other important milestones. However, the concept of commercial
software earned more traction due to notable advances in semiconductor technology,
enabling the adoption of personal computers in the early 1970s (Abbate, 1999). During
this period, companies began leveraging software to optimize their business processes.
Software evolved into a commercial good, leading to the founding of multiple software
development companies (Ceruzzi, 2012). Consequently, a significant need emerged for
software development companies to implement robust processes and best practices. These
measures aimed to develop commercial software and improve predictability in company
operations, delivering high-quality, stable software that met their client’s expectations,
ultimately fostering increased client satisfaction.

Over the past few decades, numerous process maturity frameworks have been
introduced, including well-known examples such as ISO, CMMI5, and ITIL (Pernet; Cano,
2014). Some software development companies have adopted these frameworks, while others
have chosen to formulate their own set of best practices. Regardless of the approach
selected by these companies, some pertinent questions arise for software development
managers:

• Q1 "Is it possible to predict the level of client satisfaction based on the best practices
followed by the teams?".

• Q2 "Which best practices have a more direct impact on achieving a high level of
satisfaction?".

1.2 Justification

We are currently in the digital transformation era, where software plays an important
role in delivering innovation to customers. The increase in the commercialization of software
has also contributed to the rise in the number of software development companies. In
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this competitive landscape, a software development company must find alternatives to
stand out continually (Kraus1 et al., 2021). Customizing processes by selecting a set of
best practices that align with the primary goal of achieving client satisfaction represents a
competitive advantage and is highly valued in this context.

Considering the large number of frameworks, processes, and best practices available
in the software development industry, and given the need to create lean and cost-effective
teams, it is pertinent for software development team managers to understand which best
practices have the most significant influence on customer satisfaction. This understanding
is crucial for organizing team activities to prioritize the most relevant tasks, ensuring that
they align with the ultimate goal of achieving the highest customer satisfaction levels.

With the continuous evolution of computing power and, consequently, the advance
of cloud computing, companies across diverse sectors can now store and process extensive
datasets related to their business operations (Hashem et al., 2015). This ability empowers
them to conduct essential analyses, extracting useful insights that can impact their decision-
making processes. This is particularly relevant for software development companies that
are developing commercial software. By gathering comprehensive information about their
software development teams and embracing a data-driven methodology, the next step is to
explore the integration of Artificial Intelligence (AI). It can help companies improve their
predictive capabilities when developing commercial software, enabling them to anticipate
important information that can effectively drive their strategies.

1.3 Objectives

In the context outlined above and in response to the questions arising from this
landscape, the objectives of this study are as follows:

• O1 Conduct an exploratory data analysis on a dataset that includes information
collected from various software development teams.

• O2 Utilize and implement Artificial Intelligence algorithms to create models capable
of predicting client satisfaction levels (NPS) based on the best practices followed by
software development teams.

Throughout this study, the expectation is to gather insightful information from
exploratory data analysis and discover a model that demonstrates high performance
in predicting client satisfaction levels. Additionally, the expectation is for this model
to showcase a strong generalization capability, even when applied to data from diverse
software development teams operating in different contexts.

This study utilizes a four-step approach consisting of (1) data preprocessing and
transformation, (2) exploratory data analysis, (3) implementation of different types of AI
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algorithms, and (4) performance analysis and comparison. The details are explained in
the Chapter 3.

1.4 Paper structure

This document begins with a "Theoretical Foundation" (Chapter 2), including
a review of the literature, and an overview of the algorithms selected to address the
problem described in this study. Following this, the "Methodology" (Chapter 3) outlines
the methods and objectives. Lastly, in the "Experimental Evaluation" (Chapter 4), the
evaluation criteria are highlighted, followed by the "Conclusion" (Chapter 5), which wraps
up the paper by outlining the conclusions and key takeaways.
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2 THEORETICAL FOUNDATION

This chapter provides a review of previous studies done in this field. It also includes
some background information and explains the AI algorithms that will be used in the
study experiment.

2.1 Literature review

Using AI algorithms to train models for predicting client satisfaction isn’t new.
After some research, articles by authors who have done this can be found. For instance,
there was a study published in Elsevier titled "Churn and net promoter score forecasting
for business decision-making through a new stepwise regression methodology." (Vélez et
al., 2020), which focuses on the NPS. In this article, the authors suggested forecasting
the likelihood of current clients ending their relationship with a company — known as
"churn" — and predicting the NPS. They divided the NPS into three classes: "Detractors",
"Neutral", and "Promoters". The study tested various algorithms, including Classification
Tree, Nominal Logistic Regression, Binary Logistic Regression, Ordinal Logistic Regression,
Neural Network, Binary SVM, and Gradient Boosting model. The Gradient Boosting
algorithm with two-level-deep trees produced the best results among predictive methods,
achieving 54% accuracy. While there are similarities in predicting the NPS, unlike our
study, this mentioned article doesn’t relate to best practices in processes.

In a second study titled "Prediction of Customer Transactional Net Promoter
Score (tNPS) Using Machine Learning" (Kannan et al., 2022), the author utilized multiple
attributes originating from complaints of customers of a telecommunication company and
applied five different machine learning algorithms to predict their tNPS: Decision Tree,
Random Forest, Gradient Boosted Trees, Logistic Regression, and Multilayer Perceptron
Neural Network. In this study, the Multilayer Perceptron Neural Network performed the
best compared to the rest. This also differs from what is being proposed in our study, as
the data has no relation with a software development team applying best practices.

Another study titled "Relationship between the Net Promoter Score and the Key
Performance Indicators using machine learning techniques" (Huygevoort, 2021) aimed to
explore the relationship between the NPS and the Key Performance Indicators (KPIs) of
a particular company. The research focused on KPIs relevant to their business, such as
service level, on-time delivery, transport punctuality, and quality assurance, to assess their
impact on NPS. Machine learning algorithms, including Linear Regression, Support Vector
Regression, Decision Trees, and Random Forest, were utilized in the analysis. The findings
revealed no relevant relationship between the NPS and the KPIs used by the company.
Although this study shares some similarities with the research presented in this paper, the
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features examined are distinct. The mentioned study focused on KPIs, whereas this study
investigates the influence of best practices in software development on NPS.

In the book "Accelerate: Building and scaling high performing technology organiza-
tions" (Forsgren; Humble; Kim, 2018), Nicole Forsgren, Jez Humble, and Gene Kim used
snowball sampling to gather data from responders at various companies in the software
industry. The survey included questions about software development practices, such as
DevOps. The authors then conducted correlation tests and classification methods. The
study found that some of these practices have a measurable impact on organizational
performance. Unlike the study reported in the book, in this paper’s study the data from
the best practices survey is verified with evidence provided by the responders. This ap-
proach is believed to result in more accurate information compared to relying solely on
respondents’ answers. On the other hand, the amount of information evaluated in this
paper is relatively smaller than the data collected by the authors of the book. Apart from
that, the fundamental difference is that while the book focuses on classifying companies
into performance groups, this study aims to predict customer satisfaction levels using the
NPS.

2.2 AI algorithms used in this study

Time series applies to a wide range of use cases where the main interest is forecasting
the future. Although traditional time series algorithms have been applied to problems
such as stock data and weather patterns, literally any data that varies over time can be
analyzed using time series methods (Nielsen, 2020). The Chapter 3 explains that data is
collected regularly at fixed intervals, suggesting that time series forecasting algorithms
could be a good fit for this problem.

For this study, five artificial intelligence algorithms were chosen: two tree-based
algorithms, Random Forest (RF) (Biau; Scornet, 2016) and Extreme Gradient Boosting
(XGB) (Wang; Guo, 2020); a modification of linear regression, Least Absolute Shrinkage
and Selection Operator (LASSO) (Ranstam; Cook, 2018); a widely used algorithm for
time series problems, Autoregressive Integrated Moving Average (ARIMA) (Siami-Namini;
Tavakoli; Namin, 2018); and a recurrent neural network, Long Short-Term Memory (LSTM)
(Siami-Namini; Tavakoli; Namin, 2018).
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3 METHODOLOGY

This chapter describes the methodology employed in this study.

3.1 Understanding the data sources

This research will use data from ten agile teams at the Japanese company MTI
Ltd (MTI, 1996). The data is sourced from a questionnaire covering tens of best practices
that the teams have been required to respond to regularly since mid-2021. For each best
practice, team members answer "yes" (1) if it is followed, or "no" (0) if it is not. The best
practices in this survey are part of MTI Ltd.’s proprietary CMMI5-like framework.

The target variable is the variable that an AI study aims to predict. In this study,
the target variable is the Net Promoter Score (NPS). First introduced by Frederick F.
Reichheld, NPS has since become widely used across various industries worldwide. The
methodology involves asking the question:

"How likely is it that you would recommend our company to a friend or colleague?"

The responses are then grouped into three categories according to a 0 to 10 rating
scale:

• "Promoters" (rating of 9–10, extremely likely to recommend)

• "Passively satisfied" (rating of 7–8)

• "Detractors" (rating of 0–6, extremely unlikely to recommend)

Next, by subtracting the percentage of detractors from the percentage of promoters,
a number ranging from -100 to +100 is obtained. Companies with exceptional customer
loyalty typically achieve NPS of 75% or higher. (Reichheld, 2003).

The NPS scores have also been collected from all agile teams’ customers at MTI
Ltd. since mid-2020. In this study, the best practices survey data and NPS data will be
combined into a single data source for further application of AI algorithms.

3.2 Approach utilized in this study

The process summarized below consists of a four-step approach utilized in this
study. It will enable the preparation of the data and a deep understanding of the features
and the target variable, ensuring that the AI algorithms can be implemented based on a
high-quality dataset:
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1. Data preprocessing and transformation: Firstly, a series of preprocessing and
transformation techniques will be applied to prepare the dataset.

2. Exploratory data analysis (EDA): An exploratory analysis of the dataset will
be conducted to uncover potential insights into the dataset. During this analysis, the
features that will make up the training dataset for the further step will be selected.

3. Implementation of different types of AI algorithms: Different types of super-
vised AI algorithms will be used to predict client satisfaction (NPS) based on the
best practices followed by software development teams as exogenous variables.

4. Performance analysis and comparison: The efficacy of different AI algorithms
will be compared to determine the most suitable approach for the proposed problem.

A diagram illustrating this methodology can be found in Figure 1.

Figure 1 – Research methodology followed in this study.

In the following sections, the details of the practical implementation of AI algorithms
are explained and demonstrated using a Python Jupyter Notebook (Jupyter, 2011). The
complete source code is available on the author’s GitHub page (Bertonha, 2024).

3.3 Data preprocessing and transformation

The data for this study comes from two sources that need to be combined: best
practices survey data (subsection 3.3.1) and NPS data (subsection 3.3.2). Both sources
contain sensitive information that must be anonymized. In this study, a third data source
will be created by combining both datasets (subsection 3.3.3).

This section explains the initial steps for data processing and transformation. It
describes how the data was prepared to be ready for the next stages of the study.



33

3.3.1 Best practices survey dataset preparation.

The best practices survey data is available in a CSV file exported from an SQL
Server database (Microsoft, 2024b). The data structure is as follows:

project | date | practice | evaluation

• project: The project name (sensitive information, to be anonymized).

• date: The date the survey was responded to by project members.

• practice: Contain the statement of one best practice. These statements are con-
sidered sensitive information, so the exact content of the statements will not be
disclosed in this study.

• evaluation: Contain the answer recorded as "1" (yes) or "0" (no).

The dataframe is shown in Figure 2. Please note that in the following figures, the
project names and practice statements have been blurred due to their private and sensitive
nature.

Figure 2 – Best practices survey dataframe, constructed from a CSV file exported from
an SQL Server database.

The practice statements are replaced by generic identifiers: "practice1", "practice2",
..., "practiceN". The resulting dataframe is shown in Figure 3.

The data source also contains some duplicated information because some teams
may have responded multiple times within the same month. To keep the data consistent,
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Figure 3 – Best practices survey dataframe with anonymized practices.

only one response per month will be considered. The total row count is reduced after the
deletion:

Before deletion: 58327

After deletion: 49058

As the next step, it is necessary to pivot the table so that the answers indicating
whether the teams follow a certain practice become columns. This is a preparation step
for the dataset to ensure it has the ideal shape for working with time series problems.

Current data format:

project | date | practice | evaluation

Target data format:

project | date | practice1 | practice2 | ... | practiceN

The resulting dataframe after the pivot operation is shown in Figure 4.

The dataset is now compatible with the expected shape for time series problems.
However, there are still some NaN values because not all teams answered all the questions.
In this study, all unanswered survey questions will be treated as "No" (binary, 0).

3.3.2 NPS survey dataset preparation

The NPS information was collected using Microsoft Forms (Microsoft, 2024a).
Microsoft Forms has a feature that allows exporting all the responses as an Excel file,
which can then be saved as a CSV file.
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Figure 4 – Best practices survey dataframe with pivoted table.

The data is structured as follows:

project | date | nps

• project: The project name (sensitive information, to be anonymized).

• date: The date the NPS survey was responded to.

• nps: The Net Promoter Score for the project on the given date, ranging from -100
to +100.

The dataframe with the data structure described above is shown in Figure 5.

Figure 5 – NPS dataframe, constructed from a CSV file obtained from Microsoft Forms.



36

The dataframe contains duplicate entries because some teams may have submitted
the NPS survey multiple times within the same month. In this study, only one response
per month will be considered as the time series frequency. The dataframe is cleaned to
ensure that only one entry exists for each month.

Another point to be considered is the start date and end date of the time series
to be used in this study. Although the NPS survey has been conducted since early 2020,
the best practices survey only started in mid-2021. Based on that, this study will only
consider NPS data from mid-2021 onwards. The NPS measurements prior to June 2021
will be deleted.

Additionally, some projects started and ended in a very short period, having only a
few entries in the survey. In this study, the data for these short-term projects will not be
considered and will be removed from the dataframe. The resulting dataframe after these
cleaning operations is shown in Figure 6.

Figure 6 – Net promoter score dataframe cleaned up.

When plotting the NPS time series on a chart, it is possible to visualize how it
changes over time in Figure 7. It is also apparent that some time series are incomplete.

The NPS measurements are taken every 3 months, while the best practices survey
is conducted at least once a month. To align the timing between these two data sources,
the time series needs to be adjusted to a monthly frequency. This adjustment will create
gaps in the NPS data, leading to null values. To fill these gaps, in this study the
DataFrame.interpolate method is used, which estimates the missing values by
creating a linear progression between the known data points before and after the gaps.
This process is illustrated in Figure 8.
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Figure 7 – Net promoter score time series. Some are incomplete.

Figure 8 – Example: approach used to fill the gaps in the time series.

By plotting the NPS time series on a chart again, it is possible to visualize in
Figure 9 how it changes over time. The incomplete time series are no longer present.

3.3.3 Combination of best practices survey and NPS data into a single dataset

The best practices survey data will be used as exogenous features, while the NPS
data is the target field to be predicted. For that reason, the NPS and best practices survey
data need to be combined into a single CSV file. This combined file will be imported in a
dataframe and used in the next stage of the study. The combined dataset is obtained by
merging the NPS and best practices digested datasets. Even after this operation, there will
still be some project evaluations missing for some months in the time series. The missing
data was filled using the bfill and ffill methods. The bfill method fills missing
values with the first value found that comes after the missing value in the time series,
while the ffill method fills missing values with the last value found before the missing
value in the time series.
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Figure 9 – NPS time series. The incomplete time series are no longer present.

In the next steps, the columns that contain only "0" are deleted, as they are not
useful as features for training purposes. The dataframe containing both the NPS and best
practices survey data is now structured as follows:

project | date | nps | practice1 | practice2 | practice3 | ... | practiceN

The resulting dataframe is shown in Figure 10.

Figure 10 – Dataframe containing NPS and best practices survey data.

The project names are also considered sensitive information and need to be
anonymized. The anonymization process followed the same approach used for the practices
in subsection 3.3.1. The real project names are replaced by identifiers following the pattern
"Project1", "Project2", ..., "ProjectN". The resulting dataframe after the anonymization
process can be observed in Figure 11.



39

Figure 11 – Dataframe containing NPS and best practices survey data, with anonymized
project names.

3.4 Exploratory data analysis (EDA)

During the exploratory data analysis, various charts are used to examine the
dataframe. These visualizations are important for understanding the composition of the
NPS and features. By analyzing the data, key insights can be gained, guiding the selection
of the most relevant features for this study based on the patterns and relationships
observed.

3.4.1 NPS time series analysis

A chart showing the NPS scores in chronological order is plotted. This helps to
visualize how the NPS changes over time for each project. The results are shown in the
Figure 12.

To analyze the distribution of NPS values, the histogram chart can be used. This
type of chart allows for a visual representation of how NPS scores are spread across different
ranges, helping to identify trends in the data. The histogram chart can be visualized in
Figure 13

Box plot charts are also used to understand the distribution of NPS for each project
by month. The boxplot chart in Figure 14 reveals that the medians show an increasing
trend until around March 2024, after which it starts to decline. Additionally, the 25th
percentile is concentrated in November and December 2022. From May 2023 onwards,
there is an outlier with a negative NPS value.
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Figure 12 – Time series showing how the NPS score evolves over time.

Figure 13 – Histogram chart showing the distribution of NPS.

3.4.2 Exogenous features analysis and selection

Another analysis was performed to examine the correlation between the features
(best practices survey responses) and the NPS score. This step will guide the next part of
the study, ensuring that the features that appear to have the strongest correlation with
the NPS score are selected for use in the implementation of AI algorithms. The result of
this analysis is shown in the picture Figure 15

Pearson Correlation is a statistical method that quantifies the relationship between
two data sets by comparing their attributes and producing a score ranging from -1 to +1
(Yan, 2022). Pearson Correlation formula is given by:
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Figure 14 – Boxplot NPS distribution over months.

R(y, ŷ) =
∑N−1

i=0 ((yi − mean(y)) ∗ (ŷi − mean(ŷ)))√∑N−1
i=0 (yi − mean(y))2 ∗

√∑N−1
i=0 (ŷi − mean(ŷ))2

By analysing the correlation heatmap matrix using Pearson Correlation, it is
possible to see that some best practices are highly correlated between eachother.

The most important information is the correlation between the target attribute to
be predicted (NPS) and the other exogenous features (practices), which can be observed
in the first column and in the first row of the matrix.

The dataset contains many features, and to enhance its relevance, it’s important
to select those that contribute most effectively to the outcome. Correlation-based Feature
Selection (CFS) is a technique designed to identify subsets of features that show high cor-
relation with the target variable while maintaining low inter-correlation among themselves.
The purpose of this approach is to select a feature subset that offers the most valuable
information about the target variable while reducing redundancy (Gopika; M.E., 2018).

The features that are most correlated with the NPS are ranked in the chart in
Figure 16. A new heatmap matrix containing only the highly correlated features is displayed
in a chart in Figure 17.

The next step is to select among those features the ones that are less correlated
with each other. Only the features with a correlation lower than 0.6 are selected. The
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Figure 15 – Heatmap matrix using Pearson correlation to calculate the correlation between
each feature.

resulting dataframe after the initial feature selection is shown in Figure 18.

Calculating the Variance Inflation Factor (VIF) helps to address multicollinearity
among features. VIF measures the severity of multicollinearity in regression analysis
(Akinwande; Dikko; Samson, 2015). The VIF is computed for the dataframe to identify
and remove rank-deficient features. As shown in Figure 19, "practice37" has a VIF greater
than 5 and will therefore be removed from the dataframe.

Another exploratory analysis involves visualizing the total count of ’Yes’ (1) and
’No’ (0) responses in the best practices survey. The chart is shown in Figure 20.

To ensure better feature variability and avoid rank-deficient features, this study
will remove features that have fewer than 50 samples with a value of 1. The final dataframe
used for model training is shown in Figure 21.

The final practices selected as exogenous features for implementing the AI algo-
rithms in the next section are: "practice25", "practice146", "practice81", and "practice271".
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Figure 16 – A chart displaying the features that are highly correlated with the NPS.

Figure 17 – Correlation heatmap matrix considering the relevant features.

3.5 Implementation of AI algorithms

In the Chapter 2, the AI algorithms chosen for this study were introduced. In the
section 3.3 and section 3.4, the dataset was prepared and as a result, a combined dataset
including best practices survey responses and net promoter scores is ready for use with AI
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Figure 18 – Resulting dataframe containing only the selected features with a correlation
of 0.6 or lower.

Figure 19 – Variance Inflation Factor for each feature. The feature "practice37" will be
removed because it has a VIF greater than 5.

algorithms. This section explains how the AI algorithms were implemented in practice
based on the processed dataset.

The framework used in this study requires the target attribute (nps), date (date),
and identifiers (project) to be renamed as y, ds, and unique_id, respectively. The
Figure 22 shows the resulting dataframe with the renamed columns.
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Figure 20 – Count of 0s and 1s for each exogenous feature.

Figure 21 – Final resulting dataframe with selected features.

3.5.1 Splitting the dataframe into training and testing sets

The time series contains data from June 2021 to June 2024, with a total of 370
rows. In a time series problem, the dataset is typically split based on a cutoff date. The
portion of the time series before the cutoff date forms the training set, while the portion
after the cutoff date forms the testing set. In this study, November 2023 will be used as
the cutoff date for the split. The larger part will be used for training, while the smaller
part will be used to test the performance of the models. The resulting training and testing
datasets contain 290 and 80 rows, respectively, representing approximately 78% and 22%
of the data. The complete time series and its division into training and test sets can be
visualized in the Figure 23
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Figure 22 – Final resulting dataframe with the renamed columns.

Figure 23 – Complete time series and its division into training and test.

3.5.2 Implementation

In this section, the AI algorithms introduced in section 2.2 are implemented using
Python libraries.
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Regressor Parameter Description Value
random_state Random number seed. 0Random Forest n_estimators Number of trees in the forest. 100
random_state Random number seed. 0Extreme Gradient Boosting n_estimators Number of gradient boosting

trees in the forest.
100

alpha Constant that multiplies the L1
term, controlling regularization
strength.

0.1

LASSO max_iter The maximum number of iter-
ations.

10000

Table 1 – Regressors parameters used in this study.

3.5.2.1 Random Forest (RF), Extreme Gradient Boosting (XGBoost) and Least Absolute
Shrinkage and Selection Operator (LASSO):

In this experiment, a framework called mlforecast will be used.

mlforecast is a framework designed for time series forecasting with machine
learning models, allowing scalability to handle large datasets (mlforecast, 2024). The
mlforecast framework supports regressors that follow the scikit-learn API (learn, 2024).
In the next part, three AI algorithms based on the scikit-learn API will be implemented:
Random Forest, XGBoost, and LASSO. The relevant parameters for each model, along
with the values that demonstrated the best results in this study, are described in the
Table 1.

In addition to the pipeline of models, the mlforecast library offers several
parameters that simplify working with time series. The library automatically considers
the unique_id column as the identifier field to distinguish the multiple time series, the
ds column as the date of the measurement, and the y column as the target value to be
predicted. The details about the parameters are described in Table 2.

The results are saved in a dataframe, which includes columns with predictions from
RF, XGB, and LASSO, along with the actual values ("y" column).

3.5.2.2 Autoregressive Integrated Moving Average (ARIMA)

In this study, a framework called StatsForecast was used. StatsForecast
offers a collection of widely used univariate time series forecasting models, including
AutoARIMA (NIXTLA, 2024b). In the AutoARIMA implementation, the best ARIMA
model is automatically selected using an information criterion.

In this experiment, the default parameters of AutoARIMA were used without any
customizations.
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Parameter Type Default Details Value used in this
study

models Union Models that will be trained
and used to compute the
forecasts.

Pipeline of RF, XGB,
Lasso regressors.

freq Union Pandas offset, pandas off-
set alias, e.g. ‘D’, ‘W-THU’
or integer denoting the fre-
quency of the series.

’MS’ (Monthly data)

lags Optional None Lags of the target to use as
features.

[1,2] (Use last 2 mea-
surements as features)

lag_trans-
forms

Optional None Mapping of target lags to
their transformations.

date_fea-
tures

Optional None Features computed from the
dates. Can be pandas date
attributes or functions that
will take the dates as input.

[]

num_threads int 1 Number of threads to use
when computing the fea-
tures.

target_trans-
forms

Optional None Transformations that will be
applied to the target before
computing the features and
restored after the forecasting
step.

lag_trans-
forms_namer

Optional None Function that takes a trans-
formation (either function or
class), a lag and extra argu-
ments and produces a name.

Table 2 – Parameters from the mlforescast framework.

The results are saved in a dataframe, which includes columns with predictions from
RF, XGB, LASSO, and AutoARIMA, along with the actual values ("y" column).

3.5.2.3 Long Short-Term Memory (LSTM)

The final model implemented in this study is LSTM. A framework called NeuralForecast
was used for this purpose. NeuralForecast offers a wide range of neural forecasting
models, focusing on performance and usability. The models include classic networks like
RNNs, as well as LSTM, which is used in this study (NIXTLA, 2024a). The parameters
utilized in the LSTM model are described in Table 3. The parameters were chosen through
a series of experiments in which each parameter was individually adjusted, either increased
or decreased. The combination of parameters that produced the best results were then
selected for the final model.
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Parameter Type Default Details Value used in this
study

h int Forecast horizon. 8 (length of the list used
for test)

loss PyTorch
module

Instantiated train loss
class from losses collec-
tion.

DistributionLoss(
distribution=
’Normal’, level=[90])

max_steps int 1000 Maximum number of
training steps.

14500

encoder_-
n_layers

int 2 Number of layers for
the LSTM.

3

encoder_-
hidden_-
size

int 200 Units for the LSTM’s
hidden state size.

100

context_-
size

int 10 Size of context vec-
tor for each timestamp
on the forecasting win-
dow.

1

decoder_-
hidden_-
size

int 200 Size of hidden layer for
the MLP decoder.

100

decoder_-
layers

int 2 Number of layers for
the MLP decoder.

3

learning_-
rate

float 1e-3 Learning rate between
(0, 1).

1e-5

scaler_-
type

string ‘robust’ Type of scaler for tem-
poral inputs normal-
ization see temporal
scalers.

’standard’

futr_-
exog_list

string list Future exogenous
columns.

relevant_columns
(List of best practices)

Table 3 – Parameters utilized in the LSTM.
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The dataframe containing the results of all the experiments is displayed in Figure 24.
It includes columns with predictions from RF, XGB, LASSO, AutoARIMA, and LSTM,
as well as the actual values ("y" column) from the test dataframe.

Figure 24 – Dataframe containing predictions from all implemented models.

3.6 Repeating the experiment after removing the exogenous features

The same AI algorithms are retrained, but this time excluding the four practices
from the dataframe that were used as exogenous features. The objective is to determine
whether these exogenous features positively influence the performance of the AI models.

The resulting dataframe, shown in Figure 25, includes columns with predictions
from RF, XGB, LASSO, AutoARIMA, and LSTM, as well as the actual values ("y" column)
from the test dataframe.
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Figure 25 – Dataframe containing the predicted values for all the implemented models
without the exogenous features.
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4 EXPERIMENTAL EVALUATION

In this chapter, the approach for evaluating the accuracy of the forecasting models
implemented in the Chapter 3 will be introduced. This will be followed by a comparison
of all the implemented models, enabling analysis and further conclusions.

4.1 Evaluating forecasting model accuracy

There are many metrics available to evaluate the accuracy of AI models, including
Mean Absolute Error (MAE), Mean Squared Error (MSE), Root Mean Squared Error
(RMSE), Mean Absolute Percentage Error (MAPE), and Symmetric Mean Absolute
Percentage Error (sMAPE). Each metric’s calculation approach was assessed to determine
the most suitable option for the context of this study.

4.1.1 Mean absolute error (MAE)

MAE measures the average absolute difference between predicted values and actual
target values (Shcherbakov et al., 2013). This methodology gives equal weight to all errors,
regardless of their magnitude. These characteristics make MAE suitable for our case study,
as from the NPS perspective, it does not matter whether the values were underestimated
or overestimated.

The formula for MAE is:

MAE(y, ŷ) =
∑N−1

i=0 |yi − ŷi|
N

4.1.2 Mean squared error (MSE)

MSE also measures the average difference between predicted values and actual
target values, but it amplifies the error by using the squared difference instead of the
absolute difference (Shcherbakov et al., 2013).

The formula for MSE is:

MSE(y, ŷ) =
∑N−1

i=0 (yi − ŷi)2

N

It is known that if the dataset contains outliers, MSE may not provide accurate
insights. From Figure 14, we observed some outliers; therefore, MSE will not be considered
to evaluate the accuracy of our models in this study.
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4.1.3 Root mean squared error (RMSE)

RMSE measures the square root of the average squared difference between predicted
values and actual target values (Shcherbakov et al., 2013). Like MSE, RMSE gives increased
weight to larger errors due to the squaring operation, making it more sensitive to outliers
(Hutapea, 2016).

The formula for RMSE is:

RMSE(y, ŷ) =
√∑N−1

i=0 (yi − ŷi)2

N

It is known that if the dataset contains outliers, RMSE may not provide accurate
insights. However, since the unit of RMSE is the same as the target value (NPS), it remains
highly interpretable. Therefore, this metric will be considered to evaluate the models in
this study.

4.1.4 Mean absolute percentage error (MAPE)

MAPE is a metric used to evaluate the accuracy of forecasting methods by cal-
culating the average absolute percentage difference between each predicted value and
the actual target value (Shcherbakov et al., 2013). While MAPE is generally effective,
it cannot be used with datasets that contain zero values. When the actual value is zero,
the denominator in the MAPE formula becomes zero, leading to a division by zero and
resulting in undefined values.

The formula for MAPE is:

MAPE(y, ŷ) = 100
N

N−1∑
i=0

yi − ŷi

yi

.

It is known that if the dataset contains NPS scores with zeros, it will lead to the
division-by-zero problem described above (NPS ranges from -100 to +100). Therefore, this
metric will not be calculated in this study.

4.1.5 Symmetric mean absolute percentage error (sMAPE)

sMAPE is another popular method in time series analysis. sMAPE is calculated as
the average of the absolute percentage error between the predicted and actual values, with
each error weighted by the sum of the absolute values of both the actual and predicted
values (Shcherbakov et al., 2013). The result of sMAPE is a percentage, where values
close to 0 indicate better accuracy. This makes sMAPE highly interpretable and does not
require deep knowledge of the problem domain. Additionally, sMAPE addresses some of
the limitations of MAPE, particularly by using a symmetric formula that helps mitigate
issues related to division by zero.
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Calculated in
this study

Used as
evaluation

criteria
MAE ✓ ✓
MSE ✓
RMSE ✓ ✓
MAPE
sMAPE ✓ ✓

Table 4 – Summary of the metrics considered in this study.

The formula for sMAPE is:

sMAPE(y, ŷ) = 100
N

N−1∑
i=0

|yi − ŷi|
|yi| + |ŷi|

Given the characteristics of sMAPE, it will be the primary method used in this
study to evaluate the accuracy of the implemented models.

4.2 Calculating evaluation metrics

The Table 4 summarizes the metrics selected to evaluate the accuracy of the models
implemented in this study.

The selected metrics are then calculated for each model implemented in this study,
and the results are saved in a dataframe. The resulting dataframe is displayed in the
Figure 26.

Figure 26 – Dataframe containing the calculated metrics for each model.

The metrics are displayed in a bar chart in Figure 27 for better visualization and
interpretation of the results. The actual NPS scores from the test dataframe are then
compared with the predicted values from each model for each project in Figure 28. A
scatter plot is created in Figure 29 to compare actual values with predicted values for each
model, helping to understand the dispersion of the predictions.
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Figure 27 – Bar chart containing all the metrics for comparison.

A second scatter plot is created to show residuals, calculated by the differences
between predicted and actual values. This plot helps identify patterns in the residuals that
might suggest model bias or changing variability. The chart can be visualized in Figure 30.

4.3 Comparing accuracy of models with and without exogenous features

The accuracy results for the retrained models without the exogenous features are
displayed in Figure 31. A chart is plotted to compare the results of the metrics for both
approaches (considering the exogenous features and excluding them) in Figure 32.
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Figure 28 – Timeseries of predicted vs actual.
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Figure 29 – Scatter plot comparing predicted vs actual values.



59

Figure 30 – Residuals charts.

Figure 31 – Calculated metrics considering the retrained models without the exogenous
features.
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Figure 32 – Calculated metrics considering the retrained models without the exogenous
features.
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5 CONCLUSIONS

This chapter contains the conclusion of this study by analyzing the results obtained
from the experimental evaluation. It also highlights the study’s limitations, suggesting
possible directions for further research in this field.

5.1 Answering the key questions

In the Chapter 1, this study presented two key questions that technical managers
of software development teams may face. The study aimed to address these questions
through the proposed methodology and experimental evaluation:

• Q1 "Is it possible to predict the level of client satisfaction based on the best practices
followed by the teams?".

• Q2 "Which best practices have a more direct impact on achieving a high level of
satisfaction?".

To answer Q1, it’s necessary to evaluate the metrics to see if they meet satisfactory
standards. So, what makes an accuracy metric satisfactory? The sMAPE values range
from 0% to 100%. A value of 0% means the predictions exactly match the actual values,
while 100% means they are a very unsatisfactory fit.

In this study, the XGB, RF, and LSTM models performed well, with sMAPE
values below 20%, which is considered satisfactory. On the other hand, the LASSO and
AutoARIMA models had sMAPE values above 20%, indicating less favorable performance.

The MAE is measured in the same units as the predicted target. For XGB, RF,
and LSTM, the MAE was around 9 NPS points, which is a relatively small deviation given
that the NPS scale ranges from -100 to 100.

RMSE is also in the same units as the predicted variable (NPS). It resulted in
around 16 units for LSTM and RF and 17 units for LASSO.

The experiment in section 3.6 and the results shown in section 4.3 demonstrated
that the RF, XGB, and LSTM models performed relatively better when trained with the
exogenous features compared to when these features were excluded.

In conclusion, XGB, RF, and LSTM effectively predicted NPS based on best
practices, providing a positive answer to Q1.

Regarding Q2, this has been addressed during the subsection 3.4.2. Pearson corre-
lations were analyzed to identify the features most strongly correlated with the NPS. The
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top features, ranked in order of correlation, are: "practice25", "practice37", "practice146",
"practice285", "practice81", "practice38", "practice265", "practice71", "practice7", "prac-
tice271", and "practice156". Note that detailed descriptions of these software development
practices are not provided in this study due to confidentiality of this information.

5.2 Reviewing the initial objectives and results

In addition to addressing the two key questions, the Chapter 1 also established
two main objectives:

• O1 Conduct an exploratory data analysis on a dataset that includes information
collected from various software development teams.

• O2 Utilize and implement Artificial Intelligence algorithms to create models capable
of predicting client satisfaction levels (NPS) based on the best practices followed by
software development teams.

In section 3.4, exploratory data analysis was performed, providing valuable insights
into the dataset. This analysis helped in understanding the data structure and guided key
decisions, such as the selection of exogenous features. This work accomplished O1.

Additionally, in subsection 3.5.2 of the same chapter, five artificial intelligence
algorithms were applied to train models for predicting client satisfaction levels. Some best
practices were used as exogenous features in these models. Out of the five models, three
achieved satisfactory results, as detailed in this section. This satisfies O2.

Based on these results, both objectives O1 and O2 can be considered successfully
achieved.

5.3 Final remarks, limitations, and future improvements

This study successfully addressed the two key questions and achieved the two
primary objectives outlined in Chapter 1. However, it is essential to acknowledge limitations,
which can drive future work and improvements. The limitations identified are outlined
below:

• Dataset size: The dataset utilized in this study is relatively small. Even though it
includes data from three years, the final dataset contained only 290 rows for training
and 80 rows for validation, a larger dataset could potentially produce models with
better performance and generalization capability.

• Data gaps and inconsistencies: The dataset had significant parts of missing data,
and the frequency of NPS collection did not align with the timing of best practices
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surveys. This mismatch resulted in time gaps that had to be filled artificially, which
may have affected the model’s accuracy.

• Limited project continuity: The number of projects that consistently applied
best practices over the three years was low, which restricted the scope of the time
series analysis to only ten projects.

• Prediction approach: The models were trained to predict the final NPS score,
which ranges from -100 to +100. An alternative approach could be predicting the
raw numbers of promoters, neutrals, and detractors, which might produce more fine
insights.

• Feature selection: Features were selected based on Pearson correlation. Future
work could explore other correlation algorithms to see if they could deliver better
results.

• Correlation does not imply causation: Further investigations, such as conducting
a controlled study, are necessary to determine causality between the practices and
NPS.

Despite these limitations, the results of this study are promising. The insights
gained here could be further refined and validated with additional data, potentially leading
to more robust models. In conclusion, this study has provided valuable insights into the
practices that are most relevant for achieving high customer satisfaction, and it represents
a good foundation for future research in this area.
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