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RESUMO

FALCAO, S. C. S. Analise exploratéria de dados de SOC (Security Operation Center)
utilizando KNN e arvore de decisido para gerar insights. 2024. 52 f. Trabalho de conclusao
de curso (MBA em Inteligéncia Artificial e Big Data) — Instituto de Ciéncias Matematicas e de
Computacao, Universidade de Sao Paulo, Sao Carlos, 2024.

Este trabalho consiste na anélise exploratéria dos algoritmos K-Nearest Neighbors (KNN) e da
arvore de decisdo aplicadas ao dataset UNSW-NB15 criado com o objetivo de simular
atividades normais e comportamentos de ataque contemporaneos em trafego de rede, visando
representar o ambiente de um Security Operations Center (SOC). O objetivo deste estudo ¢
perceber através da investigacdo do dataset a consisténcia dos dados e implementagao dos
modelos com o propoésito de identificar o mais adequado para a classificagdo de falsos positivos
e falsos negativos, informacodes relevantes para a operagao de um SOC. Para a realizagdo desta
andlise foram utilizados bibliotecas especificas do Python com foco em machine learning, tais
como Pandas, Matsploit, Ski-Learn, o cddigo foi desenvolvido na plataforma do collab do
Google, que permitiu a inser¢do textos explicativos combinando com os codigos para facilitar
a compreensdo do processo. Foram selecionados algumas features e os datasets separados em
treinamento e teste para que pudesse analisar a performance do modelo e foram aplicados a dois
datasets: um conjunto de treinamento, UNSW NBI15 training-set.csv, com 175.341 registros,
e um conjunto de teste, UNSW _NBI15 testing-set.csv, com 82.332 registros, divididos em
70/30 para training e testing, respectivamente. Para explorar os modelos foram realizados
experimentos com variacdo de pardmetros em ambos os modelos. A performance dos modelos
foram satisfatorias no modo geral.

Palavras-chave: inteligéncia artificial; security operation center; KNN; arvore de decisdo.r



ABSTRACT

FALCAO, S. C. S. Analise exploratéria de dados de SOC (Security Operation Center)
utilizando KNN e arvore de decisao para gerar insights. 2024. 52 f. Trabalho de conclusao
de curso (MBA em Inteligéncia Artificial e Big Data) — Instituto de Ciéncias Matematicas e de
Computacao, Universidade de Sao Paulo, Sao Carlos, 2024.

This work consists of the exploratory analysis of the K-Nearest Neighbors (KNN) algorithms
and the decision tree applied to the UNSW-NBI15 dataset created with the objective of
simulating normal activities and contemporary attack behaviors in network traffic, aiming to
represent the environment of a Security Operations Center (SOC). The objective of this study
is to understand, through investigation of the dataset, the consistency of the data and
implementation of the models with the purpose of identifying the most appropriate one for the
classification of false positives and false negatives, information relevant to the operation of a
SOC. To carry out this analysis, specific Python libraries focused on machine learning were
used, such as Pandas, Matsploit, Ski-Learn, the code was developed on the Google collab
platform, which allowed the insertion of explanatory texts combining with the codes to facilitate
understanding the process. Some features were selected and the datasets separated into training
and testing so that the model's performance could be analyzed and applied to two datasets: a
training set, UNSW NBIS5 training-set.csv, with 175,341 records, and a test set,
UNSW _NBIS5 testing- set.csv, with 82,332 records, divided 70/30 for training and testing,
respectively. To explore the models, experiments were carried out with parameter variation in
both models. The performance of the models was generally satisfactory.

Keywords: artificial inteligence; security operation center; KNN; decision tree.
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1. INTRODUCAO

O objetivo principal da seguranca da informacdo ¢ assegurar aos dados, sistemas e
recursos de uma organizacdo ou individuo prote¢do contra acessos ndo autorizados, uso
indevido, alteracdo ndo autorizada, destruicdo acidental ou intencional, e garantir a

disponibilidade dos recursos.

A abordagem contextual para seguranca da informagao refere-se as préaticas, politicas e
tecnologias projetadas que visam contribuir para a protecdo da confidencialidade, da
integridade e da disponibilidade das informacdes, os pilares da seguranga da informagao, que
representam respectivamente a maneira de garantir que apenas pessoas autorizadas possam ter
acessos as informagoes, implantando controles de acessos e medidas de protecdo; assegurar que
a informacao permanega precisa, completa e integra, sem a alteracao nao autorizada e garantir

que as informagdes estejam disponiveis quando necessarias.

Levando em consideragdo o ambiente digital contemporaneo, o cendrio dinamico pos-
pandemia e o crescimento de inumeras ameacas ¢ desafios intrinsecos a esses ambientes, a
seguranca da informagdo representa uma preocupagdo extremamente relevante para as
organizagdes exigindo atencdo constante as inovagdes tecnoldgicas, pois a seguranca da
informagdo ¢ essencial para garantir a privacidade e prote¢do dos dados, prevenir e mitigar
ameacas cibernéticas, garantir a continuidade dos negdcios, manter relacao de confianga entre
clientes quando eles acreditam que suas informagdes estdo seguras, proteger a propriedade

intelectual permitindo a inovagao segura, entre outras.

A segurancga da informag¢ao ndo limita-se a prevencao, mas também inclui a capacidade
de adaptacdo e recuperagdo de incidentes cibernéticos, e a utilizacdo de tecnologias como
inteligéncia artificial (IA) e machine learning (ML) para deteccdo de ameagas podem ser
diferenciais significativos. Essas tecnologias contribuem para a identificagdo padrdes e ameagas

emergentes de maneira rapida e eficiente. (DE OLIVEIRA, 2023)

A inteligéncia artificial refere-se a capacidade de um sistema ou maquina realizar tarefas
que normalmente exigiriam inteligéncia humana, como aprendizado, raciocinio,
resolugdo de problemas, compreensdo de linguagem natural, percepgdo visual,
reconhecimento de padrdes e tomada de decisdes. (RUSSEL e NORVIG, 2003).
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De acordo com Deep (2018), constantemente surgem novos ataques e a descoberta de
novas vulnerabilidades, esses fatores exigem que seguranca seja combinada com métodos mais
proativos para se manter a frente e agir com eficiéncia e eficacia. Ja em Karatas (2018), os
Centros de Operagdes de Seguranca (SOC, do inglés, Security Operation Centers) atuam nas
acOes de andlise, e o analista tem a responsabilidade de avaliar esses dados e seus
comportamentos, visando buscar comportamentos suspeitos. Milhares de registros revisados,
precisam de filtros e correlacao de dados, destacando descobertas importantes para analistas.
Nesse contexto uso da Inteligéncia Artificial (IA) em problemas deste tipo alcangou resultados

promissores.

Segundo Valente (2022) os sistemas de seguranga baseados em Al / ML, demonstraram
a capacidade de criar automaticamente perfis de comportamento, orquestrar e automatizar
respostas a incidentes, além de detectar num elevado quantitativo de dados atividades andmalas,
deteccao de malware em tempo real, inclusive interagindo com outras ferramentas de seguranca
permitindo reduzir os incidentes, resultando em menos eventos para o analista atuar e reduzindo

significativamente os falsos positivos.

Conforme explana XIN et al, 2017, ainda ndo hd um método mais eficaz de detec¢ao de
intrusdo estabelecido, e para a analise do seu artigo foram testados os algoritmos de ML (KNN,
SVM, Decision Tree e Bayes), e em Deep Learning (DBM, CNN e LSTM), e eles constataram
que a abordagem para implementar um sistema de detec¢ao de intrusdo tem caracteristicas

proprias, do ponto de vista das vantagens e desvantagens, comprometendo a escolha eficaz.

De supervisionados e ndo supervisionados a hibridos e DL, novas técnicas estao sendo
continuamente desenvolvidas e testadas no setor de ciberseguranca (SOUSA, 2022 apud
Apruzzese). No sistema proposto por Sousa (2022), foi possivel enriquecer os alertas recebidos
através de ML, apos seguir as etapas da possibilidade de riscos de ameagas, contribuindo com
areduc¢do do tempo de analise do profissional do SOC e aumentando sua eficiéncia de um modo

geral.

Este trabalho tem por proposito contribuir através da andlise exploratdria de dados com
foco na geragdo de insights, investigar e compreender os dados coletados visando auxiliar na
identificacdo de padrdes e comportamentos com o intuito de detectar e classificar anomalias

em dados de SOC a fim de indicar ameagas a seguranca e agilizar as andlises de detecgdo de
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eventos no SOC visando minimizar os alertas para falsos positivos e falsos negativos

otimizando a operagdo e a atuagdo de analistas em incidentes efetivos.



15

2. FUNDAMENTACAO TEORICA

2.1. Seguranca da Informacio e SOC

Seguranca da informacgao ¢ o conjunto de praticas, politicas e procedimentos que propde
proteger a confidencialidade, a integridade e a disponibilidade das informacdes de uma
organiza¢do. Atingir objetivo envolve prote¢do contra ameagas internas e externas, tais como

ataques cibernéticos, roubo, perda ou danificacao de informacgdes e o acesso ndo autorizado.

A criptografia neste cendrio ¢ considerada uma das técnicas utilizadas para atribuir
seguranc¢a e visa garantir a confidencialidade e integridade das informagdes. A crescente
ameaca de ataques cibernéticos torna a seguranga da informagdo uma preocupacdo das

empresas de todos os setores (CLARKE; KNAKE, 2015).

Segundo Clarke e Knake (2015), ha trés pilares para a Seguranga da Informacao:
confidencialidade, integridade e disponibilidade. Esses pilares sdo aceitos como uma estrutura
util para a construgdo de um programa de seguranga cibernética eficaz e contribuem com as

organizag¢des na identificacdo e avaliagdo dos riscos de seguranca.

Confidencialidade

A confidencialidade ¢ um dos principais pilares da seguranca da informacao e refere-se
a protecdo de dados contra acessos ndo autorizados. Seu objetivo ¢ garantir que informagdes
sensiveis estejam acessiveis apenas a individuos, processos ou sistemas autorizados, evitando
vazamentos € exposi¢do a terceiros. Essa pratica ¢ essencial em ambientes onde o sigilo de
dados ¢ crucial, como em instituicdes financeiras, de saude, governamentais ¢ em setores

empresariais de alta seguranca (Stallings, 2017; Pfleeger & Pfleeger, 2006).

E a garantia de que a informagdo estara protegida contra divulgagdo ou acesso nao
autorizado, para isso ¢ importante implementar medidas como criptografia, controle de acesso,

firewalls e outras tecnologias de segurancga cibernética.

Com o intuito de assegurar a confidencialidade, varias ferramentas e métodos sao
implementados. A criptografia, por exemplo, codifica os dados de forma que apenas usuarios

com a chave de decriptacdo correta possam acessa-los, protegendo informagdes mesmo que
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sejam interceptadas. J& o controle de acesso limita quem pode visualizar ou modificar os dados,
enquanto mecanismos de autenticacdo, como senhas, tokens e biometria, garantem que somente
usudrios devidamente identificados possam acessar informacdes protegidas (Anderson, 2008;

Tipton & Krause, 2008).

Integridade

A integridade visa garantir que as informagdes permanegam completas, corretas e
protegidas contra alteragdes ndo autorizadas, assegurando a permanéncia inalterada dados
desde a criacdo até o uso, evitando manipulagdes acidentais ou maliciosas que poderiam
comprometer a precisdo e confiabilidade. Desta maneira, a integridade é essencial para a

manuten¢do de dados confiaveis e consequetemente para a tomada de decisdes seguras.

Diversas técnicas sdo utilizadas. Checksums, por exemplo, sdo valores calculados a
partir dos dados que permitem a verificacdo de sua integridade ao longo do tempo; qualquer
modificagdao no conteudo altera o checksum, indicando uma possivel violagao. Hashing, utiliza
fungdes criptograficas gerando uma representacdo uUnica para cada conjunto de dados;
mudangas nos dados originais resultam em um hash diferente, alertando sobre possiveis
alteracdes. Assinaturas digitais, permitem autenticar a origem e integridade dos dados,
provendo ainda mais seguranga durante a transmissao de informagdes confidenciais (Anderson,

2008; Whitman & Mattord, 2017).

Essas praticas de integridade sao aplicadas em contextos desde armazenamento de dados
(dados em repouso) até sua transmissdo (dados em uso ou movimento), assegurando a
confiabilidade das informagdes e protegendo-as contra ataques que poderiam comprometer
sistemas e processos organizacionais. A manuten¢do da integridade ¢, portanto, indispensavel
para evitar que dados criticos sejam corrompidos, preservando sua acuracia e credibilidade ao

longo de seu ciclo de vida.

Disponibilidade

A disponibilidade da informagdo ¢ um dos pilares fundamentais da seguranca da
informacgao, ao lado da confidencialidade e da integridade. Esse principio assegura que os dados
e os sistemas estejam acessiveis quando necessarios, sem interrup¢des causadas por falhas

técnicas ou ataques cibernéticos. De acordo com Stallings (2019), a indisponibilidade pode
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impactar severamente as operagdes de uma organizacdo, tornando indispensavel a

implementa¢do de medidas preventivas e reativas para mitigar riscos.

Para garantir a disponibilidade, ¢ essencial adotar estratégias que mantenham a
continuidade dos servi¢os e minimizem a interrupcao de atividades criticas. A redundancia dos
sistemas permitem que, em caso de falha de um componente ou sistema, outro imediatamente

assuma sua fung¢do, ou seja, reestabeleca o sistema, garantindo a continuidade operacional.

Realizar copias de segurancga periddicas de dados e sistemas, armazenando-as em locais
seguros e separados do ambiente principal, permite a recuperagdo rapida e eficiente em
situagdes de falha ou comprometimento dos sistemas originais, sendo necessario a realizagao

de testes periodicos a fim de assegurar a eficiéncia da operagao.

Implementar planos de acdo que incluam detec¢do precoce de ameacas, contengdo de
ataques e recuperacao de sistemas comprometidos. Ahmed e Hossain (2020) destacam que
acoes rapidas e coordenadas sdo cruciais para reduzir o impacto de incidentes cibernéticos na
disponibilidade. Essas praticas, combinadas com politicas de seguranca bem definidas e equipes
capacitadas, s3o essenciais para a constru¢do de um ambiente digital resiliente. Além disso, a
adesdo a normas e padrdes reconhecidos internacionalmente, como a ISO 27001, fortalecendo

a postura de seguranca da organizagao.

A indisponibilidade de dados ou sistemas pode gerar prejuizos financeiros, perdas de
produtividade, danos a reputagdo e, em alguns casos, riscos a seguranca de pessoas ou
infraestrutura critica. Alguns setores como saude, finangas e governo sdo especialmente

dependentes de alta disponibilidade para garantir a prestagao de servigos essenciais.

Ao priorizar a disponibilidade, as organizagdes demonstram compromisso com a
continuidade de negdcios, protecao de seus ativos e atendimento as expectativas de seus clientes

€ parceiros.

SOC
Um Security Operations Center (SOC) ¢ uma estrutura centralizada responsavel por
monitorar, detectar, analisar e responder a incidentes de seguranca cibernética em uma

organiza¢do. O SOC atua como o nticleo de operagdes de seguranga, integrando processos,
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pessoas e tecnologias para proteger os ativos digitais da organizacdo contra ameagas €

vulnerabilidades.

De acordo com Bodeau e Graubart (2016), o SOC desempenha fungdes criticas como o
monitoramento continuo de eventos, analise de logs, investigagdo de incidentes e orquestracao
de respostas. Ele utiliza ferramentas avangadas, como SIEM (Security Information and Event
Management), SOAR (Security Orchestration, Automation and Response), sistemas de
deteccao de intrusao (IDS), sistemas de prevencao de intrusdao (IPS), firewalls e outras

tecnologias de seguranga.

Segundo Stallings, W. (2019), o SOC ¢ uma peca fundamental para a seguranga
cibernética moderna, oferecendo protecdo proativa contra ameacas emergentes € permitindo
que as organizagdes mantenham seus sistemas resilientes e seguros. Ele ndo apenas responde a
incidentes, mas também melhora a capacidade organizacional de prevenir ataques futuros,

sendo um elemento essencial em um ambiente digital cada vez mais complexo.

Principais Fun¢ées do SOC
De acordo com Ahmed & Hossain (2020), para uma organizacdo, um SOC bem

estruturado realiza atividades essenciais para a seguranca dos dados e sistemas, tais como:

e Monitoramento continuo: com operacdo 24 horas por dia, 7 dias por semana,
supervisiona atividades em redes e sistemas visando detectar comportamentos
anomalos e sinais de possiveis ataques cibernéticos.

e Gestdo de incidentes: incluindo a identificagdo, contengdo, erradicagdo e
recuperagdo de ameacas, garantindo que os incidentes sejam tratados de forma
eficiente e que os impactos sejam minimizados.

e Analise de logs: coleta e avalia dados de eventos e registros de atividades em
sistemas e dispositivos para identificar vulnerabilidades e padrdes de ataque.

e Inteligéncia de ameacas: através de informacdes atualizadas sobre tendéncias e
padrdes de ameacas com o propdsito antecipar possiveis ataques € melhorar as
defesas.

e Automacio e orquestracgio: ferramentas que podem acelerar respostas a incidentes

e reduzir o tempo de mitigacao.
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Beneficios de um SOC

¢ (Quando bem implementado um SOC oferece inimeros beneficios para as
organizagoes:

e Resposta agil: redugdo do tempo de deteccdo e mitigagdo de ataques, limitando o
impacto sobre os negocios.

e Melhorar a visibilidade: proporcionando uma visao abrangente sobre o ambiente de
ameacas, permitindo uma gestao de riscos mais eficiente.

e Conformidade regulatoria: auxiliando as organizagdes a cumprir regulamentagdes e
manter o compliance.

e Reducao de riscos: protecdo aos ativos criticos, fortalecendo a resiliéncia contra
ataques e reduzindo as consequéncias financeiras e reputacionais de incidentes

cibernéticos.

2.2. Analise exploratoria de dados (AED)

A Analise Exploratéria de Dados (AED) ¢ uma abordagem inicial no processo de analise
de dados, com foco na investigacdo ¢ no entendimento das caracteristicas principais de um
conjunto de dados. Essa abordagem combina técnicas estatisticas e visualizagdes graficas para
identificar padrodes, tendéncias, anomalias e relagdes importantes entre variaveis, sendo uma
etapa essencial para a preparacao de dados e construcao de modelos preditivos ou explicativos.

John Tukey (1977), pioneiro no campo da analise exploratoria, destacou que essa etapa
¢ fundamental para "formular questdes adequadas, verificar suposi¢des e orientar escolhas de
modelos e métodos estatisticos". Em esséncia, a AED permite que os analistas desenvolvam
hipdteses sobre os dados, sem assumir premissas rigidas inicialmente.

Os objetivos principais de uma andlise exploratoria consistem no entendimento dos
dados, compreendendo sua estrutura, dimensdo, propriedades gerais; na detec¢do de
regularidade ou comportamento consistentes nas varidveis; assim como na deteccdo de
anomalias.

A AED utiliza uma combinacao de métodos estatisticos descritivos e graficos, incluindo
medidas de tendéncia central e dispersao, visualizagdes tais como: histogramas, boxplots, entre
outros e analise de correlagao.
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Ferramentas de software, como Python (bibliotecas como Pandas, Matplotlib e
Seaborn), R e softwares estatisticos dedicados, sio amplamente utilizadas para realizar AED.
Essa analise exploratoria contribui para garantir a qualidade e a validade dos dados antes de
realizar analises mais complexas. Segundo Montgomery, Peck e Vining (2021), "uma AED
bem conduzida reduz significativamente o risco de erros em inferéncias estatisticas ou decisdes
baseadas em dados". Além disso, ela facilita a comunicag@o dos achados iniciais para diferentes
publicos, tornando os insights acessiveis e uteis para tomada de decisoes.

2.3. Algoritmo KNN

O K-Nearest Neighbors (KNN) ¢ um dos algoritmos mais simples e intuitivos em
aprendizado de maquina, baseada na proximidade de instancias em um espago de
caracteristicas, sendo utilizado principalmente para tarefas de classificacdo e regressao.
Fukunaga e Narendra (1975), em seu artigo seminal "4 Branch and Bound Algorithm for
Computing K-Nearest Neighbors", abordaram um método eficiente para encontrar os vizinhos
mais proximos de uma dada amostra, uma tarefa central para a execugdo do KNN.

O KNN ¢ um algoritmo de aprendizagem supervisionada que classifica novos dados
com base nos “K” vizinhos mais préximos no conjunto de treinamento. Esse método ¢
particularmente conhecido por sua simplicidade e eficacia em varias tarefas de classificacdo,
como reconhecimento de padrdes e detec¢do de anomalias. A principal ideia ¢ classificar ou
prever o valor de uma amostra desconhecida com base nos k exemplos mais préximos no espaco
de caracteristicas. A proximidade entre os pontos ¢ geralmente medida utilizando métricas
como distancia euclidiana, Manhattan ou outras métricas especificas. (Montgomery et. al
(2021).

Esse algoritmo funciona segundo o principio de que instancias semelhantes tendem a
estar proximas no espaco de caracteristicas, o que € conhecido como o principio da
"similaridade" ou "proximidade". Para classificar uma nova instancia, o KNN (Figura 1) calcula
a distancia entre essa instancia e todas as outras no conjunto de dados, selecionando as “K”
instancias mais proximas e usando-as para prever a classe ou valor da nova instancia. Entre as
métricas de distancia mais usadas estdo a distancia Euclidiana, a distdncia de Manhattan e a
distancia de Minkowski Parametro "K" O valor de “K” ¢ um parametro crucial que define o
numero de vizinhos a serem considerados. Valores pequenos de “K” tornam o modelo sensivel
ao ruido, enquanto valores muito grandes podem suavizar demais a fronteira de decisdo,
prejudicando a precisdo. Geralmente, valores intermediarios sao recomendados, € a escolha
ideal de “K” depende da estrutura dos dados e pode ser obtida por validagdo cruzada.
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Figura 1. Representagdo do algoritmo de classificagdo KNN

Fonte: https://www.ibm.com

Dentre as vantagens do KNN ¢ o fato de ser um algoritmo ndo-paramétrico, o que
significa que ndo faz suposi¢des sobre a distribuicdo dos dados, sendo versatil para diferentes
tipos de dados, sendo uma boa escolha para tarefas exploratorias iniciais em machine learning.
No entanto, o KNN tende a ser computacionalmente intensivo em grandes volumes de dados,
pois precisa calcular distancias para cada ponto de dado e ¢ sensivel a dados de alta
dimensionalidade, exigindo que técnicas de reducao da dimensionalidade sejam executadas
para melhorar a eficacia.

No contexto de detecg¢@o de anomalias e seguranga, o KNN ¢ titil em SOCs, pois permite
classificar eventos e identificar comportamentos anOmalos com base em padroes de
proximidade com eventos anteriores classificados, essa identificacdo nas detec¢des de
atividades suspeitas em tempo real, permite uma aplicag@o crescente em seguranca de redes.

2.4. Arvore de Decisio

As arvores de decisdo sdo modelos de aprendizado supervisionado amplamente
utilizados em tarefas de classificagdo e regressdo. Elas estruturam o processo de tomada de
decisdo em uma sequéncia hierdrquica de testes em atributos, o que as torna intuitivas e de facil
interpretagdo. Breiman et al. (1984) definem as arvores de decisdo como "estruturas que
particionam o espaco de entrada em regides distintas por meio de divisdes sucessivas baseadas
em valores dos atributos".

Estrutura e o funcionamento do modelo de uma arvore de decisdo (Figuras 2 e 3)
consiste em: nds internos que representam condigdes ou testes em atributos; os ramos cuja
funcdo ¢ indicar os resultados de cada teste e as folhas que correspondem as decisdes finais
(classes ou valores preditos).


https://www.ibm.com/

Forma Nome
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Significado

N6 de decisdo

No de
probabilidade

Ramificagbes
alternativas

Alternativa
rejeitada

N6 de desfecho

Indica uma decisao a ser
tomada

Mostra vérios resultados
incertos

Cada ramificagéo indica um
possivel resultado ou agéo

Mostra uma escolha que néo
foi selecionada

Indica um resultado final

Figura 2. Descri¢do das formas do fluxograma de uma arvore de decisdo

Fonte: https://www.plantareducacao.com.br/arvore-de-decisao/

O processo de constru¢do de uma arvore envolve a escolha do atributo que melhor

particiona os dados em cada n6. Essa escolha ¢ guiada por métricas como a entropia e o ganho
de informacdao (Quinlan, 1986), ou o indice Gini (Breiman et al., 1984), dependendo do

algoritmo.

Decisdo A -~

Descricdo

Descrigdo

Decisdo B

Probabilidade alta

Resultado
Probabilidade
média Resultado
Probabilidade
baixa - Resultado
Probabilidade alta
_— Resultado
Probabilidade
baixa Resultado

Figura 3. Representagado grafica de uma arvore de decisdo

Fonte: https://www.plantareducacao.com.br/arvore-de-decisao/



https://www.plantareducacao.com.br/arvore-de-decisao/
https://www.plantareducacao.com.br/arvore-de-decisao/
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As arvores de decisdo oferecem diversas vantagens:

e Interpretacdo intuitiva: "Arvores de decisdo sdo simples de interpretar, mesmo para
usuarios nao especializados" (Quinlan, 1993).

e Capacidade de modelar relacées nao lineares: podem capturar interacdes complexas
entre atributos sem a necessidade de transformagdes prévias.

¢ Robustez a dados categoricos e continuos: flexiveis em relag@o aos tipos de dados.
No entanto, as arvores de decisdo apresentam alguns desafios:

e Sobreajuste: Arvores muito profundas podem se ajustar excessivamente aos dados de
treinamento, perdendo capacidade de generalizagdo.

e Instabilidade: Pequenas mudancas nos dados podem levar a alteragdes significativas
na estrutura da arvore.

2.5. Métricas de analise

Acuracia
Métrica referente a propor¢ao de previsdes corretas em relacdo ao total de exemplos.

Utilizando a férmula:

Verdadeiros Positivos (TP) + Verdadeiros Negativos (VN)

Acuracia = Total

Precisao
Mede a propor¢ao dos exemplos classificados como positivos, quantos realmente sao

positivos. Utilizando a formula:

. Verdadeiros Positivos (TP) |
Precisdo = — - — : Tl
Verdadeiros Positivos (TP) + FalsosPositivos (FP)

Recall
Qual a porcentagem dos dados classificados como positivos em comparagdo aos reais
positivos existentes na amostra, ou seja, quantos foram classificados corretamente.

Utilizando a féormula:

Verdadeiros Positivos (TP)

Recols = Verdadeiros Positivos (TP) + Falsos Negativos (FN)
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F1-Score

Meédia harmonica entre precisdo e recall. Normalmente usado quando ocorre um trade-off
(dois aspectos ou objetivos conflitantes, ou seja, melhorar um implicara piorar o outro). A
ideia € ter nimero Uinico com o propdsito de determinar a qualidade geral do modelo.
Utilizando a féormula:

5 — 2 x precisao * recall
precisao + recall
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3. METODOLOGIA
3.1.Coleta de dados

O dataset UNSW-NB15 foi criado com o objetivo de simular atividades normais e
comportamentos de ataque contemporaneos em trafego de rede, gerado pelo IXIA PerfectStorm
no laboratorio Cyber Range do Australian Centre for Cyber Security (ACCS). Para capturar o
trafego bruto de rede (em arquivos Pcap) de aproximadamente 100 GB, foi utilizada a
ferramenta Tcpdump. O dataset ¢ composto por nove tipos de ataques, incluindo Fuzzers,
Analysis, Backdoors, DoS, Exploits, Generic, Reconnaissance, Shellcode ¢ Worms.

As ferramentas Argus e Bro-IDS foram utilizadas junto a doze algoritmos para gerar um
conjunto de 49 atributos (ou features) rotulados, que estdo descritos no arquivo UNSW-
NB15 features.csv. Esses atributos abrangem caracteristicas de rede essenciais para analises de
seguranca ¢ deteccao de ameagas.

Para facilitar a aplicacdo em modelos de machine learning, o dataset estd dividido em
um conjunto de treinamento, UNSW_NBI15 _training-set.csv, com 175.341 registros, e um
conjunto de teste, UNSW_NBI15 testing-set.csv, com 82.332 registros, ambos contendo tanto
amostras de trafego normal quanto de diferentes tipos de ataque. Os dados sdo rotulados,
permitindo o uso tanto em tarefas de classificacdo supervisionada quanto em aprendizado ndo
supervisionado.

Esse dataset ¢ amplamente utilizado para testes de algoritmos de classificacao e
deteccao de anomalias em ambientes de seguranga cibernética, sendo um recurso valioso para
pesquisa e desenvolvimento de solu¢des em Security Operations Centers (SOC).

O UNSW-NBI1S5 foi projetado para oferecer um cendrio mais representativo das ameacas
modernas em redes de computadores. Ele ¢ amplamente usado em desenvolvimento e avaliagao
de sistemas de detec¢do de instrusdes; estudos de aprendizado de maquina para seguranca
cibernética, como andlise de anomalias e classificagdo de trafego de rede e comparacao de

desempenho entre algoritmo de deteccao.

As vantagens deste dataset s3o a representatividade, pois reflete ameagas modernas com
dados gerados em ambientes realistas; diversidade de ataques; uma combinagdo de
caracteristicas que capturam diferentes dimensdes do trafego de rede e a disponibilidade, os

dados estdo acessiveis. Entretanto h4 algumas limitagdes, algumas categorias possuem menos
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registros, que pode comprometer o desempenho do algoritmo e o cendrio de seguranga evolui

exponencialmente exigindo uma atualizagdo constante.

3.2. Processamento e limpeza dos dados

Essa etapa foi dispensada, pois o dataset selecionado ja apresenta a separacdo em

treinamento e teste, preparados para a analise académica.

3.3. Implementacio do KNN e da Arvore de decisdo
3.3.1. Implementando KNN

Para implementar o KNN serao utilizados os datasets UNSW _NBI15 training-set.csv e

o UNSW _NBI5 testing-set.csv, seguindo as seguintes etapas:

Dataset UNSW_NBI15_training-set.csv

Etapa 1. Importando o dataset (neste cenario a partirdo UNSW_NB15 _training-set.csv)
(Figura 4)

import pandas as pd

import numpy as np
ciber = pd.read csv(]’
ciber

Figura 4. Importando o dataset para o ambiente de desenvolvimento

Etapa 2. Visualizando o dataset e confirmando a quantidade dos dados (Figura 5)

dur proto service state spkts dpkts sbytes dbytes rate ... ct dst_sport_ltm ct dst src_ltm is_ftp_login ct_ftp cmd ct_flu http)
0.121478 tcp - FIN 4 258 172 74.087490 . 1 1 0 0

0.649902 tcp - FIN 734 78.473372

0 0
1.623129 tcp - FIN 364 14170161 .. 0 0
1.681642 tcp FIN 628 13.677108 1 1

0 ]

0.449454 tcp - FIN 534 33.373826

175337 0.000009 udp 111111.107200

175338 0.505762 tcp - 33.612649
175339 0.000009 udp 111111.107200
175340 0.000009 111111.107200
175341 0.000009 udp 111111.107200

175341 rows x 45 columns

Figura 5. Visualizagdo do dataset
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Etapa 3. Importando as bibliotecas necessarias do Python para implementar o KNN

(Figura 6)

from sklearn.model selection import train_test split
from sklearn.neighbors import KNeighborsClassifier

from sklearn.metrics import classification_report, confusion_matrix

Figura 6. Importagdo das bibliotecas Python

Etapa 4. Selecionando as features (Figura 7) que serdo analisadas pelo algoritmo e qual
serd o target para identificar a relevancia do modelo do classificador, neste caso, a coluna label
(rétulo), considerando o dataset supervisionado, definindo o que ¢ trafego normal = 0 e um

possivel incidente = 1.

ciber[features]
ciber[ 'label’]

Figura 7. Definicdo das features para aplicar no modelo

Etapa 5. Dividir o dataset entre treinamento e teste (Figura 8)

X_train, X test, y train, y test = train_test_split(X, y, test_size=8.3, random state=42) # Examplo

Figura 8. Separagao do dataset em um conjunto de treinamento e teste

Etapa 6. Inicializando o classificador KNN e estabelecendo a distancia dos pontos mais

proximos (k) para realizar o agrupamento (Figura 9)

r test, y pred))

print{classification_report(y_test, y_pred))

Figura 9. Aplicagdo do modelo KNN
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Etapa 7. Print da avaliagao do modelo (k = 5) (Figura 10)

precision recall fl-score support

8.89 16772
a.96 35831

accuracy
macro avg
weighted avg

Figura 10. Avaliagdo do modelo

Refazendo a etapa 6 e alterando parametros de k, neste exemplo k = 10 (Figura 11)

knn = KNeighborsClassifief§(n_neighbors=18)
knn.fit(X_train, y_train)

y_pred = knn.predict(X test)

print(confusion_matrix(y_test, y _pred))
print(classification_report(y_test, y_pred))

Figura 11. Codigo para alteragao do parametro k

Etapa 7. Print da avaliagdo do modelo (k = 10) (Figura 12)

precision recall f1-score support

2.91 9.9e
8.95 8.96

accuracy
macro avg
weighted avg

Figura 12. Visualizagdo da avaliagdo do modelo apds a alteragdo do parametro

Alterando parametros de features e target no dataset

Refazer as etapas 1, 2 e 3 (Figuras 4, 5 e 6, respectivamente) e abaixo as alteragdes
consolidadas correspondentes as etapas 4, 5 e 6 (Figura 13); alterando a selegdo das features e

do target, neste caso optando pela categoria dos ataques.
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#atures = ciber
target = ciber[’

X_train, X_test, y_train, y_test = train_test_split(features, target, test_size=9.3, random_state=42)

knn = KNeighborsClassifier{n neighbors=5)

knn.fit(X train, y train)

y_pred = knn.predict(X test)

e e e g st 5l
print(classification_report(y_test, y_pred))

Figura 13. Alteragdo da feature e do target para nova aplicagdo do modelo KNN

Etapa 7. Print da avaliacdo do modelo com a alteragao dos parametros features e target

no dataset de training (k = 5) (Figura 14)

4
7

958 18
5 6
37 11804 16
28 6 14848
8 24 2278
19 " 11 59 24
1 i 1 4 5]
precision fl-score  support

.36
.48
.36

.
[y
(%]

.21 598

529
3568
18158
5382
12875
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Backdoor
DoS
Exploits

.
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o

Normal
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Shellcode
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Figura 14. Matriz e avaliagdo do modelo

Dataset UNSW_NBI15_testing-set.csv

Refazendo a etapa 1 substituindo o dataset para UNSW_NB15 _testing-set.csv.
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C numpy

ciber = pd.read_csv('/
ciber

Figura 15. Carregando o dataset de testing para aplicar o modelo

Etapa 2. Visualizando o dataset e confirmando a quantidade dos dados (Figura 16)

dur proto service state spkis dpkts sbytes dbytes rate ... ct_dst_sport_ltm ct_dst_src_ltm is_ftp_login
0.000011 udp 496 90909.090200
0.000008 udp 125000.000300

0.000006 udp

0 1
0 1
0.000005 udp - 0 200000.005100 1
0 166666 660800 1
0 1

0.000010 udp 100000.002500
8 0.000005 udp - 200000.005100
1.106101 fcp - 24 410067
0.000000 ap - 0.000000
0.000000 amp - 0.000000

0.000009 udp - 111111.107200

82332 rows x 45 columns

Figura 16. Visualizando o dataset de testing e a quantidade de dados

Refazer as etapas 3 (Figura 6), 4 (Figura 7), 5 (Figura 8) e 6 (Figura 9) semelhante ao
apresentado no topico Dataset UNSW_NB15 _training-set.csv.

Etapa 7. Print da avaliagao do modelo (k =5)

precision recall f1l-score  support

0.98 8.93 2 11147
8.94 8.92 2 13553

accuracy . 24760
macro avg . . . 24780
weighted avg . . - 24700

Figura 17. Visualizagdo da avaliagdo do modelo no dataset de testing

Etapa 7. Print da avaliagao do modelo (k = 10) (Figura 18)

precision recall f1-score support

5 5 11147

8.8 0.
8.9 0. HELLE]

accuracy - 24708
macro avg o - 0 24700
weighted avg . - 24700

Figura 18. Visualizagdo da avaliagdo do modelo com a alteragdo do parametro k
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Alterando parametros de features e target no dataset

Refazer as etapas 1, 2 e 3 (Figuras 4, 5 e 6, respectivamente) e abaixo as alteragdes
consolidadas correspondentes as etapas 4, 5 e 6 (Figura 19); alterando a sele¢do das features e

do target, neste caso optando pela categoria dos ataques.

MRatures = cib
target = ciber

X_train, X _test, y train, y test = train_test split(features, target, test_size=0.3, random_state=42)

knn = KNeighborsClassifier{n neighbors=5)

knn.fit(X _train, y_train)

y_pred = knn.predict(X test)

print{confusion_matrix(y t, y_pred))
print(classification_rep: est, y pred))

Figura 19. Alteragdo das features e do target para implementar o modelo KNN

Etapa 7. Print da avaliacdo do modelo com a alteragcdo dos parametros features e target

(k=15) (Figura 20)

771
16 39
18408
7 40
28 52
1 4
precision recall f1-score

S hRABNRER®

=
D@

.09
.85
.38
.63
.42
.99
.89
.89
.38
.00

.88
.92
.24
.76
.36
.97
.93
.76
.08
.18

.08
.a3
.29
.69
-39
.98
91
.82
.14
.31

Analysis
Backdoor

DoS

Exploits
Fuzzers
Generic

Normal
Reconnaissance
Shellcode
Worms

[l B~ I~ B~ e~ T~ I~ T~ I~
D00 00 00 O
000000

@

82
-46
.81

accuracy
macro avg

o @

weighted avg

Figura 20. Visualizagdao da matriz e avaliagdo do modelo com a alteragdo de parametros
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3.3.2. Implementando Arvore de decisio

Os datasets UNSW_NB15 training-set.csv ¢ o UNSW_NB15 testing-set.csv, foram

utilizados para implementar o algoritmo da arvore de decisao seguindo as seguintes etapas:
Dataset UNSW_NBI15_training-set.csv

Etapa 1. Importando as bibliotecas Python necessarias (Figura 21)

om sklearn.model selection i

1 sklearn.tree 1 DecisionTreeClassifier, export text, plot tree
klearn.metrics i classification_report, confusion_matrix, ConfusionMatrixDisplay
matplotlib. pyplc plt

Figura 21. Importando as bibliotecas necessarias para o modelo

Etapa 2. Carregando o dataset (Figura 22)

file path /
df = pd.read csv(file path)

Figura 22. Carregando o dataset para implementar a drvore de decisdo

Etapa 3. Visualizando o dataset e conferindo a quantidade dos dados

dur proto service state spkts dpkts sbytes dbytes rate ... ct_dst_sport_ltm ct_dst_src_ltm is_ftp_login ct_ftp_cmd
0.121478 tcp - FIN 6 258 172 74.087490 0 0
0.649902 tcp - FIN 14 3 78.473372 0 0
1.623129 tcp - FIN 8 14170161 - 0 (]
1.681642 tcp FIN 12 13.677108 .. 1 1

0.449454 tcp - FIN 10 3 33.373826

175337  0.000009 udp 111111.107200

175338 0.505762 tcp - 33.612649
175339 0.000009 udp 111111.107200
175340 0.000009 111111.107200

175341 _0.000009 udp 111111.107200

175341 rows x 45 columns

Figura 23. Visualizacdo do dataset e o resumo da composi¢do dos dados (rows x columns)
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Etapa 4. Selecionando features e target (Figura 24)

features
target =

Figura 24. Definindo as features para o modelo

Etapa 5. Verificando a existéncia das colunas selecionadas ao dataset utilizado e
definir o conjunto de dados referentes ao treino e teste, foram escolhidos a proporc¢ao 70/30

treinamento/teste) (Figura 25)

atures]
df[target]
__train, X test, y train, y test = train test split(X, y, test size=0.3, random state=42)

Figura 25. Conferindo as colunas no dataset e divisdo do conjunto de treinamento e teste

Etapa 6. Criagao e treinamento da arvore de decisao e defini¢ao da profundidade da
ramificacdo através dos parametro max_depth, e iniciando as previsoes a partir da divisao dos

conjuntos de dados de treinameto e teste (Figura 26)

riando e treinando a arvore de de T
tree_clf = DecisionTreeClassifier(max_depth=5, random_state=42)
tree clf.fit(X train, y train)

y_train_pred = tree clf.predict(X train)
y_test_pred = tree_clf.predict(X_test)

Figura 26. Instanciando o treinamento e teste do modelo e realizando as previsdes

Etapa 7. Avaliando o modelo (Figuras 27 e 28)

Figura 27. Codigo para verificar a avaliagdo do modelo
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Relatorio de Classificacdo - Conjunto de Treinamento
precision recall Tl-score support

8.383 a.
8.81 a.

accuracy

macro avg
weighted avg . 122738

Relatorio de Classificacdo - Conjunto de Teste
precision Feécall Tl-score  support

8.383 8.51 16772
8.81 0.97 5 35831

accuracy 52603
macro avg . 52603
weighted avg . - 52603

Figura 28. Visualizagdo da avaliagdo dos conjutos de treinamento e teste

Etapa 8. Visualizando a arvore de decisao (Figura 29 e 30)

plt. figure(figsize=(20, 10))

plot_tree(tree_clf, feature_names=features
lle nded= )

plt.title("A

plt. show()

Figura 29. Cddigo para visualizar a arvore de decisao

Arvore de Decisao

Figura 30. Visualizagdo da arvore de decisdo
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Dataset UNSW_NBI15_testing-set.csv
Replicar a etapa 1 (Figura 21) do dataset UNSW_NB15_training-set.csv

Etapa 2 e 3. Carregando o dataset e visualizando a quantidade de dados

proto service state spkts dpkts sbytes dbytes rate ... ct_dst _sport_ltm ct_dst_src_ltm is_ftp_login ct_fitp_cmd
0.000011 udp - INT 2 496 0 90909.090200 1 2 0 0
0.000008 udp - INT 0 125000.000300 . 1 2 0
0.000005 udp - INT 0 200000005100 . 1 3

0.000006 udp INT 166666660800

0
0
0
0

0.000010 udp INT 100000002500

8 0.000005 udp 200000.005100
1.106101 fcp 24 410067
0.000000 arp 0 0.000000
0.000000 arp 0 0.000000

0.000009 udp 0 111111107200

82332 rows x 45 columns

Figura 30. Visualizando o dataset e conferindo a quantidade de dados

Etapa 4, 5 e 6 (Figuras 24, 25 e 26, respectivamente) sao semelhantes as apresentadas

para o dataset UNSW_NBI15 _training-set.csv.
Etapa 7. Avaliando o modelo (Figura 31)

Relatorio de Classificacdo - Conjunto de Treinamento
precision recall T1-score support

0.80 - .68 25853
8.73 - 5 31779

accuracy . 57632
macro avg
weighted avg

Relatorio de Classificacao - Conjunto de Teste
precision recall f1l-scere  support

0.80 9.59 8.68 11147
0.72 9.88 8.79 13553

accuracy B.75 247068
macre avg 8.74 24708
weighted avg . 0.74 24700

Figura 31. Avaliagdo do modelo apds a separagdo do conjunto de treinamento e teste
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Etapa 8. Visualizando a arvore de decisdo (Figuras 32 e 33)

plt.figure(fi

plot_tree(tree clf, feature names=features, class names=[str(cls) ~ ¢ls in tree_clf.classes ],
fille d=True)

plt.title( i

plt.show()

Figura 32. Codigo para visualizagdo da arvore de decisdo

Arvore de Decisao

Figura 33. Visualizagcdo da arvore de decisdo apds o treinamento

3.4. Ferramentas utilizadas

Para a realizagdo desta andlise exploratéria de dados houve a combinacdo de
ferramentas de software e bibliotecas, com o propdsito de implementar os algoritmos de

classificagio K-Nearest Neighbors (KNN) e Arvore de Decisdo. Sdo elas:

e Python: linguagem de programagdo para o desenvolvimento do projeto, possui sintaxe clara e
concisa e bibliotecas especificas para analise de dados e aprendizado de maquina.

e Pandas: biblioteca utilizada para carregar, manipular e explorar os dados. Assim como para a
visualizac¢do de amostras ¢ a criagdo de subconjuntos de dados.

e Numpy: suporte para operagdes matematicas ¢ manipulacio de arrays multidimensionais.

e Matplotlib: para a criagdo de graficos e visualiza¢des, permitindo compreender padroes e

tendéncias nos dados durante a analise exploratéria.
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Scikit-learn: biblioteca para a implementagdo dos algoritmos de classificagdo K-Nearest
Neighbors (KNN) e da arvore de decisdo; e para avaliagdo do desempenho calculando as
métricas de precisdo, recall, F1-score, acuracia e geracao de matrizes de confusdo.

Collab: Ambiente usado para desenvolvimento do cddigo, permitindo unificar texto

explicativo, visualiza¢des e codigo.
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4. RESULTADOS

Apo6s da implementacao dos algoritmos de classificagdo KNN e arvore de decisdo nos
datasets UNSW_NBI15 training-set.csve UNSW_NBI15 testing-set.csv foi possivel identificar
que algumas classes estavam desbalanceadas entdo foi proposta o experimento considerando
uma selecao especifica de features e um target considerando a classificacao (label) do trafego

da rede, sendo 0 para normal e 1 para possiveis incidentes.

4.1. Resultados KNN

No dataset UNSW_NBI15 training-set.csv foram modificados os parametros do valor
de k, influenciando na quantidade de dados analisados (podem ser percebidos pela matriz) e
apesar da alteracdo, os dados obtidos nas métricas de precisdo, recall, fl-score e acurdcia nao

foram afetados significativamente, como pode ser observado a seguir:

Resultado parak =5

[[14857 1915]
[ 1288 34543]]
precision recall f1-score  support

8.92 - 5 16772
8.95

accuracy
macro avg
weighted avg

Figura 34. Visualizagdo da matriz do conjunto de treinamento e teste e a avaliagdo do modelo

Esse resultado apresenta a matriz do treinamento e teste e a avaliagdo do modelo KNN
com valor de k = 5 (Figura 34), aplicado ao dataset UNSW_NBI5 training-set.csv. Ele
demonstrou um desempenho consistente, com acuracia de 94% e métricas equanimes para
ambas as classes, sendo eficaz na previsao da classe 1 quanto da classe 0. Alguns ajustes sao

necessarios para refinar o desempenho, principalmente para a classe 0.



Resultados para k =10

[[15066 170@6]
[ 1510 34321]]
precision

0.91
8.95

accuracy
macro avg

weighted avg

Figura 35. Visualizagdo da matriz e a avaliagdo do modelo para k = 10
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support

16772
35831

52683

Alterando o valor de k para 10, obteve-se o resultado da matriz do treinamento e teste

acima e a uma nova avaliagdio do modelo (Figura 35),

aplicado ao dataset

UNSW_NBIS5_training-set.csv. Manteve a acurdcia de 94% similar ao k = 5, porém houve

reducdo de 1% na métricas de precision, e ganho de 1% no recall, mantendo a eficacia na

previsao da classe 1. A classe majoritaria indica que os exemplos positivos foram identificados

corretamente.
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Figura 36. Grafico de dispersdo para os conjuntos de treinamento e teste
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Os graficos de dispersdo para os conjuntos de treinamento e teste (Figura 36), retratam a relagao
entre as variaveis synack (eixo x) e ackdat (eixo y), com a separagao das classes (Class 0 e Class
1). O grafico a esquerda (conjunto de treinamento), concentra os pontos na regido inferior
esquerda, ou seja, as variaveis apresentam valores baixos, a direita o conjunto de teste, pela
similaridade visual, ¢ possivel inferir consisténcia nos dados.

Matriz de Confusdo - Teste:
[[ 9110 7662]
[ 1287 3454]]

Matriz de Confuséo - Treinamento 30 -
80000 #0600 Matriz de Confuséo - Teste

70000 70000 30000 30000

0 23133 16095 o o
0 i i 25000 25000

50000 50000

20000 20000

True label
&
2
2
8
2
g
True label

30000 30000 15000 15000

20000 20000

10000 10000

10000 10000

Predicted label 0 1

Figura 37. Matriz de confusdo para o dataset training

O modelo avaliou corretamente a maioria dos casos (Figura 37), sendo identificados
95% dos casos da classe 1, representando uma alta sensibilidade, entretanto tem uma taxa de
falsos positivos elevada, prejudicial para a area da seguranca cibernértica, um ambiente

extremamente critico.

No dataset UNSW _NBI15 testing-set.csv também foram modificados os pardmetros do
valor de k, influenciando na quantidade de dados analisados (podem ser percebidos pela matriz)
houve uma pequena melhora na precisdo para a classe 1 para o k = 10 a acuracia permaneceu

equivalente, como pode ser observado a seguir:

Resultado parak =5

[[10353 794]
[ 1143 12418]]
precision recall fl-score support

11147
13553

accuracy . 24700
macro avg .9 5 - 24700
weighted avg .9: . . 24700

Figura 38. Visualizagdo da matriz e da avaliagdo do modelo do dataset testing
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O dataset UNSW_NB15 _testing-set.csv equivale a 47% dos dados do training. Com
uma base menor o resultado a avaliagdo do modelo KNN com valor de k = 5 (Figura 38),

equivale em acuracia de 92% e métricas equilibradas para ambas as classes.

Resultado parak =10

[[18634 513]
[ 1401 12152]]
precision fl-score  support

11147
13553

accuracy 24700
macro avg > 24700
weighted avg .9 24700

Figura 39. Visualizagdo da matriz e da avaliagdo do modelo do dataset testing para k = 10

Aumentando a distancia entre os pontos dos vizinhos (k = 10), a avaliagdo do modelo
(Figura 39) permite perceber uma redugdo de 2% em comparagdo ao k = 5. Um aumento na

precisao e reducdo do recall da classe 1, significando um bom desempenho na previsao dos

positivos.

Grafico de dispersao

Treinamento: Gréafico de Dispersao Teste: Gréfico de Disperséo
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@ Class1 @ Classo0
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S ] ° ]
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T T
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synack synack

Figura 40. Gréfico de dispersdo para os conjuntos de treinamento e teste do dataset testing
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Consisténcia entre os conjuntos de treinamento e teste ¢ visto no grafico de dispersao

(Figura 40). Entretando percebe-se uma sobreposi¢do entre as classes em valores baixos, isso

pode comprometer a classificagao.

Matriz de Confusao

No geral modelo apresentou desempenho satisfatorio, sendo eficiente na identificagdo

dos dados positivos relacionados a classe 1, mas precisa de ajustes para diminuir os falsos

positivos. (Figura 41)

Matriz de Confusdo - Treinamento:

Matriz de Confusfio - Teste:
[[16555 9298]

[[ 6326 4821]

[ 2848 29739]]

[ 1598 11963]]
Matriz de Confusao - Treinamento Matriz de Confusao - Teste
25000 |1 25000 10000 10000
0 9298 0 6326 4821
20000 20000
8000 8000
2 2
K] =
Y I 15000 15000 ]
= (5 6000 6000
1 2040 I 10000 10000 14 1590
4000 4000
I 5000 5000
3 0 2000 2000
Predicted label - Predicted label

Figura 41. Matriz de confusdo para o dataset de testing

Alteracao das features e do target

Como o intuito de descobrir possibilidades de melhorar a classificagdo do dataset
training e explorando as features presentes no conjunto de dados, realizou-se uma selegao
ampliado as features e alterando o target para a categoria dos ataques, nos estudos anteriores o

target selecionado rotulava o dado em 0 e 1. Os resultados obtidos neste cendrio evidenciou o

desbalanceamento das classes. (Figura 42)
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Resultado parak =5

37
28
134 2 - 2228
19 i 24
1 2]
precision fl-score  support

5
3
(3]
2
3
]
9

Analysis

-36
48

21 598
18 529
3568

71 10158
66 5382
120875

Backdoor
DoS
Exploits
Fuzzers
Generic
Normal 90
73
25

45

Reconnaissance
Shellcode
Worms

BRI~ I I R T )
\

DO DD D

[~ I~ I~ I~ I~ I~ I~ R~ I~

accuracy .80
macro avg - - .54
weighted avg . . .79

Figura 42. Visualizagdo da matriz e da avaliagdo do modelo (k = 5)

A acuracia foi de 80% para o modelo considerando k = 5 ao alterar os parametros de
feature e target e as métricas de avali¢ao tiveram bom desempenho para classes com maior
quantidade de dados, classes menores ndo performaram muito bem, a auséncia de informagao

comprometeu a predicdo. (Figura 42)

Resultado para k = 10

355

359

2614
8454
638

183

274

704

16 51
(] 21
precision

Eo

DNNND R

Analysis

Backdoor
DoS
Exploits
Fuzzers
Generic

Normal
Reconnaissance
Shellcode
Worms

el
!

OO0 DD DD

) 6 B ) [ 0 6 )

&

accuracy
macro avg
weighted avg

B

Figura 43. Visualizagdo da matriz e da avaliagdo do modelo (k = 10)
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Mesmo com a alteragdao do valor de k (k = 10), a acuracia do modelo manteve-se em
80%, entretanto houve um aumento de 20% na precisao de backdoor e um altercao significativa
na categoria Worms, a precisdo alterou de 48% (k = 5) para 28% (k = 10), 50% de reducdo na

métrica de recall, e redugdo do fl-score também. (Figura 43)

Matriz de confusio

Matriz de Confusao - Treinamento 35000 35000
Analysis {531 85 203525 4 0 54 0 0 0
Backdoor {183 256 215534 11 0 13 5 0 0 30000 30000
Dos 1212597 273(B944107 4 58 35 8 1
25000 25000
Exploits 1563 78923097797294 27 235 181 26 14
2 Fuzzers {182 114 35410179594 6 141659 55 5 20000 20000
g Generic {47 20 82 253 56 12 3 1 0
= L 15000 15000
Normal {88 9 131 5062075 10 [EPLi 60 21 2
Reconnaissance 205 114 353 947 74 10 495621 3 0 | 10000 10000
Shellcode{ 3 5 29 88 193 12 54 30 351 O
Worms{ 0 0 5 18 13 0 2 0 0 54 r 5000 5000
AnalBaikdobo Explditzz GenafiEnorah Ahssinddems Ll o

Predicted label

Figura 44. Matriz de confusdo para o conjunto de treinamento

Matriz de Confusdo - Teste

14000 14000
Analysis {180 42 84 233 7 0 52 0 0 0O
Backdoor {81 96 104231 4 0 4 5 2 2 12000 12000
DoS {461 279 9261757 60 6 42 28 9 O
10000 10000
Exploits {715 3591122294232 24 215162 25 10
Fuzzers { 91 43 184 5193500 4 937 56 45 3 | 8000 8000

True label

Generic{12 10 39 157 30 15 1 2 1
r 6000 6000
Normal {84 7 80 2921392 2 65 21 1

Reconnaissance 184 65 152 520 32 4 28221812 0O

I a000 4000
Shellcode{ 1 4 19 55 125 12 55 21 76 O
Worms{ 0 0 3 11 6 0 1 0 o0 17 r 2000 2000
AnalBaizkdoBoEx plditez &esn efiEnoat bsinterms Llg 0

Predicted label

Figura 45. Matriz de confusdo para o conjunto de teste

As diagonais representam as amostras classificadas corretamente (verdadeiros

positivos), e os valores fora sdo os erros de classificacdo. (Figuras 44 e 45)

Algumas classes tiveram um erro significativo de identificacdo, dentre elas o backdoor,

confundido com Analysis € DoS (Deny of Service/Negacao de servi¢o); bem como Exploits e
DoS.
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Worms ndo performou bem no modelo pois a classe estava bem desbalanceada. Ja a

classe Fuzzers obteve um bom desempenho.

4.2. Resultados Arvore de decisio

Resultados obtidos com a implementagdo do modelo de arvore de decisdo para os

datasets UNSW_NBI15 training-set.csv, visando identificar a acuracia do modelo.

Resultado para o conjunto de treinamento e teste com a escolha das features (synack e

ackdat) (Figura 46).

features

target

Figura 46. Codigo mostrando a mudanga das features para treinar o modelo

Relatorio de Classificacdo - Conjunto de Treinamento
precision recall fl-score  support

1.00 9.52 0.68
0.81 1.00 0.

accuracy

macro avg
weighted avg - 122738

Relatorio de Classificacdo - Conjunto de Teste

precision recall fl-score  support

1.00 9.51 0.68 16772
0.81 1.00 0.90

accuracy .84
macro avg .79
weighted avg E]

Figura 47. Relatério de classificagdo dos conjuntos de treinamento e teste da arvore de decisdo do dataset training

A avaliacdo apresenta aspectos similares de acordo com as métricas em ambos
conjuntos, isso representa uma consisténcias nos dados de treinamento e teste, observagao para
a precisao da classe 0, que significa que todos os dados que deveriam ser classificados como

verdadeiros foram identificados. (Figura 47)



Matriz de confusao

Matriz de Confusao - Conjunto de Teste

35000
30000
0 8597 8175

25000

20000

True label

r 15000

r 10000

r 5000

Predicted label

Figura 48. Matriz de confusao para o conjunto de teste

A previsao do modelo para identificar a classe 1 est4 correto em 81%, uma taxa de
bom desempenho, uma acuracia de 84% (Figura 49), porém a taxa de falsos positivos €
critica, 49% dos casos que deveriam ser classificados como 0 e foram atribuidos a classe 1,

para aplicacao de seguranca esse parametro ¢ significativo e crucial.

train_accur accuracy_score(y_train, y_train_pred)
test_accuracy = accuracy_s y_test, y_test pred)

print o de Treinam {train_accuracy:.2f}")
_accuracy:.2f}")

Conjunto de Treinamento: ©.84
junto de Teste: ©.84

Figura 49. Cddigo para avaliar a acuracia do modelo

Alterando as features do modelo

features

target = 'label

Figura 50. Alterando as features para reaplicar o modelo

46
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Apos a alteracdo das features estes foram os novos valores obtidos para as métricas.

Relatorio de Classificacdo - Conjunto de Treinamento

precision recall fl-score support

0.88 0.6
0.81 =S 0.8

accuracy 0.82
macro avg a.77
weighted avg 9.81 122738

Relatorio de Classificacdo - Conjunto de Teste

precision recall fl-score support

0.88
0.81

accuracy
macro avg
weighted avg

Figura 51. Avaliagdo do modelo com alteragdo da feature

Mostra que o modelo tem um desempenho equilibrado em ambas as classes, tratando-
as igualmente independente do conjunto de teste e treinamento, com acuracia de 82%. Das

previsdes realizadas para a classe 0, 88% estavam corretas contra 81% da classe 1, ¢ uma boa
performance para o modelo.

Matriz de confusio

Matriz de Confusdo - Conjunto de Teste

30000

0 8623 8149
25000

20000

True label

- 15000
14 1208 [ 10000

F 5000

Predicted label

Figura 52. Matriz de confusdo para o conjunto de teste apds alteragdo da feature
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Exemplos de verdadeiros negativos classificados corretamente equivalem a 16% da
amostra total, verdadeiros positivos correspondem a 65% da mostra, 15% representam falsos
positivos e 4% sao falsos negativos. O modelo apresenta excelente desempenho na deteccao da
classe positiva (1), com alta sensibilidade e equilibrio entre precisdao e recall. Porém, ¢

insatisfatoria a performance para a classe negativa (0), devido a elevada taxa de falsos positivos.

train_accuracy = accuracy ore(y_train, y_train_pred)
test_accuracy = accuracy_ re(y_test, y test pred)

{train_accur
accuracy:.2f}")
em no dataset!™)

Acuracia no Conjunto de Treinamento:
Acuracia no Conjunto de Teste: ©.82

Figura 53. Codigo para validar a acuracia do modelo

O modelo apresenta desempenho expressivamente melhor para a classe 1, conforme a
matriz de confusdo mostra pelo maior niimero de verdadeiros positivos, pode ser um viés e
requer uma atengao e ajustes nos parametros para uma validagdo do modelo. A acuricia para

esse conjunto de treinamento e teste ¢ de 82% (Figura 53).
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5. CONCLUSAO

O modelo KNN possui alta sensibilidade para identificar a classe 1, relacionando ao
cenario da ciberseguranca seria Util na identificacdo de possiveis incidentes.

A acurdcia geral € boa e o F1-score indicam um desempenho consistente para o modelo,
quando aplicado em classes balanceada, ndo performa bem em classes menores. Entretanto com
uma taxa de falsos positivos alta, esse modelo representar um problema. Para aplicagdes em
que falsos positivos sdo criticos como € o caso do SOC.

Em relagdo ao modelo de arvore de decisdo, apresenta excelente desempenho na classe
1, no entanto também apresenta uma taxa elevada de falsos positivos para a classe 0, para
aplicacdo de SOC necessita de revisao. Melhorias no equilibrio entre precisdo e recall,
especialmente para a classe 0, podem contribuir para o aumento da eficacia do modelo.

Em suma os modelos tiveram performance satisfatoria na classe 1, para projetos futuros
¢ recomendavel avaliar o threshold principalmente relacionado a classe 0, realizar o
balanceamento das classes, considerar a utilizagao de uma base mais robusta.

Para aplicagdes de SOC os modelos ainda necessitam de ajustes, a criticidade e a
importancia da acuracidade dos incidentes sdo de extrema relevancia para a continuidade dos
negdcios das organizagdes € para a atuagao de profissionais na investigacao, mas os modelos
sdo uteis e contribuem na investigagcdo preliminar de volumes de dados e correlagdes, com o

refinamento € possivel ter resultados eficazes.
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