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RESUMO

SILVA, L.L. Otimizacao da previsao de entrega de itens por meio de algoritmos
de Machine Learning. 2024. 54 p. Monografia (MBA em Inteligéncia Artificial e Big
Data) - Instituto de Ciéncias Matematicas e de Computagao, Universidade de Sao Paulo,
Sao Carlos, 2024.

Este trabalho foca na otimizagao da previsao da data de entrega de itens em uma
empresa localizada no interior do Brasil, onde desafios logisticos sao comuns. Utilizando
algoritmos de Machine Learning, busca-se aprimorar a eficiéncia operacional da empresa,
proporcionando datas de entrega mais precisas e superando limitagoes dos métodos
tradicionais. A metodologia inclui anélise detalhada da base de dados, implementacao dos
algoritmos e avaliacdo do desempenho dos modelos. Os desafios enfrentados abrangem
a heterogeneidade dos dados e variagoes regionais, sendo esperado que os algoritmos de
Machine Learning possam supera-los. O estudo visa contribuir significativamente para a
area logistica, oferecendo solugoes inovadoras que resultem em maior satisfagdo do cliente,

reducao de custos operacionais e aumento dos ganhos financeiros da empresa.

Os arquivos utilizados neste trabalho estao disponiveis no GitHub e podem ser acessados

através do seguinte link: https://github.com/lucimaralye/TCC

Palavras-chave: Logistica. Machine Learning. Anélise de dados.






ABSTRACT

SILVA, L.L. Otimizacao da previsao de entrega de itens por meio de algoritmos
de Machine Learning. 2024. 54 p. Monograph (MBA in Artificial Intelligence and Big
Data) - Instituto de Ciéncias Matematicas e de Computagao, Universidade de Sao Paulo,
Sao Carlos, 2024.

This study focuses on optimizing the delivery date forecast for items in a company
located in the interior of Brazil, where logistical challenges are common. Using Machine
Learning algorithms, the aim is to improve the company’s operational efficiency, providing
more accurate delivery dates and overcoming the limitations of traditional methods. The
methodology includes detailed analysis of the database, implementation of the algorithms
and evaluation of the models’ performance. The challenges faced include data heterogeneity
and regional variations, which Machine Learning algorithms are expected to overcome.
The study aims to make a significant contribution to the logistics area, offering innovative
solutions that result in greater customer satisfaction, reduced operating costs and increased

financial gains for the company.

The files used in this project are available on GitHub and can be accessed through the
following link: https://github.com/lucimaralye/TCC

Keywords: Logistics. Machine Learning. Data analysis
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1 INTRODUCAO

Este capitulo apresenta a contextualizagao sobre a importancia da Logistica nas
organizacoes, e como a otimizacao da previsao da data de entrega de itens em uma
empresa que esta situada no interior do Brasil, poderd impactar positivamente na eficiéncia
operacional da empresa e na satisfacao do cliente. Também serd apresentada uma alternativa
para solucionar os problemas logisticos enfrentados por esta empresa, através da aplicagao
de algoritmos de Machine Learning. A solucao proposta necessita de uma andlise da base
de dados, implementacao dos algoritmos de Machine Learning e a avaliacao do desempenho

desses modelos.

1.1 Contextualizacao

No contexto empresarial contemporaneo, a eficiéncia logistica desempenha um
papel crucial para o sucesso de uma organizagao (Christopher, 2023), especialmente em
um pais de dimensoes continentais como o Brasil. Em particular, as empresas localizadas
no interior do pais muitas vezes enfrentam desafios logisticos severos (Assis; Marchetti;
Dalto, 2017), decorrentes de procedimentos internos que podem ser otimizados para melhor
atender as demandas do mercado. Nessa situagao, uma previsao mais precisa da data de
entrega de itens para os clientes torna-se uma pecga-chave para a satisfacdo do cliente e o

aprimoramento dos ganhos da empresa.

Este trabalho tem como objetivo principal a aplicacao de algoritmos de Machine
Learning para a previsao da data de entrega de itens de diferentes clientes em uma
empresa situada no interior do Brasil. Ao abordar os problemas logisticos relacionados aos
procedimentos internos, a pesquisa busca proporcionar uma contribuigao significativa para a
eficiéncia operacional da empresa, resultando em ganhos substanciais e, consequentemente,

na satisfagdo aprimorada dos clientes.

A importancia estratégica dessa pesquisa reside na capacidade de fornecer datas
de entrega mais assertivas, superando as limita¢des dos métodos tradicionais. A aplicagao
de algoritmos de Machine Learning permitem uma analise mais detalhada das varidveis
que podem influenciar no processo logistico, contribuindo para a otimizacao das operagoes
e reduzindo possiveis atrasos. A melhoria na precisdo da previsao de entrega nao apenas
fortalece a confianga do cliente, mas também estabelece a empresa como uma referéncia

na eficiéncia logistica em seu segmento (Christopher, 2023).
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1.2 Metodologia, desafios e expectativas

Assim, ao longo deste trabalho, serao explorados conceitos de Machine Learning,
especialmente aplicados a previsao logistica. Além disso, serao investigadas as particulari-
dades dos problemas logisticos internos enfrentados pela empresa em questao, propondo
solugdes inovadoras baseadas em algoritmos de aprendizado de maquina. A meta final é
disponibilizar prazos de entrega mais confidveis, aumentando a satisfacao do cliente, sua

fidelizacao e, consequentemente, o crescimento financeiro para a organizacao.

A base de dados utilizada foi compilada entre os anos de 2018 e 2023, e engloba
um vasto conjunto de informagoes, abrangendo a diversidade geografica do Brasil e a
complexidade da grande oferta de produtos da empresa. Com a presenca de 825 itens
distintos e a realizacdo de entregas em 355 cidades e 26 estados, ela se configura como uma
base extensamente diversificada, o que agrega desafios as abordagens convencionais de
previsao. Por estas caracteristicas, se justifica plenamente a aplicacao de técnicas avancadas

de Machine Learning para a analise desses dados complexos.

A metodologia adotada compreende a analise da base de dados, sua preparagao para
aplicagao dos algoritmos de Machine Learning e a implementacao desses algoritmos. Sera
dada atencao a divisdo da base de dados em conjuntos de treinamento e teste, garantindo

assim ser possivel avaliar o desempenho na generalizacao dos modelos.

Os desafios a serem enfrentados incluem a heterogeneidade dos dados, a presenga
de sazonalidades e as possiveis variacoes climéaticas em diferentes regides. E esperado que a
aplicacao de algoritmos de Machine Learning possam superar esses desafios, proporcionando
assim as previsdes mais precisas e, consequentemente, melhorando a eficiéncia logistica da

empresa.

Este estudo busca contribuir para a area logistica, oferecendo insights praticos e
solugoes inovadoras para aprimorar a previsao da data de entrega dos itens. O impacto
esperado é o aumento da satisfagdo do cliente (o que poderia garantir sua fidelizagao),
além da reducao de custos operacionais e, claro, o incremento nos ganhos financeiros da

empresa.
Com base nesta proposta, foi elaborada a seguinte questao de pesquisa:
Q1 “Como a aplicagao de algoritmos de Machine Learning pode otimizar a previsao

da data de entrega de itens, considerando uma base de dados tao abrangente e diversificada?

b

Para responder a essa questao, foram estabelecidos os seguintes objetivos:
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» Realizar a revisao da literatura que abranja os algoritmos de Machine Learning

que podem ser aplicados na previsao de dados.

o Implementar algoritmos de previsao em uma base de dados extraida do sistema

empresarial, com a subsequente divisao dessa base em conjuntos de treinamento e testes.

o Analisar e interpretar os resultados obtidos, destacando a relevancia pratica e as

implicacoes dos algoritmos de Machine Learning.

O proximo capitulo apresenta a fundamentagao tedrica deste estudo, que aborda
conceitos essenciais sobre Machine Learning e sua aplicagao na previsao temporal, bem
como explora o aprendizado supervisionado nesse contexto. Além disso, serdo discutidas
métricas de desempenho relevantes e estratégias para o tratamento adequado da base de

dados utilizada nesta pesquisa.
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2 FUNDAMENTACAO TEORICA

Este capitulo fornece a fundamentagao tedrica para contextualizar este trabalho,
destacando a importancia da logistica empresarial e da previsao de entrega. Sera explorado
como o Machine Learning pode ser aplicado nesse contexto, discutindo métricas de
avaliagao, limpeza e pré-processamento da base de dados, e estratégias para enfrentar

desafios na modelagem de previsao de entrega.

2.1 A Logistica e sua importancia empresarial

A logistica é um componente de grande importancia nas operagdes empresariais,
desempenhando um papel fundamental na gestao do fluxo de bens, servicos e informagoes
desde o ponto de origem até o ponto de consumo (Christopher, 2023). A principio, a
logistica era vista somente como a responsavel pelo transporte e o armazenamento dos
produtos. Porém, a evolucao e expansao comercial passou a impor maior complexidade ao
processo. Sendo assim, a logistica se tornou responsavel pelo planejamento, implementacao
e controle de todas as etapas da cadeia de suprimentos. Isto quer dizer que ela é responsavel
pela aquisicao, transporte, armazenamento, distribuicao e a gestao dos estoques. E ela
precisa garantir que os produtos certos estejam disponiveis no local certo, no momento

certo e nas condigoes certas, enquanto minimiza os custos e otimiza a eficiéncia operacional.

Atualmente, podemos considerar que ela é essencial para o sucesso e a competitivi-
dade das empresas em um ambiente tao globalizado e dindmico (Bowersox; Closs; Cooper,

2019). Dentre os motivos da importancia atual da logistica, podemos destacar:

o Atendimento ao cliente: As empresas podem atender as demandas dos clientes
de forma rapida e confiavel com um planejamento logistico eficiente. As entregas seguras e

pontuais aumentam a satisfagdo do consumidor e os fidelizam a marca.

e Redugao de custos: Quando a logistica ¢ bem planejada e executada, a empresa
pode se beneficiar de uma redugdo nos custos operacionais. Otimizar rotas de transporte,
gerenciar os estoques de forma inteligente e minizar o tempo de espera sao exemplos
de maneiras pelas quais as empresas podem economizar dinheiro por meio de praticas

logisticas eficazes.

« Eficiéncia operacional: Uma logistica eficiente consegue ter grande impacto
positivo nas operacoes empresariais. Isso inclui a minimizacao de desperdicios, a reducao
de tempos de ciclo e a maximizacao da utilizagao de recursos e espacos, resultando em

processos mais suaves e ageis, que podem facilmente ser revertidos em ganhos financeiros.
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« Vantagem competitiva: Empresas que investem em logistica tém uma vanta-
gem competitiva significativa. Elas sao capazes de responder mais rapidamente as mudancgas
no mercado, as dificuldades de transporte especificas das diversas regides, adaptar-se as
demandas dos clientes e superar a concorréncia por meio de servigos de entrega superiores

e custos mais baixos.

2.2 A Importancia da previsao de entrega na logistica empresarial

A previsao de entrega envolve estimar o tempo necessario para que os itens sejam
entregues aos clientes, desde o ponto de origem até o destino final, e é através desta
previsao que as empresas devem montar o planejamento de suas operagoes. Ao estimar o
tempo necessario para a entrega de itens, as empresas podem coordenar melhor os recursos
necessarios, como o transporte, a mao de obra e o espaco de armazenamento, reduzindo

assim os custos operacionais e melhorando a eficiéncia geral.

Além disso, o cumprimento da estimativa de entrega é essencial na satisfacao do
cliente. Os consumidores modernos esperam receber seus produtos dentro de um prazo
razoavel apos a compra (Chopra, 2019). Uma estimativa precisa do tempo de entrega

permite que as empresas cumpram essas expectativas.

No entanto, a previsao de entrega apresenta uma série de desafios. Diversos fatores
podem influenciar o tempo de entrega, incluindo distancia, rota de transporte, condi-
¢oes climaticas, trafego e capacidade de processamento nos centros de distribuicao. A
complexidade desses fatores torna a previsao de entrega uma tarefa desafiadora e muitas
vezes imprecisa (Coyle et al., 2016). Podemos inclusive, citar fatores muito especificos,
como o furto de cargas frequentes em determinadas regioes, o que podera impactar no

planejamento, na rota e na entrega dos produtos (Cova, 2012).

Como solugao para estes desafios, as empresas procuram uma variedade de tec-
nologias e ferramentas: algoritmos de previsao, analise de dados histéricos, sistemas de
rastreamento por GPS e previsao baseada em tempo real sao apenas alguns exemplos de
ferramentas usadas na previsao de entrega. Essas tecnologias atuam como auxilio para
as empresas melhorarem a precisao de suas previsoes e possibilitam uma resposta mais

rapida as mudancas nas condi¢oes que possam afetar o tempo de entrega.

No entanto, é importante reconhecer que a previsao de entrega nao ¢ uma ciéncia
exata. Incertezas nos dados, imprevisibilidade de eventos externos e complexidade nas
redes de distribuicdo podem afetar a precisao das estimativas de entrega. Sendo assim,
as empresas devem estar preparadas para lidar com variacoes e ajustar suas operagoes

conforme necessario para atender as demandas dos clientes.
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Uma vez que a entrega eficiente é essencial para a satisfacdo do cliente, podemos
destacar que investir em um processo de logistica podera agregar beneficios importantes

para o sucesso e crescimento da companhia.

2.3 Machine Learning

Machine Learning (ML), ou Aprendizado de Méquina, é um subcampo da inteli-
géncia artificial (IA) focado no desenvolvimento de algoritmos e técnicas que permitem

aos computadores aprender, fazer previsdoes ou tomar decisoes a partir de bases de dados.

Diferentemente da programacao convencional, onde algoritmos especificos sao
desenvolvidos para cada tarefa, o aprendizado de maquina capacita os computadores a
reconhecer padroes subjacentes nos dados com base em exemplos e experiéncias anteriores.
Utilizando métodos estatisticos, os algoritmos sao treinados para fazer classificagoes ou
previsoes sem a necessidade de intervenc¢ao humana. Esta habilidade torna o ML uma
ferramenta extremamente 1til para lidar com quantidades grandes de dados e resolver

problemas complexos (Murphy, 2012).

Na Figura 1, é possivel observar a relacao evolutiva entre IA, ML e Aprendizado
Profundo (Deep Learning). Inicialmente, a TA surge como o conceito mais abrangente e
primordial, representando a maior area. Posteriormente, dentro do campo da A, desenvolve-
se o ML, que foca em algoritmos e técnicas para permitir que sistemas aprendam a partir
de dados. Por fim, dentro do Aprendizado de Maquina, emerge o Aprendizado Profundo,
uma subdarea mais recente e especifica, que utiliza redes neurais profundas para modelar

dados complexos e obter insights mais sofisticados.
Figura 1 — Machine Learning
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Fonte: Copeland (2021)
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Os algoritmos de Machine Learning podem ser categorizados em trés tipos princi-

pais:

o Aprendizado supervisionado: Neste tipo, o modelo é treinado em um conjunto
de dados rotulado, ou seja, onde a resposta desejada (rétulo) é conhecida. Exemplos incluem

regressao linear, regressao logistica, e redes neurais.

e Aprendizado nao supervisionado: Aqui, o modelo é treinado em dados que
nao possuem rétulos. O objetivo é identificar padroes ou estruturas ocultas nos dados.

Exemplos incluem clustering (agrupamento) e andlise de componentes principais (PCA).

e Aprendizado por reforgo: Este tipo envolve um agente que aprende a tomar
decisoes através de interagoes com o ambiente, recebendo recompensas ou punigoes com

base em suas agoes.

2.4 Machine Learning aplicado em previsées de data de entrega

Alpaydin (2010) discute a importancia da previsao em Machine Learning, afirmando:
"Uma vez que temos uma regra que se ajusta aos dados passados, se o futuro for semelhante

ao passado, entdo podemos fazer previsoes corretas para instancias novas'(p. 5).

Em aprendizado supervisionado, um conjunto de dados de treinamento é composto
por exemplos de entrada que podemos chamar de XX, associados a saidas desejadas
que seriam as YY. Este paradigma pode ser utilizado em uma variedade de aplicacoes,
incluindo previsao de séries temporais. Durante a fase de treinamento, o algoritmo trabalha
ajustando seus parametros de forma iterativa, buscando minimizar a diferenca entre as
previsdes do modelo e os rétulos verdadeiros. Apoés finalizar o treinamento, o modelo
devera ser avaliado em um conjunto de dados de teste, que foi previamente separado para
verificar seu desempenho em dados que nao foram vistos anteriormente, assim, é possivel
validar sua capacidade de generalizacdo e sua precisao na previsao de valores futuros da

série temporal.

A Figura 2 demonstra um diagrama ilustrando o processo de aprendizado supervi-
sionado, onde os dados sao inseridos ja rotulados, e apds o treinamento, novos dados sao

inseridos e o modelo consegue identificar a qual rétulo o novo dado pertence.
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Figura 2 — Aprendizado Supervisionado

How Supervised Machine Learning Works
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No contexto do aprendizado supervisionado, os dados de séries temporais sao
organizados de forma que cada entrada representa um ponto de dados no tempo, e a
saida correspondente é o proximo valor na série temporal. Diferentes modelos podem ser
utilizados nesta tarefa, incluindo a regressao linear, as redes neurais recorrentes (RNNs),
as maquinas de Vetores de Suporte (SVM) ou os modelos ARIMA.

o Regressao: A regressao é uma técnica muito utilizada para prever variaveis
continuas (Bishop, 2006), como datas de entrega. Pode-se usar regressao linear, regressao
polinomial ou outras formas mais avangadas de regressao, dependendo da natureza dos

dados e da relagao entre as variaveis.

« Redes Neurais Artificiais (ANN): As redes neurais artificiais sdo eficientes
em reconhecer padrdes estatisticos nos dados (Bishop, 2006) e podem ser eficazes na
previsao de datas de entrega. As redes neurais recorrentes (RNNs) e as redes neurais
convolucionais (CNNs) sdo variantes que podem ser tteis para sequéncias temporais e

dados de séries temporais, como as datas de entrega.

« Méaquinas de Vetores de Suporte (SVM): As SVMs sdo usadas para
classificagao e regressao (Bishop, 2006) e elas podem ser aplicadas para prever datas de
entrega com base em caracteristicas relevantes do pedido, como por exemplo, a localizacao

do cliente, o tipo de transporte escolhido, o histérico de entrega, etc.
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e Random Forest: O Random Forest é um método de aprendizado de maquina
amplamente utilizado para tarefas de classificacao e regressao. Desenvolvido por Leo
Breiman e Adele Cutler, o método funciona através da criagdo de varias arvores de
decisao durante o processo de treinamento, e sua saida final é determinada pelo voto
majoritario das classes (para classificagdo) ou pela média das previsoes (para regressao)
das arvores individuais. Esse modelo alia a simplicidade das arvores de decisao a robustez

proporcionada pelo aprendizado em conjunto.

o AdaBoost: AdaBoost, que significa Adaptive Boosting, ¢ um algoritmo de
aprendizado em conjunto (ensemble learning) projetado para melhorar a performance
de modelos de classificagao. Introduzido por Yoav Freund e Robert Schapire em 1995,
AdaBoost combina miiltiplos classificadores fracos para formar um classificador forte,
ajustando iterativamente os pesos dos exemplos de treinamento com base no desempenho
do classificador anterior. Apesar do AdaBoost ser tradicionalmente um algoritmo de
classificacao, ele pode ser adaptado para tarefas de regressao, como a previsao da data de
entrega, através de uma variante chamada AdaBoost.R. Esta adaptacao permite que o
algoritmo lide com problemas onde a variavel de saida é continua, tornando-o adequado

para prever o tempo de entrega em dias.

e Gradient Boosting: Gradient Boosting é uma técnica de aprendizado de
maquina utilizada tanto para classificacdo quanto para regressao. Ela pertence a familia
dos métodos de ensemble e é conhecida por sua alta performance e flexibilidade. O método
consiste na construcado de um modelo forte a partir de uma série de modelos fracos,
geralmente arvores de decisao. Cada modelo subsequente ¢ treinado para corrigir os erros
residuais dos modelos anteriores. O Gradient Boosting pode ser usado de maneira eficaz
para prever a data de entrega de pedidos, ajustando-se a tarefa de regressao. O processo
envolve treinar o modelo para prever o tempo de entrega (em dias), com base em varias

caracteristicas do pedido.

Na previsao de entrega, os algoritmos de Machine Learning podem ser utilizados
devido a sua capacidade de analisar grandes volumes de dados e identificar padroes
complexos, possibilitando previsdes mais precisas e confidveis. Isso permite as empresas
anteciparem a demanda, otimizarem rotas de entrega e melhorarem a eficiéncia do processo
logistico como um todo. Com o uso de algoritmos de Machine Learning na previsao de
entrega, é possivel uma abordagem eficaz e escalavel para melhorar a precisao das previsoes,

otimizando as operagoes logisticas e melhorando a satisfacao do cliente.

Com base nessas caracteristicas, podemos destacar algumas vantagens da utilizacao

do ML na Logistica empresarial:
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o Capacidade de lidar com grandes volumes de dados: possibilidade de
trabalhar com algoritmos capazes de processar grandes quantidades de dados de forma
eficiente, o que é essencial no campo da logistica, onde os dados sdo frequentemente

volumosos e complexos.

» Detecgao de padroes complexos: capacidade de identificar padroes e relagoes

nao lineares nos dados, possibilitando previsoes mais precisas em cenarios complexos.

« Adaptagao a mudancgas nas condigoes: algoritmos flexiveis e adaptaveis,
que podem ajustar suas previsoes com base em mudancas nas condi¢oes, como variacoes
na demanda, clima, dificuldades de transporte para determinadas regides geogréficas ou

trafego.

o Melhoria continua: os algoritmos de Machine Learning sao capazes de aprender
com os erros e ajustar suas previsoes com o tempo. Eles podem ser atualizados regularmente
com novos dados de entrega, o que leva a previsoes cada vez mais precisas e confiaveis

com o passar do tempo.

2.5 Base de dados e pré-processamento
2.5.1 Limpeza dos dados

Esta etapa inclui identificar e corrigir dados ausentes, inconsistentes ou duplicados
que podem distorcer a andlise. Por exemplo, se existirem registros de entrega com datas
impossiveis ou faltando informagoes essenciais, como enderecos de entrega incompletos,
técnicas para corrigir ou remover esses registros sao aplicadas, garantindo que apenas os

dados mais confidveis e relevantes alimentem o modelo.

2.5.2  Selecao de caracteristicas

Nesta etapa, sao selecionadas quais caracteristicas dos dados sao relevantes para
serem utilizadas nos modelos de previsao. Isso envolve avaliar as caracteristicas com base
em sua importancia, correlacdo com a variavel alvo (data de entrega) e potencial para
melhorar o desempenho do modelo. Neste caso, técnicas estatisticas podem ser utilizadas,
como analise de correlagdo ou testes de hipéteses, para identificar caracteristicas altamente

correlacionadas com a data de entrega.

2.5.3 Divisao da base

Na fase final da preparacao dos dados, a base é dividida em duas partes, onde
cada uma tem sua participa¢ao no aprimoramente e validagao do modelo: conjuntos de
treinamento e conjunto de testes. O conjunto de treinamento é utilizado para ensinar o

modelo, é onde ele absorve os padroes e os relacionamentos entre as caracteristicas da
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base com a data de entrega. O conjunto de testes é utilizado para validar o modelo, em
dados que ele ainda nao teve acesso. Esta divisao permite avaliar o modelo de forma mais

objetiva, buscando alcancar uma generalizacao para diferentes cenarios de entrega.

2.5.4 Validagao cruzada

Validacao cruzada é um processo onde o conjunto de dados é dividido em varios
subconjuntos, chamados de folds. O modelo é treinado em um subconjunto e avaliado
em outro, repetindo esse processo para todos os subconjuntos. Essa abordagem ajuda a
reduzir o viés e a variabilidade na avaliacao do desempenho do modelo, garantindo que a
performance observada seja uma estimativa mais precisa da capacidade de generalizacao

do modelo para dados nao vistos.

No método K-Fold Cross-Validation, o conjunto de dados é dividido em K subcon-
juntos iguais. O modelo é treinado e avaliado K vezes, com cada subconjunto servindo
como conjunto de teste uma vez e como parte do conjunto de treinamento K-1 vezes. As

métricas de desempenho sao entdao agregadas para fornecer uma avaliagdo geral do modelo.

2.6 Meétricas para avaliacao de desempenho

Avaliar de modo preciso os modelos é crucial para assegurar a eficicia e a con-
fiabilidade das previsoes que sao efetuadas. Nesta se¢ao, sdo destacadas as métricas de

desempenho que costumam ser utilizadas na avaliacao dos modelos de regressao.

« Erro Médio Absoluto (MAE): O MAE ¢é uma métrica utilizada para avaliar
a precisao de um modelo de regressao. Ele mede a média das diferencas absolutas entre as
previsoes feitas pelo modelo e os valores reais observados. Em outras palavras, o MAE
calcula a média dos erros em que cada erro é o valor absoluto da diferenca entre a previsao
e o valor real (Cosio, 2021). Sendo assim, um MAE baixo significa que em média, as
previsdes do modelo foram muito perto do valor real, e um MAE alto significa que em
média, os resultados do modelo estao longe do valor real, demonstrando assim, que o

modelo tem um desempenho insatisfatério. Na figura 3, podemos ver a féormula para
calcular o MAE.
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Figura 3 — Férmula do erro médio absoluto (MAE)

MAE = 130 | |wi — 8

m

Onde;

1. é o nimero de observagdes.

y; € o valor real da i-ésima observacdo.

1J; € o valor previsto pelo modelo para a i-ésima observagdo.

ly; — ;| é o valor absoluto do erro para a i-ésima observagéo.

Fonte: adaptada de Cosio (2021)

o Erro Quadratico Médio (MSE): O MSE ¢é uma métrica que calcula a média
dos quadrados das diferengas entre as previsoes do modelo e os valores reais (Cosio, 2021).
Isso significa que grandes discrepancias entre previsoes e valores reais tém um impacto
desproporcional no MSE. Como resultado, o MSE é 1til para identificar modelos que tém

erros grandes, mesino que OCOoITa €11 apenas alguns Casos.

Figura 4 — Férmula do erro quadrético médio (MSE)

Formula:
MSE = 3 30 (v — %)
Onde:
» y; é o valor real da i-ésima observacdo.
» 1; é o valor previsto pela modelagem para a i-ésima observacéo.

* 7 & o numero total de observagdes.

Fonte: adaptada de Cosio (2021)

» Coeficiente de determinacao (R?): O R? é uma métrica estatistica que indica
a proporcao da variabilidade dos dados que é explicada pelo modelo (Kuhn; Johnson,
2013). No caso da previsao de entrega, o R? pode ser interpretado como a proporgao da

variabilidade nas datas de entrega que é explicada pelo modelo. Um R? préximo de 1
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indica um ajuste perfeito do modelo aos dados, enquanto um R? proximo de 0 indica que

o modelo nao explica a variabilidade dos dados apresentados.

Figura 5 — Férmula do coeficiente de determinagao (R?)

Onde:

* y; sdo os valores reais.
» 1; sdo os valores previstos pelo modelo.
= i ¢ a media dos valores reais.

= 1 é o ndmero de observagdes.

Fonte: adaptada de Cosio (2021)

2.7 Overfitting e Underfitting

No desenvolvimento dos modelos de previsao de entrega, é importante dar atengao
aos fendmenos de overfitting e underfitting, que podem impactar significativamente na

capacidade do modelo de generalizacao para os novos dados.

e Qverfitting: Quando o modelo se ajusta excessivamente aos dados de treina-
mento, capturando nao apenas os padroes verdadeiros, mas também o ruido aleatério
ou ocorréncias irrelevantes nos dados, chamamos de overfitting (Bashir et al., 2020). Por
exemplo, se o0 modelo de previsao de data de entrega ¢é treinado com um conjunto de dados
historicos que inclui varidveis muito especificas e tinicas para um determinado periodo
de tempo, como condigoes climaticas extremas ou eventos sazonais incomuns, o modelo
pode aprender a correlacionar essas variaveis especificas com as datas de entrega de forma
excessiva. [sso pode resultar em um modelo que se comporta bem nos dados de treinamento,
mas que falha em generalizar adequadamente para novos cendrios ou periodos de tempo,
podendo levar a previsoes excessivamente otimistas ou muito pessimistas, que nao refletem

com precisao a realidade das operacoes de entrega.

o Underfitting: Ocorre quando o modelo é muito simples e ndo consegue capturar
a complexidade dos dados utilizados (Bashir et al., 2020). Isso podera resultar em um
modelo que nao consegue incorporar os padroes subjacentes nos dados de treinamento e,
consequentemente, tem um desempenho ruim tanto nos dados de treinamento quanto nos

dados de teste. No caso da previsao de entrega, o underfitting podera levar a previsdes
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imprecisas e inconsistentes, que nao fornecem uma base confidavel para o planejamento e a

tomada de decisoes.

No préoximo capitulo, exploraremos os trabalhos relacionados que abordam temas
similares aos discutidos nesta fundamentacao tedrica. A revisdo dos trabalhos relacionados
nos auxilia a obter insights adicionais e orientagdes para o desenvolvimento e a andalise dos

nossos resultados.






39

3 TRABALHOS RELACIONADOS

Neste capitulo, apresentaremos trabalhos relacionados ao mesmo estudo abordado
neste TCC, focando na aplicacao de algoritmos de Machine Learning para a previsao de

tempos de entrega em diferentes contextos logisticos.

3.1 String de busca

Para a pesquisa de trabalhos relacionados a este estudo, foi utilizada uma string
de busca com o objetivo de encontrar estudos que utilizassem algoritmos de Machine
Learning para prever dados relacionados a entrega de itens ou a sitemas de logistica.
Diante disso, foram combinadas palavras utilizando os combinadores l6gicos AND e OR,
resultando em uma String de pesquisa em Inglés e Portugués, que foi utilizada na plataforma
Google Scholar. A sintaxe de busca utilizada na plataforma foi: ((Machine Learning OR

Aprendizado de Maquina) AND (previsao de entrega OR delivery OR logistics)).

3.2 Trabalhos selecionados
3.2.1 (Sousa,2022)

(Sousa, 2022) abordou em seu trabalho, desenvolvido na Metropolia University of
Applied Sciences, a aplicagdo de Machine Learning (ML) para prever entregas pontuais na
Wirtsila Global Logistics (WGLS). Em seu estudo, ela destaca que a previsao de entrega
pontual (On-Time Delivery - OTD) é fundamental para melhorar a satisfagdo do cliente e
otimizar os processos operacionais. Ela utilizou uma combinacao de métodos de pesquisa
qualitativos e quantitativos, incluindo analise de documentos internos, observagoes e
entrevistas para coletar dados qualitativos, além de dados quantitativos para desenvolver
o algoritmo de ML. Este método misto enfatiza a profundidade e a aplicabilidade da
pesquisa em um contexto empresarial real, proporcionando uma base robusta para o

desenvolvimento tecnoldgico.

Sua pesquisa empregou varios algoritmos de ML como Random Forest e Redes
Neurais demonstrando uma abordagem abrangente para identificar a ferramenta mais
eficaz. O uso de multiplas técnicas destacou a complexidade e os desafios na previsao de
OTD, demonstrando a importancia de adaptar e ajustar os modelos de acordo com as

especificidades dos dados e do contexto operacional da WGLS.

Como resultado, a implementacao do modelo de MLL mostrou-se uma ferramenta

promissora na redugao do ntmero de entregas atrasadas, um beneficio direto para a
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eficiéncia operacional e satisfacao do cliente. Além disso, a integracao do algoritmo em
ferramentas de BI (Business Intelligence), como o Power BI, facilitou a andlise continua e

a tomada de decisao baseada em dados.

3.2.2 (Rokoss et al., 2024)

(Rokoss et al., 2024) exploram em seu trabalho, o uso de técnicas de aprendizado
de maquina para prever prazos de entrega de forma mais precisa no inicio do processo de
pedido. O estudo destaca a importancia de integrar a data desejada de entrega do cliente
como uma caracteristica no modelo preditivo, uma abordagem que se mostrou eficaz para
antecipar os prazos de entrega logo apds o recebimento de um pedido de oferta. Esta
metodologia permite as empresas ajustar suas capacidades de producao de forma proativa,
uma estratégia que pode ser adaptada para melhorar os processos de planejamento da

empresa.

Os autores aplicam a metodologia CRISP-DM adaptada especificamente para a
previsao de tempos de entrega. E entao, empregaram diversos algoritmos de aprendizado
de maquina: XGBoost (Extreme Gradient Boosting), que é conhecido por sua eficiéncia
e flexibilidade em tarefas de regressao e classificacdo. Redes Neurais Artificiais (ANNs)
foram aplicadas para modelar relagoes complexas entre as variaveis. Maquinas de Vetores
de Suporte (SVM) e Florestas Aleatérias (Random Forests) também foram usadas, ambas
renomadas por sua robustez e capacidade de gerar modelos altamente precisos. Adicional-
mente, Arvores de Decisdo foram implementadas para proporcionar uma interpretacio mais
intuitiva dos modelos. Por fim, a Regressao Linear foi utilizada devido a sua simplicidade

e eficacia em prever valores continuos.

Por fim, a pesquisa de Rokoss et al. fornece insights valiosos sobre como os conjuntos
de dados e as variaveis selecionadas impactam a precisdo da previsdao. Os resultados
obtidos por eles demonstram que a inclusao de variaveis especificas do dominio, como
as datas desejadas de entrega e detalhes do processo de manufatura, podem aumentar

significativamente a precisao das previsoes.

3.2.3 (Pereira; Oliveira, 2023)

O trabalho de (Pereira; Oliveira, 2023), desenvolvido na Faculdade de Computagao
e Informatica da Universidade Presbiteriana Mackenzie, denominado "Previsao e Controle
de Tempos das Entregas em Plataformas de Servigos com Inteligéncia Artificial", aborda a
aplicacao de modelos de aprendizado de maquina para otimizar os tempos de entrega em

uma plataforma de distribuicao de gas de cozinha.

Este estudo destacou a necessidade de adaptacao das operagdes comerciais as novas

tecnologias digitais e oferece um caso pratico de como a inteligéncia artificial pode ser
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empregada para melhorar a precisdo das previsoes e a gestao da cadeia de suprimentos. A
abordagem metodoldgica adotada por Pereira e Oliveira, envolveu a analise comparativa de
diversos modelos de aprendizado de maquina, onde podemos citar: Decision Tree, Random
Forest, Extremely Randomized Trees, Support Vector Machines (SVM), AdaBoost, Gradient
Boosting, Histogram-based Gradient Boosting, Bagging, e Recursive Feature Elimination

(RFE).

Esses modelos foram testados e avaliados por sua eficacia em prever os tempos de
entrega, com o algoritmo Fxtremely Randomized Trees emergindo como o mais preciso,

superando os métodos tradicionalmente utilizados pela empresa envolvida no estudo.

3.2.4 (Cunha, 2023)

A precisao na previsao de tempos de entrega tornou-se um fator critico no sucesso
das operacoes de e-commerce, especialmente em um cenario global afetado por flutuacoes
significativas de demanda, como observado durante a pandemia de COVID-19. O trabalho
de (Cunha, 2023) , intitulado "Uso de Aprendizado de Maquina para Especificagdo do
Tempo de Entrega em Vendas Via E-commerce", busca resolver este problema, explorando a
viabilidade de modelos de aprendizado de maquina avancados para prever tempos de entrega
com mais precisao. Utilizando o "Brazilian E-Commerce Public Dataset"disponibilizado

pela plataforma Kaggle, Costa Cunha implementa e avalia dois modelos distintos:

1. Redes Neurais Artificiais (RNAs): Este modelo foi escolhido devido a sua
habilidade em captar a nao-linearidade dos dados através de multiplas camadas e neuronios.
Costa Cunha adaptou uma rede neural profunda para prever o tempo de entrega com
base em variaveis como dados demograficos do cliente, detalhes do produto e histérico de

transacoes.

2. Random Forest: Reconhecido por sua robustez em face da variabilidade dos
dados e menos propenso ao sobreajuste, o modelo de Random Forest foi utilizado para
identificar as caracteristicas mais influentes no prazo de entrega. Este modelo funciona
por meio de uma combinagao de varias arvores de decisao, cada uma treinada com uma
amostra ligeiramente diferente dos dados, para produzir uma estimativa agregada que é

geralmente mais precisa do que qualquer arvore individual poderia fornecer.

Os resultados indicam que o modelo de Random Forest superou as técnicas tra-
dicionais usadas pelas empresas de e-commerce incluidas no estudo, demonstrando uma
maior precisao nas previsoes de tempo de entrega. Este achado é especialmente relevante,
pois sugere que o Random Forest pode ser uma ferramenta valiosa para os operadores de
e-commerce ajustarem seus processos logisticos, potencialmente levando a uma melhor

satisfacao do cliente e eficiéncia operacional.



42

Esta abordagem ilustra o potencial de técnicas de aprendizado de maquina em

um campo aplicado, fornecendo insights significativos para futuras pesquisas e praticas

industriais.

3.2.5 Caracteristicas dos estudos selecionados

A tabela 1 demonstra um comparativo entre os trabalhos relacionados identificados

na literatura e o presente trabalho:

Tabela 1 — Estudos selecionados e suas caracteristicas

ESTUDO Objetivo Abrangéncia Algoritimos Utilizados Resultados Obtidos
e Random Forest, Neural Netwark, 0 modelo com o melhor desempenha foi o Random Forest com 72,6% de precisdo.
Prever a probabilidade de uma ~ ] " A )
Sousa (2022) Mundial Bagging Classifier, XGBoos e Support Neural Network e Bagging Classifier foram os segundos melhores, ambos com uma
entrega ser pontual ou atrasada. 2 i
Vector Machine precisdo de 71,6%.
Prever a data de Entrega assim que
dido & i & i % 4 Random Forest, Neural Network, |0 modelo com melhor desempenho foi o Random Forest, alcangando um R2 de 0,56 e um
um pedido & recebido, considerando
Rokoss et al. (2024) P e, Mundial Decision Tree, XGBoost e Support MAE de 5,82. Em seguida, foram identificados os modelos de Neural Network e Support
a data de entrega desejada pelo Z G
- Tl Vector Machine Vectar Machine com melhores resultados.
cliente como uma caracteristica.
Previsio do tempo de entrega em Rann‘jlqm Forest, Bagging Classifier, O algoritmo Extremely Randomized Trees foi identificado como o que fez previstes com
Oliveira e Pereira (2023) | uma plantaforma de venda e entrega Brasil DecislonTice, Xbboaot esupport maior acurécia, com um MAPE de 0,164471. Em seguida, veio o Random Forest com um
de gés Vector Machine e Extremely MAPE de 0,161812.
Randomize Trees
i Comparando os resultados dos modelos com as previsdes da ferramenta atual da
Previsdo do tempo de entrega de B i
Cunha (2023) i Brasil Random Forest e Neural Network | empresa, constatou-se que o Random Forest reduziu o erro em 78,48%, enquanto a Rede
compras online
P Meural reduziu o erro em 78,71%.
- Support Vector Machine, Random
Previsdo da data de Entrega de Itens PP i .
Proposta de Pesquisa Brasil Forest, Neural Network, AdaBoost, Documentado nos préximos capitulos

no Brasil

Gradient Boosting, Regressio Linear

Fonte: autoria prépria

O proximo capitulo descreverd a metodologia adotada para este estudo. Iremos

detalhar os procedimentos e técnicas utilizados para a coleta e analise dos dados, bem

como a implementacao dos modelos preditivos e as estratégias para a avaliagdo de seu

desempenho.
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4 METODOLOGIA

4.1 Consideracoes iniciais

Este capitulo tem como objetivo detalhar a proposta desta pesquisa. Durante

este capitulo, detalharemos a base de dados que esta sendo utilizada na pesquisa, sua

forma de extracao e o tratamento dos dados. Posteriormente, seréd detalhado o ambiente
computacional utilizado, os modelos selecionados na pesquisa e quais as métricas de
desempenho foram selecionadas para analisar o resultado do trabalho.

4.2 Metodologia

A figura 6 mostra um fluxo detalhado criado no software Orange, com as etapas
envolvidas na Mineracao e Preparagao dos Dados, para a Aplicagao dos Algoritmos de
Regressao:

Figura 6 — Visao geral do processo de regressao realizado no software Orange

Data

Preprocessed Data — Data
Biats ] &
Coleta de Dados

Pre Processamento de Selecdo de Colunas
Dados

Divisdo de Dados

2
iearﬂer %
SVM
Learner -
e s
Random Forest \ Validacdo e Teste
g: \}‘?{“6
[ ]
&
Meural Metwork 5/ g
g
AdaBoost
.l
Gradient Boosting &’,‘x

Linear Regression

Fonte: autoria propria, gerada através do software Orange 3.36.2
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4.3 Coleta de dados

Os dados utilizados neste projeto foram extraidos de um banco de dados Progress
OpenEdge, oriundos das operacoes de um sistema ERP da empresa, e transformados
em um arquivo CSV. A extragao de dados focou especificamente nas vendas realizadas,

abrangendo as seguintes informacoes:
» Cobdigo do item: Identificador tinico de cada produto vendido.

o Cidade e Estado de entrega: Localizacao geografica onde cada item foi

entregue.

o Data de implantacao do pedido: Data em que o pedido foi registrado no

sistema.

o Data de entrega do pedido: Data em que o item foi efetivamente entregue

ao cliente.

o Tempo de entrega: Numero de dias decorridos entre a implantacao do pedido

e a entrega do item.
Os dados estao disponibilizados no projeto do GitHub: https://github.com/lucimaralye/TCC.

4.4 Pré-processamento

O pré-processamento da base de dados foi realizado para remover inconsisténcias
e erros que poderiam comprometer a andlise. Este processo incluiu a identificacdo e a

exclusao de registros com dados divergentes, como:

« Datas de entrega anteriores as datas de implantagao do pedido: Esses

registros foram removidos por estarem evidentemente incorretos.

o Pedidos sem data de entrega: Pedidos sem a data de entrega registrada
também foram excluidos, pois esses dados sao essenciais para calcular o tempo de entrega

e realizar analises precisas.

Esse pré-processamento foi fundamental para garantir a integridade e a confiabili-

dade dos dados utilizados na analise subsequente.

4.5 Selecao de colunas

Nesta etapa, as colunas da base de dados foram analisadas e classificadas quanto a

sua importancia para o treinamento dos modelos de previsao. Esse processo é crucial para
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identificar quais variaveis podem influenciar significativamente os resultados. Por exemplo,
uma analise detalhada das colunas pode revelar que o més de implantagao do pedido tem

uma influéncia considerdvel na previsao do tempo de entrega.
Para realizar essa andlise, foram seguidas as seguintes etapas de forma manual:

« Avaliacao individual das colunas: Cada coluna foi avaliada individualmente
para determinar sua relevancia e qualidade dos dados. Isso incluiu a verificacao de consis-

téncia e a presenca de valores ausentes ou erréneos.

» Identificagcdo de padroes sazonais: Foi examinado se o més de implantacao
do pedido influencia o tempo de entrega. Este tipo de andlise pode revelar padroes sazonais

ou tendéncias que sao vitais para melhorar a precisao dos modelos de previsao.

Essa analise criteriosa das colunas nao s6 melhora a qualidade dos dados para
o treinamento dos modelos, mas também ajuda a identificar quais variaveis devem ser

incluidas para otimizar as previsoes.

4.6 Divisao de dados

Os dados foram segregados em subconjuntos para treinamento e teste, a fim de
garantir a validade e a robustez dos modelos de previsao desenvolvidos. Este processo
envolveu a divisao da base de dados em dois grupos distintos, cada um com diferentes

percentuais de amostras:

e Conjunto de treinamento: Uma parte maior dos dados foi alocada para o
treinamento dos modelos. Este subconjunto é utilizado para ajustar os parametros dos

modelos e aprender os padroes presentes nos dados.

e Conjunto de teste: Uma por¢ao menor dos dados foi reservada para testar
a performance dos modelos. Este subconjunto é utilizado para avaliar a precisao e a

capacidade de generalizacao dos modelos em novos dados nao vistos durante o treinamento.

Além da divisao basica dos dados em conjuntos de treinamento e teste, foram
empregados diferentes cendrios de validagao cruzada (cross-validation) para uma avaliagao
mais criteriosa dos modelos. A validagdo cruzada é uma técnica que envolve a divisdo dos
dados em multiplos subconjuntos, permitindo que cada subconjunto seja utilizado como
conjunto de teste em diferentes iteragoes enquanto os outros sao usados para treinamento.
Isso ajuda a obter uma avaliagao mais robusta do desempenho do modelo e a reduzir o

viés associado a uma tnica divisao dos dados.
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A segregacao dos dados e a aplicacao desses métodos de validagao cruzada garan-
tiram que os subconjuntos fossem representativos do comportamento geral dos dados e
possibilitaram uma avaliacdo mais completa da eficicia dos modelos de previsao. Essa
abordagem ajuda a ajustar os parametros dos modelos conforme necessario, melhorando

assim a precisao e a capacidade de generalizacao das previsoes.

4.7 Ambiente computacional

Os modelos foram executados em um notebook Dell, com as seguintes configuracoes:

Processador 13th Gen Intel(R) Core(TM) i7-13650HX 2.60GHz

16,00 GB RAM

Windows 11 Home Single Language 64 bits

Visual Studio Code Versao 1.89.1

4.8 Regressao

Seis algoritmos de regressao foram treinados com os dados desta pesquisa: SVM,

Random Forest, Neural Network, AdaBoost, Gradient Boosting e Linear Regression.

4.9 Meétricas de avaliacao

Trés métricas de avaliagao foram utilizadas para analisar a performance dos modelos:
MAE, MSE e R2.

No proximo capitulo, apresentaremos os resultados obtidos a partir da aplicacao
da metodologia descrita. Focaremos na andlise dos desempenhos dos modelos de previsao
de entrega, discutindo os achados principais e interpretando as implicagoes dos dados

coletados.
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5 DISCUSSAO E ANALISE DE RESULTADOS

Neste capitulo, apresentamos os resultados obtidos a partir da execucao dos algorit-
mos em quatro cenarios diferentes. Cada cenario foi projetado para avaliar o desempenho
dos modelos sob diferentes configuragoes de validacao e divisdo dos dados. Os cenarios
incluem variagoes no numero de folds e nas proporgoes de dados utilizados para treinamento

e teste.

Os arquivos utilizados neste trabalho estao disponiveis no GitHub e podem ser

acessados através do seguinte link: https://github.com/lucimaralye/TCC

Neste estudo, utilizamos dois cenarios onde o percentual de dados alocados para
treinamento e teste variou (um cenério com 70% e um com 80%), e dois cenarios de
validagao cruzada k-fold, com varia¢do no niimero de folds (um cendrio com 5 folds e outro

com 10 folds), e que sao apresentados na Tabela 2.

Tabela 2 — Cenarios de execugao dos algoritmos

Namero de folds Percentual utilizado
Cenario 1 MNao Aplicavel 70%
Cendrio 2 Mao Aplicavel 80%
Cendrio 3 5 Nao Aplicavel
Cendario 4 10 Néo Aplicavel

Fonte: autoria prépria

5.1 Cenaério 1

No cenério 1, os dados foram divididos em um conjunto de treinamento com 70%
das amostras e um conjunto de teste com 30%. As métricas médias de desempenho sao

apresentadas na tabela 3.

Um ponto de destaque neste cenario foi a agilidade na execucao dos modelos,

mesmo lidando com um arquivo que continha mais de 120 mil linhas.
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Tabela 3 — Indicadores de execuc¢ao do cenario 1

! Random Neural Gradient Linear
Indicador SVM AdaBoost B :
Forest MNetwork Boosting  Regression
MSE 173,88 179,99 47,45 1606,57 431,6 324134
MAE 3,64 3,56 1,93 36,91 14,63 4,38
R2 0,62 0,62 0,90 -2,34 0,10 -66,45
Tempo Treinamento Bm 25.9s 8m 52.55 7m 22.9s 4m 10.s 8m 9.9s 21,3s

Fonte: autoria prépria

5.2 Cenario 2

Neste cendrio, 80% dos dados foram usados para treinamento e 20% para testes.

As métricas médias de desempenho obtidas sdo apresentadas na tabela 4.

Neste cenario, observamos um aumento no tempo de execuc¢ao dos modelos compa-
rado ao cenario 1. No entanto, houve um ganho de desempenho nas métricas para o SVM,

a Random Forest e a Neural Network.

Tabela 4 — Indicadores de execucao do cenario 2

i Random Neural Gradient Linear
Indicador SVM AdaBoost J i
Forest Network Boosting  Regression
MSE 164,09 170,08 40,09 1731,85 438,16 8043,1
MAE 3,34 3,31 1,89 38,52 14,69 2,30
R2 0,66 0,65 0,91 -2,56 0,09 -15,55
Tempo Treinamento 8m 8.0s  10m 45.55 &m 24.65 4m 44,25 9m 22.55 18,35

Fonte: autoria prépria

5.3 Cenério 3

Neste cenario, os dados foram divididos em 5 folds iguais. Cada modelo foi treinado
e avaliado 5 vezes, com cada fold servindo como conjunto de teste uma vez e como parte do
conjunto de treinamento nas demais iteracoes. Na tabela 5, podemos analisar as métricas

médias de desempenho obtidas para os modelos.

Neste caso, observamos que o uso dessa técnica com mais iteragoes resultou em um

aumento substancial no tempo de execucao de todos os modelos. Além disso, notamos
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uma piora no desempenho dos modelos SVM e Random Forest, enquanto que o Gradient

Boosting apresentou um aumento significativo no desempenho.

Tabela 5 — Indicadores de execucao do cenario 3

k Random MNeural Gradient Linear
Indicador SVM AdaBoost i %
Forest Network Boosting Regression
MSE 333,63 331,47 85,76 729,52 151,32 59025,06
MAE 7,98 12,45 2,14 23,18 4,55 4,32
R2 0,32 0,32 0,87 -0,48 0,69 -119,22
Tempo Treinamento 683m 42.0s  1277m 44.65 112m 1945 3 min 12.5s 72 m 1545 24m 16.2s

Fonte: autoria prépria

5.4 Cenario 4

Para este cenario, os dados foram divididos em 10 folds. Cada modelo foi avaliado
em 10 iteragoes, com cada fold servindo como conjunto de teste uma vez. As métricas de

desempenho para este cendrio sao apresentadas na tabela 6.

Com essas informagoes, podemos concluir que, quanto maior o niimero de iteracoes,
mais tempo sera necessario para executar os modelos. No entanto, em alguns casos, os

resultados obtidos foram significativamente melhores do que os anteriores.

Tabela 6 — Indicadores de execucao do cenario 4

) Random Neural Gradient Linear
Indicador SVM AdaBoost ! 4
Forest MNetwork Boosting Regression
MSE 325,74 298,4 43,23 728,11 143,63 198721,87
MAE 7,76 10,51 2,02 23,35 4,35 6,55
R2 0,34 0,39 0,93 0,50 0,71 -404,67
Tempo Treinamento 830m 32.45  2948m 25.65 280m 40.1s 8m 22,55 88m 14.3s 48m 23.95

Fonte: autoria prépria

5.5 Analise dos resultados

Os resultados mostraram que o Neural Network se destacou como o melhor
modelo em termos de precisao, apresentando consistentemente os menores valores de MAE

e MSE, além do maior R2. Isso indica que o modelo foi capaz de capturar a complexidade
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dos dados, lidando eficazmente com padroes nao lineares e interagoes entre variaveis que

outros modelos nao captaram com a mesma eficiéncia.
Em comparacao:

e Random Forest: apresentou bom desempenho, especialmente em cenérios com
menor variabilidade nos dados (quando nao utilizamos a validagao cruzada k-fold). No
entanto, seu desempenho foi inferior ao Neural Network, especialmente em termos de R2,
sugerindo que ele teve dificuldades em capturar as interagdes mais complexas presentes no

conjunto de dados.

« Gradient Boosting: demonstrou resultados satisfatorios apos a aplicagao da
validacao cruzada k-fold, que ajudou a aumentar a precisao do modelo. No entanto, apesar

do desempenho competitivo, o Gradient Boosting ainda ficou atras do Neural Network.

e SVM: teve um desempenho modesto, mostrando-se eficaz em cenarios onde nao

utilizamos a validacao k-fold.

« AdaBoost: apresentou um dos desempenhos mais modestos entre os modelos
testados. No entanto, observou-se uma melhora significativa em seu desempenho na tltima
simulacao, quando o nimero de iteragoes foi aumentado, sugerindo que o modelo pode
se beneficiar de ajustes mais finos de hiperparametros para alcancar resultados mais

competitivos.

o Linear Regression: apresentou resultados abaixo do esperado em todas as
simulagoes realizadas, nao conseguindo atingir um desempenho satisfatorio, destacando

sua inadequagao para o tipo de dados logisticos analisados neste estudo.

A validagdo cruzada k-fold revelou-se uma técnica crucial para melhorar a per-
formance dos modelos, especialmente para o Neural Network e o Gradient Boosting, que
mostraram maior capacidade de generalizacao e reducao de overfitting. No entanto, essa
técnica também aumentou significativamente o tempo de execucao, evidenciando um
equilibrio necessario entre precisao e eficiéncia computacional que deve ser considerado na

pratica.

No préximo capitulo, serao discutidas as conclusoes finais deste trabalho, juntamente
com sugestoes para futuros estudos e pesquisas que podem ser desenvolvidas com base nos

resultados deste projeto.
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6 CONCLUSAO E TRABALHOS FUTUROS

Ao longo das analises realizadas, o algoritmo de Neural Network destacou-se como
o de melhor desempenho, apresentando os menores valores de MAE e MSE, além do
maior valor de R?, quando comparado aos demais modelos testados, em todos os cenarios

utilizados no experimento.

No entanto, é importante ressaltar que a utilizacao da validagao cruzada k-fold
contribuiu significativamente para melhorar a eficiéncia de outros modelos. Tanto o Neural
Network quanto o Gradient Boosting apresentaram resultados satisfatorios com essa
abordagem. Contudo, também foi notavel o aumento no tempo de execucao dos modelos ao
empregar essa técnica, o que deve ser considerado ao optar por sua aplicagao em cenarios

praticos.

Do ponto de vista pratico, os resultados obtidos na pesquisa deste TCC, sugerem que
a aplicacao de técnicas avancadas de Machine Learning, pode significativamente melhorar
a precisao na previsao de datas de entrega, contribuindo para o aumento da satisfagdo do
cliente e a eficiéncia operacional da empresa. Tais melhorias sao especialmente relevantes
em contextos logisticos complexos, como o da empresa estudada, onde as varia¢oes regionais

e sazonais, e os processos industriais internos, apresentam desafios adicionais.

Entretanto, é importante destacar algumas limitacoes do estudo. A base de dados
utilizada, embora abrangente, pode conter variaveis que nao foram totalmente exploradas,
o que pode influenciar no resultado das previsoes. Além disso, a dependéncia de dados
histéricos implica que mudancas abruptas ou imprevistas no contexto operacional da

empresa podem nao ser adequadamente capturadas pelos modelos.

Embora os resultados deste estudo sejam promissores, ha varias oportunidades
para aprofundar e expandir a pesquisa. A seguir, sdo apresentadas algumas sugestoes para

trabalhos futuros:

Incorporacao de novas variaveis: A inclusao de variaveis adicionais, como dados
meteorolégicos, condicoes de trafego em tempo real e variaveis econdémicas, poderia
enriquecer os modelos preditivos e fornecer insights mais detalhados sobre fatores que

influenciam os prazos de entrega.

Automatizacao e escalabilidade dos modelos: Outra possibilidade seria a automati-

zacao do processo de modelagem e previsao, permitindo a aplicagao dos algoritmos em
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tempo real. Além disso, a pesquisa pode ser expandida para contextos com bases de dados

maiores, visando testar a escalabilidade dos modelos.

Estudo de outras técnicas de pré-processamento: Investigar técnicas de pré-processamento
mais avancadas, como a sele¢do automatica de caracteristicas e o uso de métodos de impu-
tacao de dados faltantes, poderia melhorar a qualidade dos dados e, consequentemente, a

precisao das previsoes.

Aplicagao em diferentes contextos logisticos: Por fim, seria interessante aplicar
os modelos desenvolvidos em outros contextos logisticos, como e-commerce, transporte
de cargas pesadas ou distribuicdo urbana, para verificar a generalizacao dos resultados

obtidos e adaptar as técnicas conforme necessario.

Para concluir, este trabalho abre caminho para o uso avancado de Machine Learning
na logistica, demonstrando seu potencial para transformar a gestao de entregas e reforcando

a importancia de continuar explorando novas abordagens para otimizar esse processo.
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