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RESUMO

Roberto Storck Pinto. Ricardo; Deteccao e contagem de pessoas em multidoes a
partir de imagens aéreas usando a arquitetura YOLO. 2024. 74 p. Trabalho de
Conclusao de Curso (MBA em Inteligéncia Artificial e Big Data) - Instituto de Ciéncias
Matematicas e de Computacao, Universidade de Sao Paulo, Sao Carlos, 2024.

Este trabalho de conclusao de curso teve como objetivo utilizar a arquitetura YOLOv8
para desenvolver e avaliar um sistema de deteccao e contagem de pessoas em imagens
aéreas, visando otimizar a precisdo e a generalizacao do modelo para diferentes cendrios.
A automatizacao da contagem de multidoes (Crowd Counting) se mostra cada vez mais
relevante para a administracao publica, especialmente no que tange ao planejamento

urbano, seguranca, gestao de eventos e planejamento estratégico.

O método utilizado consiste em implementar e treinar um modelo de detec¢ao de objetos
e contagem baseado na arquitetura YOLO, ajustando os hiperparametros para otimizar
o desempenho. A capacidade de generalizacdo do modelo foi avaliada em imagens com
diferentes condigoes de iluminagao, resolucao e densidade de pessoas. A precisao do modelo

foi quantificada utilizando métricas relevantes, como precisao, recall e mAP50.

Os resultados obtidos, principalmente no Experimento 5, demonstraram a importancia
de ajustar o tamanho das imagens de entrada e fornecer uma tunica classe para o modelo
identificar. No entanto, a contagem final de pessoas no conjunto de teste evidencia a

necessidade de aprimoramentos.

Conclui-se que a aplicacao da arquitetura YOLO para contagem de pessoas em imagens
aéreas apresenta grande potencial. Contudo, é necessario realizar novos experimentos para
obter os hiperparametros ideais, bem como avaliar o custo computacional de treinamento

ao utilizar imagens de entrada maiores e utilizar outras arquiteturas presentes no YOLOvS8
mais robustas, como YOLOvS8I ou YOLOvS8x.

Palavras-chave: YOLO. Contagem de Multidées ( Crowd Counting). Visao Computacional.

Deteccao de Objetos. Imagens Aéreas.






ABSTRACT

Roberto Storck Pinto. Ricardo; Detection and counting of people in crowds based
on aerial images using the YOLO architecture. 2024. 74 p. Thesis (MBA in
Artificial Intelligence and Big Data) - Instituto de Ciéncias Mateméticas e de
Computacao, Universidade de Sao Paulo, Sao Carlos, 2024.

This thesis aimed to utilize the YOLOvVS architecture to develop and evaluate a system
for detection and counting people in aerial images, aiming to optimize the accuracy
and generalization of the model for different scenarios. Automating crowd counting is
increasingly relevant for public administration, especially in urban planning, security, event

management, and strategic planning.

The method employed consisted of implementing and training an object detection and
counting model based on the YOLO architecture, adjusting hyperparameters to optimize
performance. The generalization ability of the model was evaluated on images with different
lighting conditions, resolutions, and crowd densities. The model’s accuracy was quantified

using relevant metrics such as precision, recall, and mAP50.

The results obtained, mainly in Experiment 5, demonstrated the importance of adjusting
the input image size and providing a single class for the model to identify. However, the

final people count on the test set highlights the need for further improvements.

It is concluded that applying the YOLO architecture for people counting in aerial images
presents great potential. However, further experiments are needed to obtain the ideal
hyperparameters, as well as to evaluate the computational cost of training when using
larger input images and utilizing other more robust architectures present in YOLOVS,
such as YOLOvSI or YOLOv8x.

Keywords: YOLO. Crowd Counting. Computer Vision. Object Detection. Aerial Images.
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1 INTRODUCAO

A tarefa de estimar o nimero de pessoas em uma imagem, conhecida pelo termo
Crowd Counting (Contagem de Multidées), é muito importante para a administra¢ao
publica de uma cidade pois permite que os administradores ptblicos tenham condigoes de
estimar, com razoavel precisao, o numero de participantes em determinados eventos ou
manifestagoes nos espagos publicos da cidade. Permite que eventos sazonais, como por
exemplo eventos de Carnaval, possam ter estimativas de piiblico razoaveis registradas a
cada ano, em cada um dos espacos publicos utilizados e também registrar o niimero de

participantes em eventos nao programados, como manifestagoes.

Os beneficios de obter uma contagem razoavelmente precisa dos numeros de
participantes traz impactos positivos sobre temas importantes para a administracao
publica de uma cidade, como: planejamento urbano, seguranca e monitoramento do uso
de espacos publicos, planejamento de obras ou controle do transito, gestao de eventos,

planejamento estratégico da cidade.

Contar o nimero de pessoas em uma imagem é uma tarefa de deteccdo e contagem
de objetos, sendo um dos principais desafios em visao computacional. E um desafio quando
se tem uma alta presencga de pessoas em uma imagem, o que seria um caso de alta densidade
ou devido a oclusao de individuos na imagem (pessoas na imagem obstruidas por outras

pessoas ou objetos presentes na area).

Abordar essa tarefa utilizando visao computacional é uma abordagem moderna,
permitindo ter respostas mais rapidas e precisas e com menor impacto de possiveis vieses
de contagem (vieses muito comuns quando se tem o confronto de niimeros obtidos pelos
meios de comunicagao versus dados oficiais de seguranca piblica) e erros humanos de

contagem.

Uma abordagem tradicional para estimar o nimero de pessoas em uma multidao é
o chamado Método de Jacobs (Jacobs, 1967). Este método foi desenvolvido por Herbert
Jacobs e consiste em dividir a area em secoes menores e encontrar o nimero médio de
pessoas em cada se¢ao, depois calcular a densidade média e extrapolar esses resultados

para toda a regiao ocupada.

A abordagem moderna, utilizando visao computacional, é para obter o resultado

da contagem em menor tempo e com maior acuracia.

1.1 Objetivos

Este estudo teve como objetivo principal desenvolver e avaliar um sistema de

contagem de pessoas em imagens aéreas utilizando a arquitetura YOLO, com foco em
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otimizar a precisao e a generalizacdo do modelo para diferentes cenarios. Para isso, os

seguintes objetivos especificos foram propostos:

o Implementar e treinar um modelo de detecgao e contagem de objetos baseado em

YOLO, ajustando os hiperparametros para otimizar o desempenho;

o Avaliar a capacidade de generalizacao do modelo em imagens com diferentes condigoes

de iluminagao, resolugao e densidade de pessoas;

o (Quantificar a precisao do modelo utilizando métricas relevantes, como precisao, recall
e mAP50;
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2 FUNDAMENTACAO TEORICA

2.1 Principios de Processamento de Imagens

O processamento de imagens ¢ uma técnica para realizar operagoes em imagens,
com a finalidade de melhora-las ou extrair informacoes 1teis, analisar e tomar decisoes a
partir delas. Para isso, calculos podem ser feitos, quantificando as informagoes existentes

nas imagens.

O processamento de imagens é um subconjunto da visao computacional que utiliza
diversas técnicas para manipular imagens digitais e obter imagens melhoradas ou extrair

informagoes importantes de cada imagem (Ansari, 2023).

Processar imagens digitais ¢ uma tarefa considerada a base da visao computacional
(S4, 2021). Existem diversas aplicagoes para esse uso, como: andlise de imagens médicas,
inteligéncia artificial, restauracao de imagens, vigilancia eletronica, robédtica, veiculos

autonomos, contagem de objetos, identificagdo de pessoas, etc.

O objetivo do processamento de imagem pode ser dividido em cinco grupos:

» Visualizagdo: observar objetos que nao estao visiveis;

o Nitidez e restauracdo de imagens: para melhorar a qualidade da imagem;

e Recuperacao de imagens: facilitar a busca de uma imagem de interesse;

o Medicao de padrao: obter medidas de varios objetos;

e Reconhecimento de imagem: distinguir objetos em uma imagem.

Um computador interpreta uma imagem como uma série de niimeros. Uma imagem
digital é uma matriz de pixels quadrados. Cada pixel é um elemento da imagem dispostos
em colunas e linhas. Isso é o mesmo que uma matriz bidimensional. “As imagens sdo uma
composicao de cores e intensidade que representam uma cena, que pode ser interpretada

pelo olho humano”(S4, 2021), conforme a Figura 1 abaixo:
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Figura 1 — Exemplo de uma imagem

0 100 200 300 400 500 600

Fonte: scikit-image

Imagens digitais podem ser representadas em uma matriz numérica conforme

demonstrado na Figura 2:

Figura 2 — Imagem representada em uma matriz numérica

ol1[1]1]o0
110|1]0]1
11o|1]0]1
B > (11011
111]0]1]1
111]0]1]1
11]of1]1

Fonte: (S4, 2021)

A representacao na Figura 2 é de uma imagem considerada como bindria, pois a cor
preta ¢é representada numericamente como 0 e a cor branca é representada numericamente

como 1.

Aplicando um zoom na Figura 1 é possivel observar os pixels que formam a imagem.
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Figura 3 — Pixels presentes em uma imagem

0.0
2.5
5.0
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10.0
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15.0

17.5

0 5 10 15 20 25

Fonte: elaborado pelo autor

Cada pixel contém informagoes sobre cor e intensidade. As imagens coloridas sao
armazenadas em matrizes tridimensionais. E possivel verificar isso através do atributo
‘shape’ da biblioteca pandas. Para a Figura 1 o resultado sera (427, 640, 3). O primeiro
valor corresponde a altura, o segundo & largura e o terceiro é a dimensdo (em que 3 significa

trés canais de cores).

Para obter o nimero total de pixels na imagem, basta utilizar o método ‘size’ da

biblioteca pandas. Para a Figura 1 o resultado sera: 819840.

Outa forma de obter esse valor é multiplicar a altura (427) x largura (640) x canais

de cores (3) = 819.840 pixels.

Imagens coloridas tridimensionais sdo frequentemente representadas em RGB (Red,
Green, Blue), sendo 3 matrizes bidimensionais em que as trés camadas representam os

canais vermelho, verde e azul da imagem.

As imagens em cinza tém apenas tons de preto e branco. A intensidade da escala
de cinza é armazenada como um numero inteiro de 8 bits, fornecendo 256 tons diferentes

de cinza possiveis. Nao possuem nenhuma informacao de cor.

Para mostrar a diferenga entre imagens com canais RGB e imagens em tons de

cinza, serao utilizadas as imagens da Figura 4:
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Figura 4 — Imagem com canais RGB e imagem em tons de cinza

Coins

Coffee 0

200

0 200 400 300

Fonte: scikit-image

A imagem da esquerda da Figura 4, em cores (RGB-3) tem o formato de (400, 600,
3), com 3 canais de cores. Ja a imagem da direita da Figura 4 tem o formato de (303, 384),

em tons de cinza com um unico canal de cor.

Em alguns casos ¢ necessario converter uma imagem com canais RGB para tons
de cinza. Isso precisa ser feito porque em aplicagdes de processamento de imagens, as
informagdes de cores podem nao ajudar a identificar partes da imagem, como contornos e

caracteristicas.

A Figura 5 foi convertida do seu formato original, RGB, para uma escala de cinza:

Figura 5 — Conversao de imagem RGB para tons de cinza

Original Grayscale

100 |

200 1

300

400

Fonte: scikit-image

Uma outra forma de conversdao de uma imagem RGB ¢é para o modelo HSV (Hue-

Saturation-Value). De acordo com (S&, 2021), este modelo é adequado quando envolve
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manipulagoes diretas, como a descrigdo de cores proximas, ja que é um sistema que permite

manipular os canais de Matiz e Saturacao.

A Matiz (Hue) representa o tipo de cor e abrange todas as cores do espectro, desde
a cor vermelha até a cor violeta, incluindo também o magenta (Conci, ). O valor da Matiz

varia de 0 a 360 graus.

A Saturagao (Saturation) é conhecida como pureza da cor, determinando o quao
“pura” a cor pode ser. Imagens em tons de cinza possuem baixa saturagao. Esta pode

variar de 0 a 100.
E o Valor (Value) é o brilho da cor, podendo variar de 0 a 100.

Na Figura 6 é possivel compreender como o formato HSV ¢é representado:

Figura 6 — Representacao grafica do Modelo HSV

Verde Amarelo

Vermelho
e

o
e
o [i]
5

v

']

Fonte: http://profs.ic.uff.br/~aconci/modeloHSV.html

E na Figura 7 é possivel ver os canais de Matiz (Hue) e Valor (Value) para uma

imagem.


 http://profs.ic.uff.br/~aconci/modeloHSV.html
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Figura 7 — Conversao de imagem RGB para HSV

RGB image Hue channel Value channel

Fonte: scikit-image

2.2 Basico de processamento de imagens com Numpy

Alguns processamentos basicos de imagens consistem em converter a imagem
colorida para tons de cinza, aplicar filtros para deteccao de bordas, redimensionar o
tamanho da imagem, melhorar a nitidez, brilho ou contraste, extrair caracteristicas

importantes e outras.

As imagens podem ser originadas de diversas fontes e por isso podem conter
tamanhos diferentes, bem como caracateristicas como o brilho, contraste, intensidade de

cores, etc, que podem exigir um processamento para equalizar as imagens obtidas.

Essas transformacoes aplicadas nas imagens podem ser necessarias quando a

resolu¢ao de um problema especifico requer o uso da visdo computacional (Ansari, 2023).

Uma imagem é reconhecida pelo Numpy como um objeto numpy.ndarray. Isso
significa que a manipulacao de matrizes do Numpy pode ser utilizada para as imagens.
E possivel por exemplo fatiar a matriz multidimensional e obter as intensidades de cores
individuais ao longo de uma imagem. Isso pode ser feito obtendo os valores de cada RGB

na imagem, conforme demonstrado na Figura 8.

Figura 8 — Intensidade de cores individuais

Original

0] 500 300 0

Fonte: scikit-image com alteracoes do autor

Utilizando o Numpy, também é possivel girar a imagem, conforme demonstrado na

Figura 9:
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Figura 9 — Imagem girada verticalmente e horizontalmente

Original . Vertical Horizontal

0 200 400 0 200 400 0 200 400

Fonte: scikit-image com alteracdes do autor

Para gerar um histograma da imagem, que é uma representacao grafica da quanti-
dade de pixels de cada valor de intensidade, em que 0 é preto puro e 255 é branco puro,
pode-se utilizar a biblioteca matplotlib. Este método precisa de uma matriz de entrada

(que serd a frequéncia) e a quantidade de bins como pardmetros.

O método ‘ravel() da biblioteca Numpy pode ser usado para retornar uma matriz
plana continua dos valores de cor da imagem. Os bins sao definidos como 256 para mostrar

o numero de pixels para cada valor, entre 0 e 255. Isso é demonstrado na Figura 10.

Figura 10 — Histograma para cada camada de cor
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Fonte: scikit-image com alteracoes do autor

Os histogramas sao usados para fazer andlises de imagens, para definir quais
imagens serao utilizadas, para equalizar imagens que estao sendo utilizadas igualando o

nivel de brilho e contraste entre as imagens.

2.3 Aplicando Thresholding em imagens

O Thresholding (limiar) é usado para separar o plano de fundo e o primeiro plano

de uma imagem em tons de cinza, tornando ambos em preto e branco.
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Cada pixel na imagem é comparado com um limite definido previamente. Se o
pixel for menor que o valor definido, o pixel se tornara branco. Caso contrario, o pixel se

tornara preto.

Esta técnica de thresholding é o método mais simples de segmentacao de imagem.
Ela permite isolar elementos na imagem e é usada para deteccao de objetos, reconhecimento

facial e outras aplicacoes.

A técnica serd demonstrada através da utilizagdo do Método de Otsu (Gazziro,
2013). Este método é aplicado para realizar a segmentacao automatica de imagens. Trata-se
de um algoritmo que “retorna um limiar de intensidade tinico que separa os pixels em

duas classes: primeiro plano (foreground) e fundo (background)”(Gazziro, 2013).

Este método de Otsu é muito importante para determinar de forma automaética
um limiar de intensidade nas imagens, sendo algo que facilita executar a separagao de

objetos do primeiro plano e do fundo, conforme a Figura 11.

Figura 11 — Uso do Método de Otsu para separar os planos de uma imagem

Original Histogram Thresholded
5000 -

0 100 200

Fonte: scikit-image

A imagem utilizada é binarizada, ou seja, cada pixel é atribuido a uma das duas

classes (primeiro plano ou fundo) com base no limiar calculado.

O método de Otsu calcula um limiar “6timo”, que é identificado pela linha vermelha
no histograma da imagem acima. Essa linha vermelha é o limiar “6timo” que maximiza a
variancia entre as duas classes de pixels, separadas pelo limiar. Ou, dito de outra forma, é

o limiar “6timo” que minimiza a variancia intraclasse.

Uma outra abordagem ¢ realizar um limiar invertido, cujo resultado serd o primeiro

plano da imagem na cor branca e o segundo plano na cor escura, conforme Figura 12.
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Figura 12 — Uso do Threshold invertido

Original Histogram Inverted Thresholded

0 100 200

Fonte: scikit-image com alteragoes do autor

Existem outros métodos que efetuam essa separacao do primeiro plano e do segundo
plano de imagem, possibilitando a comparacgao e avaliagao de qual método apresenta o

melhor resultado.

Isso pode ser visto na Figura 13 que apresenta diversos métodos diferentes.

Figura 13 — Diferentes algoritmos de limiar

Original Isodata

Fonte: scikit-image com alteragoes do autor

Como mostrado na Figura 11, o Método de Otsu se encarrega de calcular um limiar
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otimo para a separacao. Mas este limiar pode ser definido manualmente. Por exemplo,
para a Figura 7 foi definido um limiar no valor de 0.04 para o canal de Matiz (hue) e este

limiar foi utilizado para binarizar a imagem, separando a imagem do copo do fundo.

Este exemplo pode ser visto na Figura 14:

Figura 14 — Definicdo manual do Threshold

Histogram of the Hue channel with threshold
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Fonte: scikit-image com alteracoes do autor

Também pode ser definido um segundo limiar, desta vez para o canal de Valor
(value), atuando juntamente com o canal de Matiz, para retirar parcialmente a sombra do

copo, conforme a Figura 15:

Figura 15 — Ajuste manual do limiar para os canais Hue e Value

Criginal image

Hue and value thresholded image Hue-thresholded image

Fonte: scikit-image com alteragoes do autor

2.4 Redes Neurais Artificiais - RNA

As Redes Neurais Artificiais foram inspiradas no funcionamento do cérebro humano.
Uma RNA ¢é "um modelo de aprendizado de maquina inspirado em nossas redes neurais
cerebrais'(Géron, 2021).

Podem ser utilizadas para diversas tarefas, como processamento de imagens, siste-
mas de recomendacao, processamento de linguagem natural e tarefas comuns do aprendi-

zado de maquina como a previsao de valores nimericos e classificacao.

Segundo (Géron, 2021) citando o artigo de (McCulloch; Pitts, 1943), as Redes
Neurais Artificiais foram apresentadas pela primeira vez em 1943. Neste artigo os autores

apresentaram o que é considerado a primeira arquitetura de uma rede neural artificial.
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Uma outra definigdo para o que é uma Rede Neural Artificial é a dada por (Ansari,
2023), em que uma RNA é um modelo computacional inspirado pela estrutura e o

funcionamento das redes neurais biolégicas do cérebro humano.

Uma rede neural biolégica é aquela composta dos neuronios biologicos. Sao células
presentes principalmente no cérebro dos animais, em quantidades estimadas de bilhoes de

células e sao responsaveis pelas conexoes cerebrais.

A Figura 16, presente em (Ansari, 2023), mostra a estrutura de um neurdénio

bioldgico:
Figura 16 — Neuronio Biolégico
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Fonte: (Ansari, 2023)

Analisando a Figura 16, é possivel observar as diferentes partes que compoem um

neurénio bioloégico, como:

o Corpo Celular: contém o niicleo do neurdnio e é dele que partem os prolongamentos;

« Dendritos: sao os prolongamentos ramificados. Existem varios deles no nicleo. Sao

responsaveis por receber estimulos e sinais de outros neuronios;

e AxoOnio: é um prolongamento responsavel por conduzir os impulsos nervosos para

outras células, como glandulas e outros neuronios;

-

o Bainha de Mielina: é uma camada isolante responsavel por envolver o axoénio. E
composta por cadamadas de proteinas e lipidios. A mielina é a responsavel por

aumentar a velocidade de conduc¢ao do impulso nervoso;

Um neurdnio artificial pode ser representado conforme a Figura 17, extraida de
(Ansari, 2023).
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Figura 17 — Representacao de um Neuronio Artificial
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Fonte: (Ansari, 2023)

Na Figura 17, x1, x2, e xn sao as entradas. Os pesos sao wl, w2, wn e sdo associados
com cada entrada fornecida. As entradas sdo processadas utilizando fun¢des matematicas
para gerar as saidas. O neurdnio é definido como f(X). As fun¢oes matemadticas sao

chamadas de fungoes de ativacdo. E por ultimo a varidvel y é a saida gerada pelo neurénio
(Ansari, 2023).

2.5 Perceptron

E uma das arquiteturas mais simples de Rede Neural Artificial. A representacio

dele é a demonstrada na Figura 17.

A arquitetura do Perceptron foi criada em 1957 por Frank Rosenblatt (Rosenblatt,
1958). O neur6nio recebe os valores de entrada (sinais) em forma de niimeros e cada
entrada é associada com um peso. A tarefa do Perceptron é determinar os pesos ideais

para cada sinal de entrada.

A equagdo matematica basica que demonstra o funcionamento de um perceptron é

a definida abaixo:

Z=WX;+WoXo+ ..+ W, X, = X'W

Fonte: (Géron, 2021)

Essa funcao realiza uma soma ponderada de suas entradas, aplica uma funcao

degrau para a soma e gera o resultado conforme mostrado a equacao abaixo extraida de
(Géron, 2021):
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he(X) = degrau(Z), sendo que z = X'W
Fonte: (Géron, 2021)

Como demonstrado na Figura 17, o Perceptron é composto por um tnico neurdnico

conectado a todas as entradas.

Outro tipo de rede é o Perceptron Multicamadas (MLP), conforme Figura 18:

Figura 18 — Perceptron multicamadas
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Fonte: (Ansari, 2023)

Nesse tipo de rede, existe a camada de entrada, que recebe os valores de entrada.
Cada camada de entrada se conecta a uma ou mais camadas ocultas e existe uma camada

final de saida.

No exemplo da Figura 18 ¢ demonstrada uma arquitetura conhecida por Rede
Neural Feedforward. O sinal de entrada percorre todas as camadas em direcao a ultima

camada, a de saida.

Quanto se tem uma arquitetura de Rede Neural Artificial composta de varias

camadas ocultas, é dada a denominacao de Rede Neural Profunda.

2.6 Redes Neurais Convolucionais

As Redes Neurais Convolucionais (CNNs) trouxeram muitos avangos em visao
computacional e sao utilizadas desde a década de 1980. Mas nao sao utilizadas apenas

em visdo computacional, também podem ser utilizadas, por exemplo, em tarefas de



40

reconhecimento de voz, processamento de linguagem natural (PLN) e processamento de
sinais. Redes Convolucionais “sao simplesmente redes neurais que usam convolugao em
vez de multiplicagdo de matriz geral em pelo menos uma de suas camadas” (Goodfellow;
Bengio; Courville, 2016).

O principal elemento de uma CNN é a camada convolucional. O termo convolucao
é uma operagdo matematica simples que preserva as relagoes espaciais. Nas imagens,
a convolucao pode detectar areas de interesse relevantes, como bordas, cantos, linhas

verticais, etc.

Outra caracteristica de destaque de uma CNN ¢é a sua capacidade de extrair e
selecionar automaticamente as principais caracteristicas de uma imagem. A arquitetura de

uma CNN, para processamento de imagens, é mostrada conforme Figura 19:

Figura 19 — Rede Neural Convolucional e MLP
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Fonte: (Ansari, 2023)

A Figura 19 é um Perceptron Multicamadas, representado anteriormente através

da Figura 18, que contém uma camada anterior chamada de Camada de Convolucao.

As camadas convolucionais de uma CNN sao aplicadas em pequenas regides dos
dados de entrada (Ansari, 2023). As imagens de entrada sdo passadas para a primeira
camada convolucional da rede. A camada convolucional aplica diversos filtros em pequenas
regides da imagem e produz o mapa de caracteristicas. Cada filtro aplicado consegue

capturar padroes especificos presentes na imagem, como bordas, linhas, contornos.

Além das camadas convolucionais, também ha a camada de subsampling, que é o

processo em que ocorre a reducao da resolucao ou do tamanho da imagem.

Um exemplo de uma CNN completa pode ser visto na Figura 20:



41

Figura 20 — Rede Neural Convolucional Completa
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Fonte: (Ansari, 2023)

Na Figura 20 é possivel ver uma CNN completa, com camadas convolucionais,

camadas de subsampling e nds totalmente conectados.

CNNs tém sido utilizadas amplamente para tarefas de contagem de multidoes,
superando outros métodos tradicionais (Khan; Menouar; Hamila, 2023). Uma CNN fre-
quentemente emprega a técnica de estimar a densidade da multidao, gerando um mapa de

densidade. Esse mapa é utilizado para estimar o nimero de pessoas em uma multidao.

Redes Neurais Convolucionais sdo consideradas uma arquitetura de rede profunda,
exigindo grandes quantidades de imagens para o treinamento e podendo ter camadas com

milhares ou bilhoes de neurénios (Carvalho; Menezes; Bonidia, 2024).

2.7 Arquitetura YOLO

YOLO (You Only Look Once - Vocé s6 olha uma vez) é um modelo de deteccao de
objetos e segmentacao de imagens. Foi desenvolvido por Joseph Redmon, Santosh Divvala,
Ross Girshick e Ali Farhadi e langado em 2015 (Redmon et al., 2016).

E uma arquitetura de rede neural para visio computacional considerada como o
estado da arte neste dominio. Trata-se de um algoritmo para identificagdo de objetos que
usa uma técnica de passada tnica (single pass), extraindo as caracteristicas através do uso
de uma rede neural convolucional. O acrénimo para o nome é devido a essa técnica de

passada tnica.

Atualmente o modelo estd em sua décima primeira versao (YOLO11) e para este
estudo serd utilizada a sua oitava versao (YOLOv8) (Jocher; Munawar; AyushExel, 2024),

ainda considerada ideal para tarefas de deteccao de objetos.

YOLO utiliza uma rede neural convolucional na imagem inteira, dividindo a imagem
em regioes e deduzindo seus limites e probabilidades para cada regiao, ocorrendo a detecgao
e o calculo das probabilidades (S4, 2021).
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A Figura 21 é um exemplo da deteccao de cada objeto em uma imagem e o nivel

de probabilidade, confianca definido pelo modelo.

Figura 21 — Deteccao de objetos com YOLO

Teaffic come BE%

-

Fonte: (Jocher; Munawar; AyushExel 2024)

A

O modelo realiza um ajuste no tamanho da imagem de entrada para 448 x 448 e
roda uma tnica rede neural convolucional na imagem e limita as detecgoes resultantes

pela confianga do modelo (Redmon et al., 2016).

Um exemplo simplicado das etapas pode ser visto na Figura 22:

Figura 22 — Etapas do YOLO

1. Resize image.
2. Run convelutional netwark.
3. Mon-max suppression.

Fonte: (Redmon et al., 2016)

A arquitetura do YOLO é composta de 24 camadas convolucionais, 4 camadas de

maz-pooling e 2 camadas totalmente conectadas. Conforme é demonstrado na Figura 23:
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Figura 23 — Arquitetura do YOLO
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Fonte: (Redmon et al., 2016)

Na arquitetura demonstrada na Figura 23 é utilizada a fungao de ativagao ReL.U,
exceto para a ultima camada que utiliza uma func¢do de ativacao linear. ReLLU significa
Rectified Linear Unit (Unidade Linear Retificada). Trata-se de uma funcao de ativacao
muito utilizada em redes neurais artificiais, principalmente nas redes consideradas como

de aprendizado profundo.

O objetivo de uso com uma fun¢do ReLU é introduzir nao-linearidade ao modelo
de rede neural, para que a rede possa aprender padroes complexos dos dados de entrada e

saida.

Ao utilizar uma fun¢do ReLU, o resultado sera o proprio valor de entrada se este

for positivo ou o resultado sera 0 se o valor de entrada for negativo.

E devido a esta simplicidade computacional que a funcao ReLU é bastante utilizada

em redes neurais.

YOLO tem sido utilizado com sucesso devido a sua particularidade de passada tnica
(single-shot detection) e velocidade, identificando miltiplos objetos com bons resultados
de acuracia. Pode ser utilizado para contagem de pessoas, detectando os objetos em uma

imagem (as pessoas) e realizando a contagem do nimero de objetos detectados.

Em um trabalho publicado em 2023, de autoria de M. Wadhwa e demais (Wadhwa
et al., 2023), os autores utilizaram o YOLOVS e o Detectron2, este produzido pela equipe
de Inteligéncia Artificial do Facebook (Facebook AI Research), que é um algoritmo para
tarefas de deteccao e segmentacao de objetos em imagens. O objetivo do trabalho foi

verificar se 0 YOLOVS conseguiria ter melhores resultados do que o Detectron2.

Os conjuntos de dados utilizados foram o COCO (Common Objects in Context)
para treinamento dos modelos e o conjunto de dados ShanghaiTech (Zhang et al., 2016)

para teste.
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O YOLOVS foi capaz de detectar mais objetos do que o Detectron2 na maioria
dos casos (8 de 10 vezes). No entanto, o Detectron2 apresentou pontuagdes de confianga
superiores em termos de deteccao de objetos. Portanto, embora o YOLOvVS tenha detectado
um maior nimero de objetos, o Detectron2 foi mais confidvel nas detec¢oes que realizou.

O resultado obtido ao comparar os dois modelos pode ser visto na Figura 24.

Figura 24 — Comparacao entre YOLOvVS e Detectron2
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Fonte: (Wadhwa et al., 2023)

Os autores concluiram que o YOLOvVS se mostrou mais adequado para a tarefa
especifica de contagem de multidoes, devido a sua capacidade de detectar um maior
numero de objetos rapidamente, oferecendo uma abordagem de detecgao tinica que permite

processar imagens com maior velocidade.

YOLOvS também foi utilizado para a vigilancia de multidoes, a partir de imagens de
Veiculos Aéreos Nao Tripulados (UAVs), em trabalho publicado em 2023 por M. Anzaruddin
e demais (Anzaruddin et al., 2023). Foi utilizado o conjunto de dados COCO (Lin et al.,
2015) e um outro conjunto elaborado pelos autores contendo videos de diversas partes da
India.

Neste estudo foi explorada a eficacia do YOLO para identificar multidoes, utilizando
métricas como a Intersegao sobre Unido (IOU). Esta é uma métrica comum usada em

algoritmos de deteccao de objetos para medir a precisao das caixas delimitadoras previstas.
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O IOU funciona como um limiar (threshold) definido pelo usudrio e tem o valor entre 0 e
1. O objetivo do IOU ¢é descartar caixas delimitadoras irrelevantes, mantendo apenas as

mais precisas para a deteccao de objetos.

Um exemplo claro disto é o apresentado na Figura 25, elaborada por (Keita, 2022):

Figura 25 — Exemplo de uso do IOU
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Fonte: (Keita, 2022)

As grades com um limiar menor ou igual ao limiar definido pelo usuario terao a
sua previsao ignorada. Sao consideradas apenas as grades cujo IOU for maior que o limiar
definido. No caso da imagem acima, haviam duas areas candidatas a grade e apenas a

grade 2 (Grid 2) foi selecionada.

Para a tarefa de detecgdo e contagem de pessoas, o YOLOvVS8 (Jocher; Chaurasia;
Qiu, 2023) se destaca como a versao estavel mais atual e é altamente recomendado devido
ao seu desempenho avancado e eficiéncia aprimorada em relacao as versoes anteriores. Esse
modelo incorpora melhorias expressivas tanto em sua estrutura quanto nas técnicas de

treinamento, tornando-o uma excelente escolha para essas aplicacoes.

Entre os motivos que tornam o YOLOvS8 uma opg¢ao vantajosa, estao sua maior
precisao, resultante de refinamentos que aprimoraram a deteccao de objetos; sua eficiéncia,
com tempos de inferéncia reduzidos, favorecendo o uso em tempo real; e sua flexibilidade,
permitindo ampla customizagao, como ajustes de hiperparametros e configuragoes de data
augmentation, o que facilita a adaptacao do modelo as demandas especificas de cada

projeto.

O YOLOVS8 possui versoes especificas para cada tipo de tarefa. Existem 5 tipos de

tarefas disponiveis, descritos a seguir:
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2.7.1 Deteccao de Objetos

A Detecgao de Objetos (Object Detection) é uma tarefa cujo objetivo é identificar
a localizacdo e a classe de determinado objeto em uma imagem ou em um video. A
partir disto é possivel realizar a contagem de quantos objetos na imagem ou video sao

pertencentes a cada classe. E a tarefa que serd utilizada neste trabalho.

2.7.2 Segmentagao de Instancia

A Segmentacao de Instancia (Instance Segmentation) é uma técnica que além de
detectar objetos em uma imagem também faz a segmentacao desses objetos. A saida
deste modelo é um conjunto de mascaras ou contornos que delineiam cada objeto em uma
imagem, atribuindo a classe pertencente ao objeto e pontuagoes de confianca. Essa técnica

é util para identificar os objetos e a forma destes.

2.7.3 Estimativa de Pose

A tarefa de Estimativa de Pose (Pose Estimation) é uma técnica que realiza a
identificacdo de pontos especificos em uma imagem, chamados de pontos-chave. Estes
podem representar diversas partes de um objeto, como articulagoes ou pontos de referéncia.
A saida do modelo é um conjunto de pontos que representam os pontos-chave do objeto

na imagem, junto com pontuacoes de confianga para cada ponto.

2.7.4 Detecgao de Objetos Orientada

A Deteccao de Objetos Orientada (Oriented Bounding Bozes - OBB) inclue um
angulo adicional para melhorar a precisao da localizacao de objetos em imagens. As caixas
delimitadores geradas por uma OBB podem girar para se ajustar melhor a orientacdo do
objeto detectado. A tarefa de OBB ¢ 1til para aplicagoes que exigem maior precisao para

a localizagao de objetos, a partir de imagens aéreas ou de satélite.

2.7.5 Classificacao de Imagens

A tarefa de Classificacao de Imagens (Image Classification) tem o objetivo de
classificar imagens em classes prédefinidas. A saida do modelo é um classificador de
imagens, contendo um rétulo de classe e uma pontuacdo de confianca. E utilizada quando
precisa conhecer a qual classe uma imagem pertence e nao precisa saber onde estao os

objetos dessa classe ou qual a sua forma exata.

2.8 Modelos YOLOvV8 para tarefas de deteccao

Os modelos YOLOvVS disponiveis para a tarefa de deteccao foram pré-treinados
no conjunto de dados COCO (Lin et al., 2015), que é um dataset usado para tarefas de

deteccao de objetos, segmentagao, contendo 330 mil imagens com anotagoes detalhadas
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para 80 classes de objetos. Os modelos pré-treinados e suas métricas de performance

podem ser vistos na Tabela 1:

Tabela 1 — Modelos YOLOv8n pré-treinados

Model Size (pixels) mAPval 50-95 Speed CPU ONNX (ms) Speed A100 TensorRT (ms) Params (M) FLOPs (B)

YOLOv8n 640 37.3 80.4 0.99 3.2 8.7

YOLOVS8s 640 44.9 128.4 1.20 11.2 28.6
YOLOv8m 640 50.2 234.7 1.83 25.9 78.9
YOLOv8I 640 52.9 375.2 2.39 43.7 165.2
YOLOv8x 640 53.9 479.1 3.53 68.2 257.8

Fonte: Autor

2.8.1 Modelo YOLOVS para deteccao de multidoes

Em artigo de (Anzaruddin et al., 2023) é proposto um fluxo de deteccao de
multidoes, usando imagens enviadas por um UAV (Unmanned Aerial Vehicle) ou Veiculo
Aéreo Nao Tripulado. Se é detectada uma pessoa na imagem através do YOLOvVS, na
sequéncia é feita uma avaliagao da drea de interesse (ROI - Region of Interest), que é uma
area delimitada para aquele local, com base em caracteristicas fisicas do mesmo e é feita
uma contagem dos individuos presentes no ROI e se essa contagem estd acima ou abaixo
de um valor limite definido para o local. Esse valor limite é definido a partir de varios
fatores, como o tamanho da area e/ou a multidao méxima suportada para o local. Se o
valor de pessoas obtido pelo modelo naquela area for superior ao valor limite definido, é

emitido um alerta pelo sistema.

O fluxo proposto pelos autores pode ser visto na Figura 26:
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Figura 26 — Fluxograma proposto para analise de multidoes
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Fonte: (Anzaruddin et al., 2023)

Foram testadas pelos autores diversas versoes do YOLO e a versao com a melhor
acuracia foi o YOLOvVS8s, com o resultado de 82,3%. A conclusao do trabalho é de que o
modelo utilizado foi eficiente em termos de processamento, precisao e tempo de resposta.
A solugao proposta de definir um valor limite, que serve como um alerta de multidao que
¢ enviado para equipes de seguranca responsaveis, ¢ interessante do ponto de vista de

gerenciamento ptublico de eventos e manifestagoes.

YOLO também foi utilizado para deteccao e contagem de pessoas em imagens de
CCTV (Closed Circuit Television) em artigo de G. Vasavi e demais (Vasavi et al., 2023).
Neste artigo foram utilizadas imagens privadas de um CCTV, com diferentes cenas e
densidades de multidao. Foi implementado um algoritmo para rastreamento e contagem

das pessoas ao entrarem ou sairem de areas determinadas (regides de interesse).

O modelo baseado em YOLO mostrou alta precisao e recall na identificacao e
localizagao de pessoas, com uma precisao média de 0.93. A contagem de pessoas apresentou
um erro médio absoluto de apenas 1,2 pessoas por quadro, indicando alta precisao na

estimativa de densidade populacional.

Os autores concluiram que o modelo desenvolvido apresentou um excelente desem-
penho mas que desafios enfrentados, como oclusoes parciais, exigem a necessidade de mais

pesquisa e melhoria do modelo.
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Estes trabalhos citados corroboram com a proposta deste estudo, de que o YOLO

¢ um modelo bem sucedido para tarefas de deteccao e contagem de pessoas em multidoes.

O modelo pré-treinado utilizado neste estudo é o YOLOv8n. O "n"no final do
nome se refere ao tamanho do modelo. E a versao ideal para aplicacdes que exigem baixo
consumo de recursos computacionais, como dispositivos méveis e/ou sistemas embarcados,
a exemplo do uso de drones (UAV) para processamento em tempo real das imagens. A
diferenca entre as versoes do YOLOvVS, mostrada na Tabela 1, é decorrente do niimero de
parametros de cada modelo e complexidade da arquitetura. Quanto maior o niimero de

parametros do modelo, maior a precisao e maior o custo computacional.

Desta forma, a escolha pelo YOLOv8n para este trabalho se justifica por ser um
modelo leve, rapido e que apresenta equilibrio entre velocidade e precisao, podendo ser
usado em aplicagoes em tempo real, como sistemas de vigilancia, drones e dispositivos

moveis.

2.9 Métodos comuns utilizados para contagem de multidoes

Os principais métodos utilizados em tarefas de contagem de multidoes podem ser

divididos em duas categorias, conforme (Ilyas; Shahzad; Kim, 2020):

2.9.1 Métodos de Contagem Supervisionada

Na contagem supervisionada os dados sdo conhecidos e rotulados, podendo ser

dividida em:
o Contagem por regressao:

Neste método ¢é feita uma estimativa da densidade da multidao através de uma regressao.
Segundo (Ilyas; Shahzad; Kim, 2020), este método foi explorado pela primeira vez por
(Cheng et al., 2014). Métodos baseados em regressao sdo mais eficazes para extrair

caracteristicas de partes da imagem.
» Contagem por estimativa de densidade:

Segundo (Ilyas; Shahzad; Kim, 2020) essa técnica utiliza informagoes espaciais da imagem
para realizar uma estimativa de densidade. Dessa forma, o foco nao é localizar e contar
os objetos individualmente na cena mas sim realizar o calculo da densidade ocupada na

imagem por estes objetos. Consegue superar os problemas decorrentes de oclusao.

» Contagem por detecgao:
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Esta técnica procura realizar a contagem dos objetos identificando partes do objeto, como
ombros, cabecas e a partir dessa detecgao é realizada a contagem do ntimero de objetos

presentes na imagem. E afetada por problemas de oclusio.
« Contagem por Redes Neurais Convolucionais:

Continua sendo um dos métodos mais utilizados com melhores resultados apresentados
(Khan; Menouar; Hamila, 2023). Sdo empregadas camadas de convolugdo, pooling, uso de
fungao de ativagao (ReLU sendo a mais comum) e redes neurais totalmente conectadas.
Considerado pela literatura o método mais eficiente mas com custo elevado devido a

complexidade computacional.

2.9.2 Métodos de Contagem Nao-supervisionada

Nestes métodos os dados nao sao conhecidos e nao existem rétulos. Um exemplo
é o método de contagem por agrupamento. Neste o objetivo é encontrar caracteristicas
semelhantes e agrupéa-las. Sao extraidas as caracteristicas de baixo nivel e essas caracteris-
ticas sao agrupados em grupos, sendo realizado na sequéncia a contagem dos objetos em

cada grupo.

2.9.3 Desafios comuns na contagem de multidoes

A tarefa de contagem de multidoes apresenta alguns desafios comuns que impactam
na obtencao do melhor resultado. Estes desafios foram listados em (Khan; Menouar;

Hamila, 2023) e podem ser vistos conforme abaixo:

« Variacao de cena: imagens ou videos obtidos de fontes diferentes, como CCTV ou

imagens aereas de drones;

o Variacao de escala: um objeto na imagem, por exemplo um humano, pode ter
diferentes tamanhos em imagens variadas, causadas pela distancia, perspectiva ou

resolucao;

o Densidade da multidao: o nimero de pessoas presentes em uma multidao pode variar

de uma imagem para outra;

» Distribuicao nao-uniforme da multidao: pessoas em locais diferentes podem gerar

uma distribuicao diferente da multidao;

e Oclusao: é quando um objeto ¢ obstruido parcialmente ou completamente por outro.

Por exemplo: uma ou varias pessoas a frente de outras pessoas em uma imagem;



51

o Fundo da imagem: o fundo da imagem contém varios objetos que nao sao de interesse

para a contagem, podendo dificultar a contagem das pessoas na imagem;

o Variacoes de iluminacao: imagens podem conter diferentes condi¢oes de luz, por
exemplo imagens obtidas durante o dia, com luz natural versus imagens obtidas

durante a noite com auséncia de luz ou com luz artificial;

o Outros desafios: condigdes do tempo como chuva, sol, neve. Imagens com muito ruido

ou de baixa qualidade, etc.

Em (Ilyas; Shahzad; Kim, 2020) foi apresentado um quadro que resume os desafios
mais comuns, listados anteriormente, encontrados em tarefas de contagem de multidoes,

conforme Figura 27:

Figura 27 — Desafios comuns na contagem de multidoes
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3 AVALIACAO EXPERIMENTAL

3.1 Dados

O conjunto de dados a ser utilizado neste trabalho serd o VisDrone 2019 (Zhu et
al., 2021a), composto de 10.209 imagens capturadas a partir de cAmeras instaladas em

drones.

E um conjunto de dados disponibilizado pela equipe AISKYEYE do Laboratério de
Aprendizagem Automatica e Extracao de Dados da Universidade de Tianjin, na China. Este
dataset contém dados anotados para varias tarefas de visao computacional relacionadas

com a analise de imagem e video obtidas a partir do uso de drones.

E composto de 288 clipes de video e 10.209 imagens estaticas, capturadas por
varias cameras montadas em drones que "...apresentam uma ampla variedade de aspectos,
incluindo localizagao (obtida de 14 cidades diferentes separadas por milhares de quilémetros
na China), ambiente (urbano e rural), objetos (pedestres, veiculos, bicicletas, etc.) e
densidade (cenas esparsas e lotadas). Observe que o conjunto de dados foi coletado
usando varias plataformas de drones (ou seja, drones com diferentes modelos), em cenérios

diferentes e sob varias condigoes climaticas e de iluminacao”(Zhu et al., 2021b).

A divisdo do conjunto de dados para os experimentos deste estudo foi realizada da

seguinte forma: 6.471 imagens para treino, 548 para validacao e 1.610 para teste.

3.2 Meétricas

3.2.1 Meétricas para Avaliagao do Modelo

As métricas sdo utilizadas para avaliar a performance de um modelo de deteccao de
objetos. Demonstram se o modelo esta sendo eficiente ao identificar e localizar as classes
presentes em cada imagem. Para o YOLOvVS as métricas a seguir sao utilizadas para avaliar

a qualidade geral do modelo.

3.2.1.1 Uniao sobre Intersecao (IoU)

O IoU (Intersection over Union) mede a sobreposi¢ao entre as caixas delimitadoras
preditas e as verdadeiras, indicando a qualidade da localizacao dos objetos.
3.2.1.2 Precisao Média (AP)

A AP combina precisao e revoca¢ao em um tnico valor, representando o desempenho

geral do modelo.
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3.2.1.3 Média da Precisao Média (mAP)

A mAP calcula a AP média para todas as classes, fornecendo uma avaliacao
completa em casos de multiplas classes.
3.2.1.4 Precisao e Revocagao

A precisao avalia a capacidade do modelo de evitar erros falsos positivos, enquanto

a revocacao mede sua habilidade de detectar todos os objetos.

3.2.1.5 Pontuacao F1

A Pontuacgao F1 equilibra precisao e revocagao, fornecendo uma medida abrangente

do desempenho do modelo.

3.2.1.6 mAP50 (mean Average Precision at IoU threshold 0.5)

A mAP50 avalia a precisao do modelo em detectar objetos com uma sobreposicao
minima de 50% com os objetos reais. E uma medida de desempenho focada em deteccoes

relativamente faceis.

3.2.1.7 mAP75 (mean Average Precision at loU threshold 0.75)

Mesma definicdo da mAP50 porém considerando uma sobreposi¢do minima de
75%.

3.2.1.8 mAP50-95 (mean Average Precision across multiple loU thresholds from 0.5 to
0.95)

A mAP50-95 é uma média ponderada da mAP calculada em diferentes niveis
de sobreposigao, que variam de 50% a 95%. Isso fornece uma visdo mais completa do

desempenho do modelo, considerando tanto detecgoes faceis quanto dificeis.

3.2.2 Funcgoes de perda para avaliacao do modelo

Em modelos de detecgao de objetos como o YOLOVS, a funcao de perda (loss
function) é muito importante para o processo de treinamento. Ela quantifica o erro entre
as previsoes do modelo e as anotagoes verdadeiras, fazendo com que o modelo ajuste os

seus parametros para minimizar esse erro. As fungoes de perda principais no YOLOvVS sao:

3.2.2.1 «cls_loss (Perda de Classificagao)

O objetivo da cls_loss é avaliar a classificacao correta dos objetos. Ela mede o
quao bem o modelo esta classificando os objetos dentro das bounding boxes. A cls -

loss compara as probabilidades previstas pelo modelo para cada classe com as classes
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verdadeiras anotadas nas imagens. Quanto menor a cls_loss, mais confiante e correto esta

o modelo ao identificar os objetos em uma imagem.

3.2.2.2 box_loss (Perda de Bounding Boz)

O objetivo da box_loss é a precisao da localizagao dos objetos. Ela mede a precisao
das bounding boxes previstas pelo modelo em relacao as bounding boxes verdadeiras,
comparando as coordenadas das bounding boxes previstas com as coordenadas verdadeiras.
Uma box_loss baixa indica que o modelo esta localizando os objetos com precisao nas

imagens.

3.2.2.3 dfl_loss (Perda Focal de Distribuicao)

Combina os dois aspectos anteriores e se concentra nos exemplos dificeis. A dfl_loss
é uma funcao de perda introduzida no YOLOvVS, que combina cls loss e box_loss para
um treinamento mais eficiente e robusto. Ela considera tanto a classificacao das classes
quanto a precisao das bounding boxes, mas com um foco maior em exemplos dificeis
ou ambiguos. A dfl_loss contribui para o modelo se concentrar em exemplos dificeis e

melhorar a precisao geral da detecgao.

3.3 Pré-processamento

O pré-processamento em uma tarefa de visao computacional é composto de etapas
como redimensionamento do tamanho das imagens, normalizacao dos valores de pixels
para um intervalo definido, divisdo dos dados em conjuntos de treinamento, validacao e

teste e aumento do conjunto de dados através de técnicas de data augmentation.

A etapa de pré-processamento é composta de objetivos sobrepostos (Lakshmanan;
Gorner; Gillard, 2021) como: redimensionamento do tamanho da imagem, aumentar a

qualidade das imagens e aumentar a qualidade do modelo.

3.3.1 Redimensionamento das imagens

E uma das etapas mais comuns e importante no pré-processamento de imagens.
Pode até ser uma exigéncia por parte de alguns tipos de modelos, que exigem um tamanho
de imagem padronizado. O redimensionamento torna o tamanho das imagens padronizado

e contribui para reduzir a complexidade computacional.

Uma vantagem do uso do YOLOvVS8 é que essa etapa de pré-processamento pode ser
feita diretamente na etapa de treinamento do modelo, ajustando o parametro 'imgsz’ para
o tamanho de imagem desejado. Dessa forma, o modelo efetuara o redimensionamento de

cada imagem do conjunto de treinamento, mantendo a proporcao original.
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3.3.2 Aumentar a qualidade das imagens

Algumas imagens do conjunto de dados podem ter problemas como condigoes
de iluminacao diferentes umas das outras, resultando em imagens mais claras ou mais
escuras que as outras. Isso pode afetar a capacidade do modelo de entender os padroes
visuais de forma consistente, levando a um desempenho inferior na identificacao ou
classificacao de objetos. Para mitigar esse problema, técnicas de normalizacao de imagem,
como equalizacao de histograma ou ajuste de brilho e contraste, podem ser aplicadas
para uniformizar as condi¢ées de iluminacao e garantir que o modelo receba dados mais

homogéneos e representativos.

Outra técnica comumente usada é a normalizacao dos valores dos pixels. Essa
normalizacao faz com que os valores dos pixels se situem em uma faixa padronizada.
Isso melhora a velocidade de treinamento e o desempenho do modelo. Algumas técnicas
comumente usadas sao: Escalonamento min-maz, que transforma os pixels para uma faixa
entre 0 e 1; e a normalizacao Z-score, que escala os valores dos pixels com base na sua

média e no seu desvio padrao.

Com o uso do YOLOVS, essa etapa também ¢é realizada durante a fase de treinamento

do modelo. O escalonamento min-mazx é realizado automaticamente.

3.3.3 Aumentar a qualidade do modelo

Conforme (Lakshmanan; Gorner; Gillard, 2021), um terceiro objetivo do pré-
processamento é o de realizar transformagoes nas imagens de entrada que resultem em um

melhor desempenho do modelo.

A técnica mais comumente utilizada é a conhecida como Data Augmentation. Essa
técnica consiste em aumentar o tamanho do conjunto de dados criando versoes artificiais
das imagens existentes no conjunto. Também ¢ a primeira técnica utilizada quando existe

o problema de poucos dados disponiveis para treinamento.

O objetivo da Data Augmentation é aumentar o tamanho e a qualidade dos dados de

treinamento, para que o modelo possa ter melhor desempenho e uma melhor generalizagao.

As técnicas mais comuns de data augmentation sdo: rotacionar as imagens, alterar

a escala, ajustar a cor, ajustar o brilho e espelhamento (flipping).

3.4 Metodologia

Esta secao descreve a metodologia empregada neste estudo para desenvolver um
modelo de contagem de pessoas em multidoes a partir de imagens aéreas utilizando a
arquitetura YOLO. Sao abordados a seguir o ambiente de desenvolvimento, o conjunto de

dados utilizado, o processo de modelagem e os experimentos realizados.
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3.4.1 Ambiente de Desenvolvimento

Todo o desenvolvimento e experimentacao do modelo foram realizados em um
ambiente local, utilizando o Jupyter Notebook como plataforma de programacao. Para
acelerar o processamento e treinamento do modelo, todos os treinamentos foram realizados

utilizando o poder computacional da GPU (Graphics Processing Unit).

3.4.2 Customizagao do Conjunto de Dados VisDrone

O conjunto de dados original foi customizado para atender especificamente aos

objetivos deste trabalho. Foram realizadas as seguintes alteracoes:

o Reducao de Classes: A partir do Experimento 2, os arquivos de anotagoes e rétulos
de cada imagem presente nos conjuntos de treinamento, validacao e teste, foram
alterados para incluir apenas duas classes de objetos: 'pedestrian’ e 'people’. Essa
decisao visou simplificar o problema e direcionar o aprendizado do modelo para a

detecgao especifica de pessoas.

o Unificagdo de Classes: No Experimento 5 optou-se por unificar as classes 'pedestrian’
e 'people’ em uma tnica classe, denominada 'people’. Essa estratégia teve como
objetivo verificar se a simplificacdo das classes proporciona melhoria nos resultados

do modelo.

o Armazenamento Local: Tanto o conjunto de dados original quanto as versoes modifi-
cadas foram armazenadas localmente para facilitar o acesso e agilizar o processo de

treinamento.

3.4.3 Processo de Modelagem

O modelo disponivel YOLOv8n pré-treinado (conjunto COCO) foi utilizado em
todos os experimentos. E 0 menor modelo da arquitetura YOLOvS disponivel. E utilizado
em aplicagoes que exigem baixo consumo de recursos computacionais, podendo ser utilizado

em sistemas embarcados, como drones.
3.4.4 Etapas da modelagem

e Modelo de base com os parametros padronizados: O modelo de base utilizou o
YOLOvS8n, utilizando os parametros de treinamento padronizados, com apenas a
alteracao no nimero de épocas de 100 para 300. Isso permitiu avaliar o desempenho

do modelo em um ponto de partida ja otimizado.

o Ajuste de Hiperpardmetros com model.tune(): Buscando otimizar o modelo para o

problema especifico deste estudo, utilizou-se a fungao model.tune() do YOLO. Essa
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funcionalidade permite a busca automatizada por hiperparametros mais adequados
ao conjunto de dados e a tarefa de deteccao e consequente contagem de objetos. Em
um dos experimentos a fungao model.tune() foi executada com 20 iteragoes para

determinar os melhores parametros.

o Pré-processamento Automatico de Imagens: Um diferencial da arquitetura YOLO é
a capacidade de realizar o pré-processamento das imagens de entrada automatica-
mente durante a etapa de treinamento. Essa caracteristica simplifica o processo de
desenvolvimento, eliminando a necessidade de etapas manuais de tratamento das

imagens.

3.4.5 Consideragoes

Este estudo utilizou a arquitetura YOLO, usando o seu modelo YOLOv8n pré-
treinado, para realizar a contagem de pessoas em multidoes a partir de imagens aéreas.

Os resultados obtidos serao apresentados e analisados no préximo capitulo.
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4 RESULTADOS

4.1 Experimento 1 - Modelo base

Foi feito o experimento utilizando o modelo pré-treinado YOLOv8n, utilizando os
parametros default do modelo, tendo sido alterado apenas o nimero de épocas (epochs) de
100 para 300.

Uma época é a passagem completa do modelo por todo o conjunto de dados de
treinamento. Em cada época o modelo processa cada exemplo do conjunto de treinamento
uma vez e 0s seus parametros sao atualizados com base no algoritmo de aprendizado.
Se o modelo apresentar overfitting (sobreajuste) antes do valor definido de épocas, é um
indicador de que o ntimero de épocas pode ser diminuido. Se nao apresentar overfitting

até o nimero total de épocas, este nimero pode ser aumentado.

Sobre o tamanho das imagens de entrada, foi utilizado o valor default para o
parametro "imgsz’ definido em 640. Trata-se do tamanho das imagens usadas no treinamento.
Todas as imagens sao ajustadas para esse tamanho antes de serem usadas pelo modelo.
O tamanho das imagens pode influenciar a capacidade do modelo de aprender padroes e
fazer previsoes corretas. Também pode afetar a quantidade de recursos computacionais
necessarios (como meméria e processador) para treinar o modelo. Imagens contendo muitos
objetos pequenos podem se beneficiar de um treinamento com maior resolucao da imagem,

como por exemplo "imgsz=1280".

O tamanho das imagens é importante para o treinamento de um modelo de visao
computacional. Se as imagens forem muito grandes, o treinamento pode ser lento e exigir
mais recursos. Se forem muito pequenas, o modelo pode ter dificuldade em aprender

detalhes importantes.

As curvas de treinamento, validacao e métricas do modelo YOLOvS8n, para 300

épocas, no conjunto de validacao, podem ser vistas na Figura 28:
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Figura 28 — Curvas de treinamento, validacao e métricas
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Fonte: Autor

Os resultados sugerem que o modelo treinado pode ter atingido seu desempenho
maximo no conjunto de dados com os hiperparametros atuais. Isso ¢ sugerido através

do plato nas trés métricas de perda no conjunto de validagdo e das métricas mAP50 e
mAP50-95.

Os resultados para o Conjunto de Teste podem ser vistos na Tabela 2:

Tabela 2 — Resultados Detalhados Experimento 1

Class Images Instances Precision Recall mAP50 mAP50-95
all 1610 75102 0.405 0.307  0.285 0.161
pedestrian 1197 21006 0.471 0.225  0.238 0.0932
people 797 6376 0.455 0.097  0.128 0.042
bicycle 377 1302 0.217 0.069  0.062 0.023
car 1530 28074 0.613 0.695  0.679 0.417

van 1168 5771 0.353 0.362  0.315 0.2

truck 750 2659 0.385 0.382  0.338 0.212
tricycle 245 530 0.219 0.249 0.15 0.082
awning-tricycle 233 599 0.351 0.19 0.166 0.088
bus 838 2940 0.617 0.513  0.528 0.358
motor 794 5845 0.37 0.291  0.243 0.093

Fonte: Autor

As duas classes de interesse sao: 'pedestrian’ e 'people’. No conjunto de dados
VisDrone é considerado como sendo da classe "pedestrian’ se o ser humano estiver em uma
pose em pé ou estiver andando. Caso contrario, sera classificado como uma pessoa, sera
da classe "people’ (Zhu et al., 2021a).
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Através da matriz de confusdo é possivel verificar o desempenho do modelo para a

classificacao de cada classe, conforme demonstrado na Figura 29.

Figura 29 — Experimento 1 - Conjunto de Teste
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O modelo classificou 83 instancias da classe ’pedestrian’ como sendo da classe

"people’. Isso é esperado dada a semelhanca entre essas classes. E de um total de 21.006

instancias da classe ’pedestrian’, o modelo classificou corretamente apenas 4.047. E uma
)

taxa baixa de classificacao correta.

Para a classe "people’, o modelo classificou 216 instancias de ’people’ como sendo da

classe 'pedestrian’. De um total de 6.376 instancias da classe 'people’, o modelo classificou

corretamente apenas 400. Isso indica que o modelo é melhor em identificar 'pedestrian’

corretamente do que ’'people’.

A semelhanca visual entre as classes 'pedestrian’ e "people’ pode estar levando a

erros de classificagdo. Outros fatores, como o tamanho e a posi¢ao dos objetos na imagem,

também podem contribuir para essa confusao.
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Mas os resultados para ambas as classes indicam que o desempenho do Experimento
1 esta abaixo do ideal. A métrica de precisao, que significa a proporcao de deteccoes positivas
que sao verdadeiramente positivas, estd abaixo de 50% para ambas as classes. E o resultado
da métrica recall é ainda mais baixo, sendo proximo de 25% para a classe 'pedestrian’,
ou seja, o modelo identificou apenas cerca de 25% dos pedestres presentes nas imagens.
E o recall é préximo de 10% para a classe "people’, indicando que o modelo teve uma
dificuldade maior para identificar pessoas nas imagens. Essa dificuldade nao é vista para a
classe "car’, em que o Experimento 1 teve um recall de 70%, que demonstra que para essa

classe especifica o modelo do Experimento 1 consegue ter um bom resultado.

Considerando a dificuldade encontrada pelo Experimento 1 em obter melhores
resultados na identificacao das classes "pedestrian’ e "people’, evidenciada pelos resultados da
Tabela 2, e pelo plato atingido nas fungoes de perda apds 300 épocas de treinamento, optou-
se por realizar um novo experimento. A hipotese é que, ao treinar o modelo exclusivamente
com essas duas classes, o modelo podera se especializar na tarefa de contagem de pessoas,
melhorando sua capacidade de identificd-las e reduzindo o nimero de falsos positivos e

falsos negativos.

4.2 Experimento 2

As curvas de treinamento, validacao e métricas do modelo YOLOvS8n, para 300
épocas, no Conjunto de Validacdo, apenas com as classes 'pedestrian’ e 'people’ podem ser

vistas na Figura 30:

Figura 30 — Curvas de treinamento, validacao e métricas
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Fonte: Autor

Assim como ocorreu no Experimento 1, o modelo treinado pode ter atingido seu

desempenho maximo no conjunto de dados com os hiperparametros atuais. No entanto,
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houveram melhorias dos resultados no Conjunto de Teste, comprovando que reduzir o

numero de classes contribuiu para melhorar a performance do modelo, conforme Tabela 3:

Tabela 3 — Experimento 1 x Experimento 2 - Conjunto de Teste

Resultados Experimento 1
Class Images Instances Precision Recall mAP50 mAP50-95

pedestrian 1197 21006 0.471 0.225  0.238 0.093
people 797 6376 0.455 0.097  0.128 0.042

Resultados Experimento 2
Class Images Instances Precision Recall mAP50 mAP50-95
pedestrian 1197 21006 0.494 0.283  0.288 0.116
people 797 6376 0.434 0.207  0.196 0.067

Fonte: Autor

A melhoria dos resultados também pode ser vista através da matriz de confusao
da Figura 31:

Figura 31 — Experimento 2 - Conjunto de Teste
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O modelo classificou 212 instancias da classe "pedestrian’ como sendo da classe
"people’ (no Experimento 1 foram 83). E de um total de 21.006 instancias da classe

"pedestrian’, o modelo classificou corretamente apenas 5.092 (no Experimento 1 foram
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4.047). Para a classe "people’, o modelo classificou 274 instancias de 'people’ como sendo da
classe "pedestrian’ (no Experimento 1 foram 216). De um total de 6.376 instancias da classe
"people’, o modelo classificou corretamente apenas 1.002 (no Experimento 1 foram 400).
Apesar dos resultados melhores, isso ainda sugere que o modelo esta tendo dificuldade

para identificar e classificar corretamente ambas as classes.

O comparativo dos resultados das métricas entre os dois experimentos e sua variagao

percentual podem ser vistos na Tabela 4:

Tabela 4 — Comparativo de Resultados no Conjunto de Teste

Class: pedestrian
Precision  Recall mAP50 mAP50-95

Experimento 1 0,471 0,225 0,238 0,093
Experimento 2 0,494 0,283 0,288 0,116
Variacao percentual 4,9% 258%  21,0% 24.7%

Class: people
Precision  Recall mAP50 mAP50-95

Experimento 1 0,455 0,097 0,128 0,042

Experimento 2 0,434 0,207 0,196 0,067

Variagao percentual -4.6% 113,4%  53,1% 59,5%
Fonte: Autor

Os resultados no Conjunto de Teste comprovam a hipoétese de que reduzir o nimero

de classes contribuiu para melhorar a performance do modelo.

O resultado gerado pelo modelo, com as bounding boxes e o nivel de confianca do
modelo na classificagao de cada objeto, pode ser visto na Figura 33 que é uma das imagens

presentes no conjunto de teste.
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Figura 32 — Imagem do conjunto de teste

Fonte: VisDrone dataset

Figura 33 — Contagem de pessoas - Imagem do conjunto de teste
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O ntmero total de pessoas (classes 'pedestrian’ e ’people’) identificados nessa

imagem foram de 65, sendo: 61 objetos da classe "pedestrian’ e 4 objetos da classe 'people’.
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A saida gerada pelo modelo resultante do Experimento 2, para uma tnica imagem,
fornece informagoes sobre os objetos detectados e o tempo de execucao. A saida inclui
o indice da imagem, a resolu¢do apds o pré-processamento (384x640), a contagem de
objetos classificados como "pedestrian’ (61) e "people’ (4), e o tempo total de processamento
(72.0ms). Detalhes sobre o tempo de execugao, como tempo de pré-processamento (3.0ms),
inferéncia (72.0ms) e pés-processamento (15.0ms), também sdo fornecidos. Adicionalmente,
a saida informa que o processamento foi realizado em um batch de tamanho 1, utilizando
imagens com 3 canais de cor (RGB) e resolugao 384x640 apds o redimensionamento. Os
tempos de processamento podem variar de acordo com o sistema operacional e hardware
utilizados. Os resultados apresentados foram obtidos em um sistema operacional Windows
11 Pro, com 64 GB de meméria RAM, processador Intel i5-9600K 3.70GHz e GPU Nvidia
RTX 4070Ti.

Ao comparar os resultados da detec¢ao do modelo com o ntimero real de instancias
na imagem de teste, foram observadas divergéncias. Enquanto a imagem continha 84
instancias da classe ’pedestrian’, o modelo identificou apenas 61. Da mesma forma, para a
classe 'people’, o modelo contabilizou 4 instancias, sendo que haviam 3. Essa discrepancia
entre os valores reais e os valores previstos (contagem) evidencia a necessidade de aprimorar

a precisao do modelo.

O préximo experimento se concentrou em realizar ajustes nos hiperparametros do

modelo.

4.3 Experimento 3

Com o objetivo de melhorar os resultados, foi conduzido um terceiro experimento,
no qual a funcdo model.tune() foi empregada para ajustar os hiperparametros do YO-
LOv8n. A ferramenta realizou multiplas iteragoes, ajustando pardmetros como a taxa de
aprendizado inicial (Ir0=0.00919), a taxa final de aprendizado (Irf=0.01068), o momen-
tum (0.92024) e outros relacionados a otimizacao e a augmentacgao de dados. Apesar das
diversas combinagoes testadas, os hiperparametros resultantes, embora otimizados pelo
algoritmo, nao proporcionaram resultados melhores em relagdo ao Experimento 2, que
utilizou os hiperparametros padronizados. Esses resultados indicam que a otimizacao de
hiperparametros pode ser um processo complexo e que, em alguns casos, a combinacao
padrao, frequentemente utilizada em modelos pré-treinados como o YOLOvVS, pode ja ser

suficientemente eficaz para o problema em questao.

Os resultados para o Conjunto de Teste obtidos com o Experimento 3 e comparados

com o Experimento 2 podem ser verificados na Tabela 5.
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Tabela 5 — Comparativo de resultados - Ajustes em Hiperparametros

Experimento 2 (hiperparametros default)
Class Images Instances Precision Recall mAP50 mAP50-95
pedestrian 1197 21006 0.494 0.283 0.288 0.116
people 797 6376 0.434 0.207  0.196 0.067

Experimento 3 (hiperpardmetros customizados)
Class Images Instances Precision Recall mAP50 mAP50-95
pedestrian 1197 21006 0.472 0.281  0.279 0.113
people 797 6376 0.423 0.201  0.190 0.065

Fonte: Autor

4.4 Experimento 4

Com o objetivo de investigar o impacto do tamanho da imagem de entrada na
performance do modelo, neste experimento o parametro 'imgsz’ foi ajustado, passando de
640 para 736 pixels (multiplos de 32).

Com o aumento de tamanho da imagem de entrada, o modelo processa uma
quantidade maior de dados, o que resulta em um aumento da complexidade computacional
e do tempo de treinamento. Para mitigar esse impacto, o nimero de épocas foi reduzido de
300 para 100. Essa decisao foi tomada considerando o trade-off entre a precisdo e o tempo

de treinamento. Os resultados entre os experimentos podem ser analisados na Tabela 6.

Tabela 6 — Comparativo de Resultados - Conjunto de Teste

Experimento 1 (todas as classes)
Class Images Instances Precision Recall mAP50 mAP50-95
pedestrian 1197 21006 0.471 0.225  0.238 0.093
people 797 6376 0.455 0.097  0.128 0.042

Experimento 2 (hiperparametros default)
Class Images Instances Precision Recall mAP50 mAP50-95
pedestrian 1197 21006 0.494 0.283  0.288 0.116
people 797 6376 0.434 0.207  0.196 0.067

Experimento 3 (hiperparametros customizados)

Class Images Instances Precision Recall mAP50 mAP50-95
pedestrian 1197 21006 0.472 0.281 0.279 0.113

people 797 6376 0.423 0.201  0.190 0.065

Experimento 4 ('imgsz’ e 'epoch’ ajustados)

Class Images Instances Precision Recall mAP50 mAP50-95
pedestrian 1197 21006 0.473 0.318  0.310 0.126

people 797 6376 0.441 0.212  0.207 0.075

Fonte: Autor

Ao comparar os resultados do segundo e quarto experimentos, é possivel observar

uma melhora na performance do modelo apds o ajuste do pardmetro "imgsz’. A classe
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"pedestrian’ apresentou um aumento de 12% na métrica de recall, enquanto a classe 'people’
obteve uma pequena melhoria nas métricas de precisao e recall. Nas métricas mAP50
mAP50-95, ambas as classes tiveram resultados melhores. Esses resultados sugerem que o
aumento do tamanho da imagem contribuiu para uma melhor generalizacao do modelo e

uma maior capacidade de detectar objetos menores e mais detalhados.

A reducao do nimero de épocas, por sua vez, foi uma medida necessaria para
mitigar o aumento do tempo de treinamento ocasionado pelo aumento do tamanho da

imagem.

Essa reducao, para apenas um terco do experimento anterior, demonstrou ser uma
estratégia eficaz para otimizar o tempo de treinamento, sem comprometer significativamente
a performance do modelo. Os resultados obtidos indicam que, mesmo com um tempo
de treinamento reduzido, foi possivel alcancar uma leve melhoria nos indicadores de

desempenho.

4.5 Experimento 5

Neste experimento foram utilizadas duas abordagens para melhorar o desempenho
do modelo YOLOv8n: aumentar o tamanho da imagem de entrada (parametro 'imgsz’) e
unificar as classes 'pedestrian’ e 'people’ em uma tnica classe chamada "people’. O objetivo
foi extrair caracteristicas visuais mais detalhadas, através do aumento do tamanho da
imagem de entrada e simplificar o treinamento e aumentar a precisdo, com a unificagao

das classes.

Os resultados do Experimento 5 para o Conjunto de Teste podem ser verificados
na Tabela 7:

Tabela 7 — Experimento 5 - Resultados no Conjunto de Teste

Class Images Instances Precision Recall mAP50 mAP50-95

people 1610 27382 0.55 0.306 0.323 0.126
Fonte: Autor

O resultado da Matriz de Confusao pode ser visto na Figura 34:
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Figura 34 — Experimento 5 - Conjunto de Teste
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A anélise da matriz de confusao apresentada na Figura 34, demonstra que o modelo
do Experimento 5 classificou corretamente 8.154 instancias como 'people’. No entanto,
3.900 instancias foram classificadas como sendo da classe "people’ erroneamente, quando
na verdade sdo o fundo ("background’) da imagem, ou seja, é uma bounding box que
nao contém nenhum objeto, classe. Isso indica uma tendéncia do modelo a gerar falsos
negativos. Essa dificuldade pode estar relacionada a escala reduzida das pessoas nas
imagens aéreas e as variagoes de iluminacao e fundo presentes nas imagens, tornando
necessario aprimorar a capacidade do modelo em discernir entre pessoas e o ambiente
complexo que as cerca. Apesar de apresentar um mAP50 de 0.323, o baixo valor de
recall (0.306) para a classe "people", considerando um total de 27.382 instancias em 1.610
imagens, reforca a necessidade de investigar estratégias para minimizar os falsos negativos

e aumentar a sensibilidade do modelo na detecgao de pessoas.

O resultado do Experimento 5 em uma unica imagem do Conjunto de Teste pode
ser verificado na Figura 35:
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Figura 35 — Contagem de pessoas - Experimento 5
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Fonte: Autor

O ntmero total de pessoas (classe "people’) identificados nessa imagem foram de

78, de um total de 87 pessoas. Uma diferenca de -10%.

O tempo de processamento foi 25.0ms (contra 72.0ms do Experimento 2). O tempo
de pés-processamento foi de 4.0ms (contra 15.0ms do Experimento 2) e o tempo de
inferéncia foi de 25.0ms (contra 72.0ms do Experimento 2). Isso demonstra que manter
uma unica classe também contribuiu para tempos mais reduzidos de processamento do

modelo.

O Conjunto de Teste é composto de 1.610 imagens, totalizando 27.382 instancias
rotuladas como classe 'people’. O modelo do Experimento 5 ao ser utilizado em todas as
imagens do Conjunto de Teste, obteve a contagem de um total de 12.424 pessoas. Isso

representa apenas 45% do total de pessoas presentes em todas as imagens.

Esse resultado sugere que o modelo ainda enfrenta dificuldades na deteccao precisa

de pessoas em imagens aéreas.
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5 CONCLUSOES

O Experimento 5, com a estratégia de aumentar o tamanho das imagens de entrada
e a unificacao das classes "pedestrian'e "people", demonstrou avancos, mesmo tendo sido
treinado em uma quantidade menor de épocas, mas ainda necessita de aprimoramentos. A
hipdtese de que essas alteragoes aumentariam a capacidade do modelo em detectar pessoas
em diferentes escalas e simplificariam o aprendizado se mostrou parcialmente valida, com
uma leve melhora na precisao e recall para a classe "people". Entretanto, a contagem final
de pessoas no conjunto de teste (45% do total real) evidencia a necessidade de explorar

novas estratégias para melhorar a acuracia do modelo.

Uma das estratégias é treinar novos modelos com maior tamanho das imagens
de entrada, avaliando o custo computacional para esse treinamento. Outra abordagem
é aumentar a quantidade de imagens, especialmente aquelas que retratam cenérios com-
plexos com alta densidade de pessoas, como os encontrados em aglomeragoes urbanas.
Isso pode contribuir para uma detecgdo mais robusta. Adicionalmente, a aplicacao de
técnicas de aumento de dados, como rotagoes, espelhamentos e variacées de brilho, pode
auxiliar na generalizacao do modelo, tornando-o menos suscetivel a variagdes nas condigoes
de imagem. Permitir maior nimero de iteragoes entre os hiperparametros, através da
fungao 'model.tune() pode proporcionar a obtengao de hiperpardmetros customizados que

obtenham melhores resultados.

Outra abordagem é explorar as demais arquiteturas e hiperparametros do YOLOVS,
testando modelos maiores como o YOLOvVSI ou YOLOvVS8x, que possuem mais parametros
e niveis de complexidade e poder de processamento. Isso pode levar a resultados mais

precisos.

A combinacao dessas estratégias, juntamente com a andlise aprofundada das
caracteristicas do conjunto de dados e das saidas do modelo, fornecera insights valiosos
para o desenvolvimento de um sistema de deteccao e contagem de pessoas mais preciso e

confiavel.
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