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RESUMO

Ja diziam que a criatividade e o processo de criacdo da arte e design era algo inerénte e
Unico ao ser humano, atividade que tecnologia nenhuma poderia replicar. Porém estudos
veem mostrando que redes neurais generativas adversativas conseguem produzir
criatividade a partir de translacao de estilo entre dominios distintos de imagem. Dito isto,
este projeto de conclusdo de curso buscou explorar esta tecnologia a ponto de se identificar
uma arquitetura que pudesse agregar no mercado de merchandise, gerando em escala
inimeras pecas distintas para uma marca. Durante o processo de descoberta foram
analisadas arquiteturas como VAE, CycleGAN, UNIT, entre outras, onde a escolhida para o
fim desejado foi a arquitetura FUNIT dado caracteristicas que facilitariam a obtencao de
dados, flexibilidade, generalizagao e multimodalidade.

Palavras-chave: Rede Neural Generativa Adversativa, Translagdo de estilo, FUNIT.



ABSTRACT

Many people said that creativity and the process of creating art and design were something
inherent and unique to human beings, an activity that no technology could replicate.
However, studies are showing that generate adversarial networks could produce creativity
from different image domains. Therefore, this final paper explores this technology to the
point of identifying an architecture that could aggregate in merchandise market, generating
innumerable distinct garments for a brand. During the discovery process, the architectures
of Cycle GAN, UNIT, et cetera, were analyzed and FUNIT was chosen for the desired purpose
because of the characteristics that would facilitate the data needy, flexibility, generalization
and multimodality.

Keywords: Adversarial Generative Neural Network, Style translation, FUNIT.
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1. INTRODUCAO

1.1 Contextualizacdo do problema

O termo design no campo artistico possui origem recente, surgiu apenas ha poucos
séculos atrés, no Brasil s6 adquiriu o seu significado orientado ao planejamento recentemente,
dado ter sido traduzido de forma literal por muitos anos como um sinénimo do verbo desenhar.
Ele se difundiu pelo mundo com o manifesto “De Stij” de artistas no ano de 1917 em resposta
a Revolucdo Industrial Inglésa e hoje o design se refere ndo s6 ao ato de projetar no campo
artistico, mas se tornou um termo que transborda esses limites e se integrou ao vocabulario
popular (A origem do termo . Ifd. Disponivel em: https://www.ifd.com.br/design/a-origem-do-
termo-design/?quad_cc/. Acesso em: 02/09/2022).

Apesar do termo ter sido cunhado no contemporaneo, ndo é de hoje que o ser humano
praticou o design. A criacdo artistica sempre foi algo inerente a nossa espécie, sendo as
primeiras pinturas rupestres datadas quarenta e cinco mil anos e meio atrds chegando a
atualidade com obra famosas de Design Digital atrelados a criptoativos, como o Nyan Cat de
sarajoOn. Para qualquer um destes exemplos ao longo da historia da humanidade, foi necessario
uma grande dose de criatividade, uma caracteristica que distingue 0 Homo Sapiens de outras
espécies e que ha muito tempo foi considerado uma das habilidades que faz do ser humano

insubstituivel quando comparado as novas tecnologias.
1.2 Justificativa

De acordo com a IBISWorld, o mercado global de design grafico movimentou um
faturamento de U$ 45,8 bilhGes em 2021 e possui projecdes de crescimento solidos para 0s
proximos anos (Designerd.com, 2022). Estes resultados se devem principalmente as mudancas
de mercado e comportamentais da era digital focada em contetdo e a sua aceleracdo com a
chegada da pandemia global de Covid-19. O ambiente dos Gltimos anos cada vez mais necessita
de profissionais na area do design, principalmente voltado no meio tecnolégico, assim como a
sua criatividade e metodologia de trabalho. Dito isto, um trabalho que permeie um mercado
com ganho de importancia comercialmente e socialmente se faz atrativo.

De maneira complementar, para o desenvolvimento de um projeto que possui como foco

central o design é impossivel ndo se atravessar a neurologia e a filosofia. Esta intersecgédo
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natural de areas de pesquisa possui potencial em contribuir para outros estudiosos, sejam eles

de inteligéncia artificial ou ndo.

1.3 Motivagado

O trabalho de conclus&o de curso é uma oportunidade. O projeto escolhido foi planejado
partindo desta premissa, de ser um momento singular em que posso praticar o 0cio criativo com
o suporte de um grande profissional na area e colher inUmeros proveitos desta experiéncia. Dito
isto, o favoritismo de uma arquitetura GAN (Generative adversarial network) que replica
estilos de design em objetos ficou bastante claro.

Primeiramente, a propria arquitetura, partindo da premissa de atingimento de resultados
satisfatorios, ja se mostra como um pilar de motivacdo. A solucdo pode muito bem se tornar um
protétipo de produto funcional para um mercado em ascensdo, como apontado em secOes
anteriores 0 mercado de design veem crescendo e ja& movimenta valores financeiros
representativos

Com os resultados da solugdo como algo proveitoso e utilitario, todo o percurso para se
chegar nesta realidade também se torna, visto que para isto ha a necessidade de aprendizado em
alguns campos de conhecimento que ndo possuo experiéncia, como arquiteturas GANs e
processamento de imagem, ambas técnicas que ndo tive contanto previamente. Por fim, destaco
que durante todo o percurso sera exercitado uma tematica de cunho filosofico que naturalmente
gera curiosidade e por consequéncia interesse, que é automatizarmos a imaginacao, algo que ao

longo de todos os anos foi considerado algo inerente e Unico ao ser humano.

1.4  Questdes de pesquisa

Dentro do desafio de se estruturar uma arquitetura GAN que estilize objetos, é
necessario definir questdes cruciais a serem respondidas, ndo apenas pelo fato de ser um
método que auxilia no planejamento, execugdo e validacdo de um projeto, mas por serem
parametros de suma importancia para um trabalho de conclusdo de curso dado a sua natureza
académica. Esclarecer os parametros e condi¢cdes em que a arquitetura a ser desenvolvida se
mostra funcional, assim como 0s que ndo se aproximam sdo 0s verdadeiros produtos da
pesquisa. Dado as diretrizes, para cada etapa de projeto

Possuir uma base bem estruturada e em abundancia para o projeto em foco € um dos

fatores mais importantes para 0 seu sucesso. Entretanto, a sua estruturagdo e coleta é
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normalmente bastante custosa e ndo necessariamente estes fatores serdo cumpridos de forma
integral para o treinamento das redes neurais a serem arquitetadas, desta forma definir a relagéo
da quantidade de dados necessarios para 0 bom sucesso e as suas dimensdes de imagem (altura,
largura e profundidade) séo de enorme importancia.

Da mesma forma que a defini¢do da base de dados dos objetos é de suma importancia
para o bom funcionamento do projeto, entender os parametros do ruido a serem introduzidos
também possui sua criticidade.

A arquitetura e seus parametros de treinamento, sdo o core do projeto a ser estruturado
no trabalho de conclusdo de curso. Apesar de ja sabido que serd utilizando uma arquitetura de
rede adversaria generativa é necessario se definir como serdo os detalhes desta, quantidade de
camadas, neur6nios e conexdes e 0s métodos de ativacgao.

Com a premissa de uma arquitetura de rede adversaria generativa ja escolhida é
necessario explorar e definir o modelo de treinamento desta rede a fim de se obter a melhor

performance possivel.
1.5 Objetivos

O projeto de concluséo de curso possui por objetivo principal mesclar objetos com o
design de outras pecas de forma harmoniosa. A pesar de um dos critérios de sucesso do produto
ser de cunho subjetivo, também serd considerado resultados quantitativos relativos a
generalizacdo e qualidade de borda dos modelos, para assim definir uma arquitetura ideal a ser

utilizada para o proposito de producdo de merchandise em escala.

2. FUNDAMENTACAO TEORICA

2.1 Fundamentos

A area de aprendizado de maquina retine uma variedade de conceitos com certo grau de
complexidade. O planejamento da arquitetura sem um embasamento tedrico sélido é um fator
gue pode prejudicar o desenvolvido do produto final, dito isto, esta sessdo é dedicada a definir
os fundamentos tedricos necessarios para 0 projeto organizadas de forma hierarquica

conceitual.
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2.1.1 Rede Neural Convolucional

O aprendizado de maquina ¢ um subcampo da engenharia e da ciéncia da computagéo
na inteligéncia artificial. O seu conceito foi introduzido em 1959 por Arthur Samuel como um
campo de estudo que da aos computadores a habilidade de aprender sem serem explicitamente
programados. Os algoritmos que seguem este conceito utilizam de dados amostrais para definir
padrdes e gerar valor futuros. (Canaltech, 2022).

As redes neurais convolucionais foram desenvolvidas principalmente para o tratamento
matricial no campo do aprendizado de maquina, frequentemente utilizado no processamento de
imagens. A sua arquitetura de tipo feed-foward usa uma variagao de perpectrons multicamadas
segmentada em uma camada convolucional, uma camada ReLU, uma camada de agrupamento

(pooling) e uma camada de dropout. (Data Science Academy, 2022).

212 VGG

A arquitetura VGG foi desenvolvida por Simonyan e Zisserman, sendo ela uma rede
neural com uma série de camadas convolucionais e muito utilizada para o aumento de
profundidade no processamento de imagens. Ela possui diferentes configuragdes variando a
quantidade de camadas. Na figura 1 podem ser visualizado as suas diferentes variagdes com 0s
seus detalhes de arquitetura.
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ConvNet Configuration

A A-LEN B C D E
11 weight 11 weight 13 weight 16 weighi 16 weighi 19 weight
layers layers layers layers layers layers
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maxpool
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convl-512 | conv3-512 | conv3-512
conv3-512
maxpool
FC-40096
FC-40096
FC- 1000

soft-max

Figura 1: arquitetura convNet (VGG)

Fonte: SIMONYAN; ZISSERMAN, 2014

2.1.3 Autoencoder

Os Autoencoders, uma técnica de machine learning ndo supervisionada, foram
introduzidos pela primeira vem na década de 1980, sendo um dos seus principais contribuintes
Geoffey Hinton. Esta técnica possui como cerne que informacdes de altas dimensionalidades
possuem redundancias e podem ser minimizadas em vetores latentes de baixa dimensionalidade
a partir de técnicas de reducdo de dimensionalidade como o PCA (Principal Component
Analysis). Entretanto, para 0 campo de conhecimento de geragéo de imagens utilizaremos desta
etapa para posteriormente transformar o produto da reducdo de dimensionalidade para uma

versdo de dimensionalidade igual a inicial JPEG, conjuntamente a manipulacOes de resultado.
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A sua arquitetura é formada por um encoder, uma camada escondida e um decoder. O
primeiro possui por funcéo reduzir a dimensionalidade do dado inicial nas variaveis latentes de

baixa dimensionalidade. Por fim o decoder aumenta a dimensionalidade a partir das variaveis

ﬂ . .. -
|

Driginal Comgpressed Reconstructed
nput nEpresentation ingut

latentes.

Figura 2:Estrutura Autoencoder

Fonte: DOR BANK, 2020

2.1.4 Variational Autoencoder (VAE)

Desenvolvido em 2014, um modelo que a amostragem ¢é feita a partir de uma
distribuicdo parametrizada gaussiana na construcao das varidveis latentes. Passo adicional entre
0 encoder e o decoder, o encoder produz a média e a variancia a partir de uma distribuicéo

gaussiana como variaveis latentes N(0,1)*variancia + média

Inout Sampled output
npu latent vector
E(z)

probabilistic / \\. ., Probabilistic  __,
—*  Encoder \ / pecoder
v(z)

Figura 3: arquitetura VAE
Fonte: EUGENIA ANELLO, 2021

O erro é propagado para ajustar os parametros das redes reunais. Este modelo busca

adaptar o modelo de autoeconder para fungdes generativas evitando o overfiting.
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2.1.5 Rede adverséria generativa

A arquitetura de rede adversaria generativa pode ser dividida em duas redes neurais,
sendo a primeira a geradora, que a partir de ruidos gera novas instancias de dados, enquanto a
segunda, discriminadora, avalia a autenticidade dos dados sintetizados a partir do padréo
aprendido de dados reais. Dito isto, a fim de se esbogar novas referéncias que possuem alto grau
de semelhanca com dados reais a rede discriminadora possui por objetivo atingir 50% de

discretizacdo de dados reais ou gerados, ou seja, ndo consegue distinguir estes.

Training set d V Discriminator

i @ Rea
Zt /) Il s e
— 7 @ % o

Fake image

Generator

Figura 4: Arquitetura GAN

Fonte: THALLES SILVA, 2020

2.1.6 Pix2Pix

A arquitetura Pix2Pix é constituida por uma rede neural generativa adversativa de
arquitetura U-Net para 0 médulo gerador, a partir de imagens pareadas, ou seja, um método de

aprendizado supervisionado.
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T o EEEE
= conv 1x1

Figura 5: Estrutura U-Net
Fonte: RONNEBERGER; FISCHER; BROX, 2015

Esta arquitetura possui este nome dado o seu formato de “U” onde cada conjunto de
camadas de convolucgédo do bloco gerador direciona o seu resultado para o bloco discriminador
para adicionar de forma latente o contexto dos dados utilizados no aprendizado (ISOLA et al.,
2016).

2.1.7 BicycleGAN

Dentro das arquiteturas de translacdo de estilo, a arquitetura BicycleGAN é uma
multimodal e supervisionada, ela necessita de dados rotulados e pareados para 0 Seu
treinamento. A sua estrutura é formada por dois componentes, cVAE-GAN (Conditional
Variational AutoEncoder GAN) e cLR-GAN(Conditional Latent Regressos GAN).

O componente cVAE-GAN possui a funcéo de codificar a imagem verdade B em um
espaco latente usando o codificador E (U-NET), sendo este resultado utilizado na etapa
posterior de decodificacdo junto a imagem pareada A para reconstruir a imagem verdade B.
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G*, E* = arg min max LIAS(G, D, E) + ALYM(G, E) + Mg Lxu(E)
where "
f—}m—}(c} = ]EA.Bmp{A,B),zmH(B)”B —G(A,z)|x

CEN = Ea Bopia,) 108(D(A, B))] + EA Brpia,B) znim)log(l — D(A,G(A, z)))]

LxL(E) = Egpm) [Pru(E(B)|| N(0,1))],
where D (pllg) = — [ p(2) log 25} d-.
Figura 6: cVAE-GAN

Fonte: JUN-YAN ZHU; RICHARD ZHANG; DEEPAK PATHAK; TREVOR
DARRELL; ALEXEI A. EFROS; OLIVER WANG; ELI SHECHTMAN, 2018.

O segundo componente, cLR-GAN, utilizando a imagem pareada A busca gerar a

imagem B” para ser comparado com a imagem real B e codificado para replicar o espaco latente

antes construido pelo cVAE-GAN (JUN et al., 2017).



25

pmmmmm———
\

. . . . o latent ¢ v
G, B* = argminmux  Loan(C. D) + MuenlC™ (G, E)
Loan(G, D) = Ea Bepa,B)[l08(D(A,B))] + Eacpa)zpiz) log(l — D(A,G(A,z2)))]
£|1ulunl(c;! E) = EAmga{A).zmpiﬂl z— E(G(A,2))||:
Figura 7: cLR-GAN

Fonte: JUN-YAN ZHU; RICHARD ZHANG; DEEPAK PATHAK; TREVOR
DARRELL; ALEXEI A. EFROS; OLIVER WANG; ELI SHECHTMAN, 2018.

2.1.8 CycleGAN

A arquitetura CycleGAN é uma rede neural generativa adversativa que ndo necessita de
dados pareados para o seu treinamento, diferente das arquiteturas BycicleGAN e Pix2Pix para
realizar transferéncia de estilo. A sua estrutura ¢ formada por dois geradores e dois

discriminadores que sao utilizados para realizar uma translacdo de estilo de forma bidirecional.

X Y

Figura 8: Fluxograma de uma arquitetura CycleGAN

Fonte: Zhu et al., 2017
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O aprendizado inicia-se a partir do gerador G que translaciona o estilo da imagem X
paraa Y e é direcionado ao discriminador Dy e ao gerador G. O Gerador G utiliza da imagem
falsa Y para transladar novamente para o dominio de estilo X e calcular o erro a partir do
discriminador Dxe realizar os ajustes de pesos necessarios. Por fim a imagem falsa do dominio
Y é comparada com a imagem real do dominio Y no discriminador Dy para se identificar se
ambas sdo falsas ou reais dentro do dominio Y e assim calculando o erro L1 (ZHU et al., 2017).

2.1.9 MatrizGRAM

A Matriz Gram no contexto da transferéncia de estilo € um produto que corresponde a
correlacdo entre cada filtro de caracteristicas utilizada em uma arquitetura VGG-19. Esta
técnica possui por objetivo extrair o estilo de imagens separando-os do seu contetdo, desta
forma, podem ser transferidas para um conteudo distinto da sua original. O seu calculo é
ilustrado na imagem abaixo, cujas variaveis Nc, Nh e Nw correspondem respectivamente ao
namero do filtro, valores das varidveis de atributo horizontais e Nw valores das variaveis de

atributo verticais de imagem.
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Figura 9: Matriz Gram

Fonte: HIEN; HUY; NGUYEN, 2021

Um aspecto de suma importancia € que a utilizacdo da Matriz Gram complementar a
uma arquitetura VGG deve ser aplicada conjuntamente a um erro quadrado como perda para o

treinamento, dado que diferente disto, as texturas tendem a aparecer como ruido.

2.1.10 UNIT (Unsupervised Image-To-Image Translation)
UNIT é uma arquitetura de translacdo de estilo ndo supervisionado que parte da

premissa de que para transferir o estilo as imagens utilizadas para extracdo de conteudo e estilo
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dividam o mesmo espaco latente. Ou seja, a premissa de que imagens de diferentes dominios

de estilo possam compartilhar um mesmo espaco latente z.

28

Shared-latent space £

Figura 10: fluxograma de compartilhamento de dominio de espaco latente de uma UNIT

Fonte: SIK-HO TSANG, 2021

A sua arquitetura é constituida de um par de VAE { E,G } e por uma GAN {G, D}. As
imagens x1 e x2 sdo codificas no espaco latente Z e decodificas a partir do gerador G de forma
gue os pesos de cada etapa entre as imagens sdo restringidas entre si, posteriormente sdo geradas
novamente e discretizadas pelo bloco D, a fim de se obter o resultado final (LIU; BREUEL,;
KAUTZ, 2017).
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i
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UMNIT: Framework

Figura 11: arquitetura UNIT
Fonte: MING-YU LIU; THOMAS BREUEL; JAN KAUTZ, 2018

O treinamento da VAE e GAN sdo realizadas de forma conjunta a partir da formula de

perda:

min max Lvag, (E1,G1) + Loan, (E2. G1, Dh) + Lec, (71,61, Ea, Ga)

Fy.Ey.C.Ga Dy.Da

Lyag, (B2, G2) + Loan, (B, G2, D2) + Lee, (B2, G2, Ey, Gy).
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2.1.11 MUNIT (Multimodal Unsupervised Image-to-Image Translation)

A arquitetura MUNIT foi estruturada pela NVIDIA com o objetivo de transladar estilos,
partindo da premissa de que duas imagens distintas, apos sua decomposicdo de contetido e
estilo, dividam dominios de estilo diferentes mas contetidos semelhantes. Para isto, a partir de
uma distribuicdo gaussiana os dominios de estilos sdo cruzados para 0 dominio do contetdo,
como apresentado na imagem abaixo com as suas perdas no aprendizado de maquina associados
(HUANG et al.;, 2018).
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Figura 12: estrutura l6gica MUNIT
Fonte: HUANG et al., 2018
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Adicionalmente a arquitetura do MUNIT também pode ser observada no

esquema abaixo com as suas estruturas logicas.

2.1.12 FUNIT

Residual
Blocks

AdalN

: % Parameters
H i

N
H i

i Style
! Code

Residual
Blocks

Down-
sampling

_____________ Content Encoder _} Gontent |
Code

Gilobal
Pooling

Style Encoder

Figura 13: arquitetura MUNIT
Fonte: HUANG et al., 2018
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A arquitetura FUNIT surgiu com o objetivo de preencher algumas necessidades de

projeto que apareceram em modelos anteriores. Modelos como MUNIT néo possuem a aptidao

de generalizacdo, ou seja, a patir dos dados de treinamento o algoritmo ndo consegue gerar

novos resultados a partir de uma nova classe distinta de dados. Dessa forma, em busca de uma

generalizacdo no processamento de novos dados 0 modelo FUNIT treina uma base de dados

separadas em classes para realizar a translacdo e assim, quando fornecido dados de uma nova

classe antes ndo apresentada, ainda ha resultados sélidos como apresentado o fluxograma da
figura 12: estrutura l6gica FUNIT (LIU et al., 2019).
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Figura 14: estrutura légica FUNIT

Fonte: XUN HUANG et al, 2019
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A arquitetura FUNIT pode ser exemplificada abaixo em um teste com diferentes tipos
de animais para dominios de estilo e um para o dominio de contetdo. Como resultado podemos
observar um animal de mesma posi¢do que o dominio de contetdo em um estilo de um segundo

dominio, no caso utilizado para transladar o estilo.
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Figura 15: arquitetura FUNIT
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Fonte: BARRAS; CHASSOT; SILVA, 2021

2.2 [Estado da arte

A tecnologia de redes adversarias generativas nas translacdo de estilo vem ganhando
espaco e cada vez mais veem se tornando foco de pesquisas de inimeras empresas e
universidades. Esta ambientagcdo impulsionou resultados no campo da arte e design de produto.
Entretanto, apesar de indmeros uma arquitetura j& comparadas entre si no quesito de
multimodalidade e qualidade para alguns estudos de caso, ainda ndo foram essencialmente
analisadas na dimensdo de producdo no mercado de arte em escala, centro principal deste

trabalho de conclusédo de curso.

3. METODOLOGIA E PROPOSTA

3.1 Metodologia
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Dado ser o primeiro projeto que se é utilizado da tecnologia de processamento de
imagens e redes generativas adversativas, a abordagem de forma exploratdria se tornou a mais
Obvia a ser a utilizada a fim de se ganhar eficiéncia e de se maximizar o aprendizado sobre o
assunto, que € um dos principais objetivos citados inicialmente. Para isto, foi seguido uma

metodologia de diamante duplo para atacar o problema.

Definir a Estrategia Executar a Solugao

Problema,
Gatilho, @
Desafio

Solugio
Resultado
Entrega

Descobrir Definir . Desenvolver |  Entregar
i

Figura 16: Diagrama Diamante Duplo

Fonte: HENRIQUE CARVALHO, 2019

Na etapa de descobrimento foi utilizado da Internet para se entender todas as atuais
tecnologias que poderiam resolver a problematica proposta. A partir desta etapa, foi encontrada
algumas solucBes e conteddos que poderiam direcionar o aprendizado da tematica, sendo a
escolhida a ser seguida como via principal o livro Hands-On Image Generation with
TensorFlow: a pratical guide to generating images and videos using deep learning do autor Soon
Yau Cheong. Este livro passa pela evolucdo dos modelos de forma temporal, com o0s seus
elementos positivos e negativos para cada uma das abordagens de problema.

Desta forma, a partir desta diretriz foi analisado diferentes arquiteturas a fim de se
chegar a concluséo da que possui melhores resultados dentro de uma realidade de recursos
limitados, sejam eles de mao de obra, temporais ou de processamento. Ao longo desta diretriz
foi testado algumas arquiteturas a fim de se entender, além de se obter conhecimento, 0s
resultados produzidos. Escolhido o modelo final, a sua arquitetura foi executada, testada e
adaptada para se chegar no estado de produto final.

3.2 Identificacdo do problema
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A grande dificuldade de projeto foi encontrar um modelo que solucionasse o problema
proposto e ao mesmo tempo nédo ultrapassasse os limites de recursos existentes. Durante este
processo de descoberta, foi mapeado possiveis arquiteturas que poderiam ser utilizadas no papel
da translacédo de estilo e algumas escolhidas a serem testadas a fim de se entender se 0s seus
resultados solucionariam o objetivo proposto. Para esta sele¢do, foi interseccionado as possiveis
solugdes e os requisitos de projeto imaginados inicialmente, desta forma, como resultado, a

matriz a seguir foi desenhada.

Supervisionado N3o Supervisionado

3; + MUNIT

£ | + BicycleGAN © FUNIT
= * VGG (Matriz
= Gram)

=

=

£

£ |+ Pix2Pix © UNIT

s * CycleGAN

[=]

20

=

Figura 17: Classificacdo de Arquiteturas

Com base nas caracteristicas de cada arquitetura mapeada foram escolhidas as
arquiteturas que se apresentavam nao supervisionadas e multimodais, ou seja, soluc@es que ndo
necessitam de dados previamente classificados e que possuem resultados com maior
variabilidade possivel, assim preenchendo os requisitos de projeto. Nos topicos a seguir foram
apresentados os modelos testados de forma cronolégica a as suas respectivas conclusdes a partir
dos seus resultados, no processo de escolha final de arquitetura que possui por fim a producéo
de merchandise em escala.

De forma paralela, um aspecto de enorme importancia é que estudos anteriores ja
compararam parcela das arquiteturas sendo apenas a arquitetura BicycleGAN, quando testada
em aderecos de moda, de melhor qualidade que as arquiteturas ndo supervisionadas e
multimodais testadas. Desta forma, apesar dos melhores resultados, esta arquitetura ndo se

encaixa nos requisitos de projeto apresentados inicialmente, apesar de também multimodal.
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edges — shoes edges — handbags

Quality Diversity Quality Diversity
UNIT [15] 37.4% 0.011 37.3% 0.023
CycleGAN [8] 36.0% 0.010 40.8% 0.012
CycleGAN* [8] with noise 29.5% 0.016 45.1% 0.011
MUNIT w/o L2, 6.0% 0.213 20.0% 0.101
MUNIT w/0 Lfecon 20.7% 0.172 9.3% 0.185
MUNIT w/o Liccon 28.6% 0.070 24.6% 0.139
MUNIT 50.0% 0.109 50.0% 0.175
BicycleGAN [11]7 56.7% 0.104 51.2% 0.140
Real data N/A 0.293 N/A 0.371

T Trained with paired supervision.

Quantitative evaluation on edges — shoes/handbags

Tabela 1: Comparativo de arquiteturas de translacdo de estilo

Fonte: HUANG et al., 2018

3.3 Proposta

Ao passo que os estudos de solugdes viaveis para o problema proposto foi sendo
realizado, também foi se entendendo o escopo a ser realizado para o projeto. Este fim se
caracteriza por testar as tecnologias dentro do escopo dos requisitos de projeto, no caso uma
rede neural GAN atrelada a Matriz Gram, arquitetura MUNIT e FUNIT, com o objetivo de se
entender se elas se mostram viaveis para a producdo de merchandise em escala.

No topico de projeto as tecnologias sdo executadas em ambientes controlados ou de
projetos paralelos a fim de serem comparadas para uma definicdo de uma arquitetura de melhor

uso para a finalidade em alvo deste projeto de conclusao de curso.

4. O PROJETO

4.1 Transferéncia neural de estilo

A partir da técnica do uso da Matriz Gram foi extraido o conteudo de uma imagem, no
caso de uma camiseta, e o estilo de duas imagens, a primeira um quadro do Salvador Dali e 0
segundo uma logo marca da Budweiser. Se foi realizado dois testes a fim de se analisar se
formatos escritos interfeririam na textura ou seriam projetados de forma integral. O cddigo
utilizado foi embasado no apresentado no capitulo cinco do livro Hands-On Image Generation

with TensorFlow: a pratical guide to generating images and videos using deep learning, este
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pode ser encontrado no endereco https://github.com/PacktPublishing/Hands-On-Image-

Generation-with-TensorFlow-2.0/blob/master/Chapter05/ch5 neural style transfer.ipynb.

Content Style Content

Style

Figura 18: Resultados GAN (Matriz Gram)

Na utilizagdo de tecnologia apresentada € visivel que ndo conseguimos obter resultados
expressivos de novos merchandises. Esta conclusdo vem do fato de que a técnica utilizada néo
nos possibilita o controle espacial, de textura e de cor, ela simplesmente projeta todos estes
elementos diretamente no conteddo extraido. Entretanto, esta experiéncia se mostrou de enorme
importancia dado que os seus conceitos sdo utilizados em arquiteturas mais complexas e de
resultados mais expressivos, como a arquitetura Multimodal Unsupervised Image-to-Image

Translation.

42 MUNIT

Para a arquitetura ser testada foi utilizado o esqueleto de cddigo encontrado no
repositorio  guithub  https://github.com/eriklindernoren/PyTorch-GAN com algumas

alteracfes em seu corpo de cédigo. Ao longo da sua implementacao, a partir da base de dados

edges2shoes, a sua execucdo apresentou um ETA acima de quatrocentos dias a partir dos
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recursos de processaemento disponiveis, desta forma foi utilizado os resultados a partir da
execucdo do codigo em seu corpo original realizadas pelo autor sa fim dos seus resultados

serem analisados para o propésito de producdo de merchandise em escala.

2L LeS
RLLLLERB
Q% BB %
144444414
EYYYYYYY

Figura 19: Resultados MUNIT

Fonte:< https://github.com/eriklindernoren/PyTorch-GAN>

Os resultados obtidos pelo autor sdo notaveis no quesito de borda e
multimodalidade, porém ¢é valido ressaltar a sua necessidade de paridade entre dados, no caso
de conteudo e estilo. Paralelamente, parte da premissa que as imagens a serem transladadas
possuem conteddos semelhantes, apesar de dominios de estilo distintos, prejudicando o

potencial de escalabilidade, requisito de projeto necessario.

4.3 FUNIT

Ao longo do projeto de concluséo de curso, a fim de se executar testes relativos a
producdo de merchandise em uma arquitetura FUNIT, foi evidénciado a necessidade de um
processador NVIDIA DGX1 (8-V100, 32GB) para o tempo de processamento se apresentar
viavel. Como n&o houve o encontro de outras op¢Oes semelhantes ou disponiveis, as conclusdes

relativas a arquitetura em questdo foram feitas a partir de resultados de experimento do préprio

paper.
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Topl-all | Tops-all| _ Topl-test |  Tops-tesi| | DIPD | | IS-allT  IS-est 1 | mFID |
2897 4788 3832 7182 Lals 1048 743 197.13

2278 43353 357 7089 1304 1214 686 197.13

3561 6294 53.90 #4.00 1.700 10.20 759 158.93

T3h [N LX) kREL (K] [[EL] 3T TR

1294 3556 25.40 6064 1514 746 610 204.05

2026 4551 3026 6578 1.559 739 583 28 60

% 2047 46.46 34.90 7111 1558 720 558 0413
2 24.71 4892 35.23 73.75 1.549 857 621 198,07
= 056 EED) 441 20103 1368 TE3 371 R4
= 0160 356 4.38 20.12 1.368 780 T 235 66
E 0160 3.40 4.30 20,00 1.368 3T M1.77
g 1 3. k 20 I 37 24177
< 0.62 349 4.28 20224 1.368 T2 2842
.62 345 441 20,00 1.368 T2 22857

707 LINT) 67T 36 1364 003 LA

3329 7819 GB.68 96.05 1.320 1333 7024

3700 8220 7218 9737 Lin 1412 6735

3583 B157 7345 9117 1308 1455 66,58

39.10 B4.30 Ti.69 9796 1307 14.82 66.14

9.2 nyn 1946 4256 1488 111 21530

7.0 18.31 16.66 3714 1417 757 20383

2.12 4141 I8.76 62.71 1.636 966 198.55

[ EEE] EXT] RN E] [EL] ENLY T66 16

.§ 254 594 882 2398 1574 421 70,12
= 4.26 13.28 1203 3202 1.371 409 27894
a 370 1.74 1290 362 1.509 525 25280
3 538 16.02 13.95 33.96 1.544 524 260.04
E 0.24 L7 (X A.54 1423 4.53 244.65
g 0.22 107 1.00 486 1423 482 24440
- 0.24 113 103 4.90 1.423 483 244 55
= 0.23 105 .04 4.90 1423 481 244.80
‘s 0.23 1.08 1.00 456 1.423 4.82 471
< 17 3438 ETTET [NE] 1342 1716 11353
2024 5161 A5.40 7575 1.296 237 99.72

2245 5480 A8 7766 1.289 2360 98.75

2318 5563 49,01 7870 1.287 2386 9816

FL 2350 56.37 49.81 TE80 1.286 2400 9704

Tabela 2: Comparacédo de Performance FUNIT
Fonte: BARRAS; CHASSOT; SILVA, 2021

A arquitetura FUNIT comparada a CycleGAN, UNIT e MUNIT se apresenta com
melhores resultados em situacGes de poucos dados, mesmo em casos de maiores quantidades
de classes utilizadas no treinamento. De forma adicional esta arquitetura possui vantagens dado
que desempenha em ambientes de dominios de estilo ndo contempladas pela base de
treinamento, se mostrando a melhor opg¢éo para producdo de merchandise em escala.

5. CONCLUSAO

Ao longo do projeto foi testado trés arquiteturas que cumpriam os requisitos de
projeto levantados, ser multimodal e ndo supervisionado. Como conclusdo o uso de uma rede
neural, conjuntamente a técnica de matrizx gram, se mostrou de dificil controle espacial,
coloracdo e textura, de forma paralela a arquitetura MUNIT, apesar de ndo supervisionada
ainda necessita de dados pareados para o seu treinamento e que as imagens dividam um
dominio de contelddo semelhante. Desta forma, a solugcdo FUNIT se mostrou a mais adequada
para a producdo de merchandise em escala, apesar de ndo executado dado limitacdo de
recursos de processamento, para isto foi criado uma arquitetura tedrica como proposta para
este fim.

Para o treinamento se é utilizado vestimentas de iniUmeras marcas distintas como
classes e uma dessas sera utilizada para transladar o dominio de estilo, no caso da figura 19
as camisetas de marca Budsweiser.
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Figura 20: Treinamento FUNIT — Merchandise

Apds o treinamento da rede neural, a sua execucdo é realizada a partir de um novo
conjunto de images que sera utilizada para o seu estilo ser transladado para o conteldo
aprendido. A figura 20 exemplifica este processo a partir da translacdo de camisetas da marca
Red Bull.
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Figura 21: Execucdo FUNIT - Merchandise

Como resultado temos uma camiseta de manga comprida da marca de estilo
transladada. Esta arquitetura e formato de treinamento fazem desta rede neural um
ferramental com uma ampla flexibilidade para ser utilizada na produc¢ao de outras camisetas
de diversas marcas a serem transladadas. Dessa forma, a producdao de novas colecbes de
merchandise e arte se tornam escalaveis sem a necessidade de um agente intermediario para
a criacdo de novas pecas de design.
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