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RESUMO

A Inteligéncia Artificial tem recebido amplo destaque nos ultimos anos, sobretudo pela
capacidade de analise de dados e identificacao de padrdes. Na industria do petréleo,
seu uso expande com a vasta gama de experimentos e formulagdes que a envolvem,
assim como a exploragdo de novos horizontes. O trabalho traz uma abordagem
estatistica e experimental que avalia a capacidade da utilizacdo de Redes Neurais
Artificiais do tipo Self-organizing Maps (SOM) na imputagdo de dados para
identificacado de topologia de escoamentos multifasicos de agua-6leo-gas e caculo de
suas fragdes volumétricas em medigdes de densiometria gamma, o que ressalta sua
importancia para a industria do petréleo, onde um dos grandes desafios ainda é medir
propriedades de escoamentos multifasicos de 6leo, gas e agua. Os dados sao
imputados seguindo 4 diferentes metodologias, sendo elas imputagédo simples com o
BMU (Best Matching Unit, ou neurénio mais representativo), proporcional com o BMU,
com a média entre o BMU e o segundo candidato a BMU, e com a média entre o BMU
e seus vizinhos, os resultados sdo comparados com base em coeficiente de
determinagao, Bias de Correlagdo, e acuracia na classificagdo. As metodologias

baseadas no BMU, substituicido simples e proporcional, se mostram mais adequadas.

Palavras-chave: Engenharia de Petrdleo. Redes Neurais. Self-organizing Maps.

Medicbes em escoamento multifasico.



ABSTRACT

Artificial Intelligence has received a great deal of attention in recent years, mainly due
to the capacity of data analysis and identification of patterns. In the oil industry, its use
expands with the wide range of experiments and formulations involving it, as well as
exploring new horizons. The assignment brings out a statistical and experimental
approach that evaluates the ability of using Artificial Neural Networks of the Self-
organizing Maps (SOM) type to data imputation and classification of multiphase flows
by gamma densiometry, which highlights its importance for the petroleum industry,
where one of the great challenges is still to measure properties of multiphase flows of
oil, gas and water. The data are imputed following 4 different methodologies, BMU
replacement (most representative neuron), proportional BMU replacement, BMU and
2" mean replacement, and BMU and neighbors mean replacement, the results are
compared based on determination coefficient, Correlation Bias, and classification
accuracy. BMU-based methodologies, BMU replacement and proportional BMU

replacement, are the most appropriate.

Keywords: Petroleum Engineering. Neural Networks. Self-Organizing Maps.

Measurements in multiphase flow.
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1 INTRODUGAO

A |A tem recebido amplo destaque nos ultimos anos, sobretudo pela capacidade de
analise de dados e identificacdo de padrées. Na Engenharia de Petréleo, com o
recente interesse e entusiasmo da industria em anélises em tempo real de pogos e
campos inteligentes, a |IA tem sido centro de ateng¢des (BRAVO et al., 2014). Pode-
se citar, a titulo de exemplo : redes neurais sendo utilizadas para gerar regressoes
otimizadas que permitem predizer produgdes de oleo (WEISS; BALCH; STUBBS,
2002); técnicas de fuzzy ranking para rankear os dados de treinamento da rede em
ordem de importancia e aumentar sua taxa de acerto; e o aprendizado de maquina
aplicado em métodos de analise real-time de pogos em produgdo com integracao de
fuzzy e Multiphase Flow Metering, associados a bases de dados historicas por
Knowledge Discovery in Databases (ALIMONTI; FALCONE, 2002). Incorporado a tal
tendéncia, o objetivo do presente trabalho & desenvolver um estudo pratico e
estatistico comparando diferentes modelos de imputacao utilizados em redes neurais

do tipo SOM (Self-Organizing Maps), aplicados a medi¢des de densiometria gamma.

Muitos dos estudos exploratérios na industria do petréleo sofrem perdas de dados por
falhas de equipamentos ou carecem de uma relagao analitica entre medigbes diretas
e informacgao desejada. Este é um problema que poderia ser amenizado utilizando
técnicas de imputacdo de dados. Os SOM tém sido amplamente utilizados em
machine learning, pelo fato de serem baseados em aprendizagem nao supervisionada
e identificarem relagdes pouco triviais. Seu algoritmo mapeia o conjunto de dados de
treinamento por competitividade e resulta numa superficie que representa a

distribuicdo da amostra num espaco bidimensional.

O conceito de imputagdo envolve uma estimativa para preenchimento de variavel
faltante num vetor de dados n-dimensional de acordo com um critério baseado em
suas demais (n-1) variaveis conhecidas. O uso de técnicas matematicas classicas
permite preencher as lacunas com estimativas como regressdes dos demais vetores
e substituicao pela média. Contudo, tomar decisées com base em dados gerados por
meétodos restritos como esses pode ndo ser seguro, uma vez que a conclusao
apresentada carrega problemas como tendéncias e linearizagbes de dados. Os

valores encontrados sao tendenciosos, pois a abordagem para analise da amostra
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nao representa a populacdo (GELMAN; HILL, 2007). As redes neurais aparecem
entdo como um mecanismo que permite ndo s produzir estimativas livres de
subjetividade, como também aproveitar a alta capacidade de processamento de dados
das maquinas, dando a elas a habilidade de aprender sem serem explicitamente

programadas, o que aumenta a escabilidade dos experimentos.

O trabalho é dividido em 3 principais etapas. No capitulo de Reviséo Bibliografica sdo
introduzidos os conhecimentos necessarios para entendimento da Inteligéncia
Artificial e suas bases aplicadas. Apresenta-se ainda o que consiste e os motivos para
a realizacdo de medi¢cdes em escoamentos multifasicos e do funcionamento de redes
neurais artificiais do tipo Self-Organizing Maps . Em seguida, j& na secgdo de
metodologia, se descreve como se desenvolve a geragédo de dados simulados para
densiometria gamma em um escoamento multifasico de dleo, gas e agua, divididos
em grupos para treinamento de rede e imputagdo. Com a rede treinada, realiza-se um
estudo pratico de comparagao entre diferentes métodos de imputacao de dados que
tém como base esse tipo de rede. Ao final do estudo, na discussao dos resultados,
métricas estatisticas sao utilizadas para comparar a capacidade das diferentes

metodologias abordadas.

1.1 Objetivo

O objetivo geral do presente estudo é testar diferentes metodologias de imputacao de
dados faltantes utilizando Redes Neurais do tipo SOM em medig¢des de fracdo de
fases em escoamentos multifasicos com densiometria gamma e identificagao de
topologia do escoamento. Nesse contexto, € gerado um conjunto de dados sintéticos
simulando valores de intensidade que seriam medidos, incluindo ruido, de alguns
padrées de escoamentos multifasicos para treinar uma rede neural do tipo SOM para
classificagdo e imputagdo. Com a rede treinada, € possivel testar formas distintas para

imputacdo e comparar seus resultados com métricas estatisticas.



1.2 Justificativa

O presente trabalho apresenta quatro grandes motivos para sua realizagao :

1.

A imputagdo de dados permite a transformacgao de leituras de medidores em
dados uteis sem utilizacao de formulagdes complexas, por simples comparacao
com padrdes aprendidos.

Soluciona problemas gerados por falhas em sensores, que poderiam exigir
repeticdo de experimentos (MCCULLOCH; PITTS, 2017). Alguns exemplos
com falhas em sensores mitigadas na industria do petréleo sdo: em estudos de
sismica, sensores frequentemente falham e comprometem a analise de
especialistas; Na oceanografia, capsulas para coleta de agua para analise sao
perdidas em alto mar, dadas as condigdes a que sdo submetidas. Uma
repeticdo destes experimentos afetaria muito seus fluxos de caixa. Com
métodos confiaveis em maos para estimativa dos dados faltantes, o problema
seria resolvido.

Além de sua capacidade para estimativa de dados faltantes, a imputacao pode
ser utilizada como forma de predicdo de dados, esta é a terceria justificativa. E
0 que ocorre nos estudos meteorolégicos onde, dadas as barreiras naturais que
determinadas regides impdem, ha dificuldades em predizer o que pode
acontecer entre as longas distancias inter-estagdes. Nesse caso, confiabilidade

também é um fator-chave a ser considerado.

. Por ultimo, mas n&o menos importante, pode-se citar a contribuicdo da

densiometria gamma para a industria do petréleo, uma vez que medir
propriedades de escoamentos multifasicos de 6leo, agua e gas em tubulagoes
ainda é um dos grandes desafios (THORN; JOHANSEN; HIERTAKER, 2013).
Destacam-se os beneficios de um perfeito conhecimento do escoamento em
termos de: testes de poco, monitoramento da producdo e medi¢cdo submarina
na cabecga de pogos (MERINI, 2011).
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2 REVISAO BIBLIOGRAFICA

2.1 Aprendizado de maquinas

Com a chegada dos computadores na década de 1940, a capacidade de calculo para
qualquer estudo foi aumentada a niveis que o cérebro humano n&o consegue
acompanhar. As maquinas eram pré-programadas para executar processos
rigorosamente sistematicos até que Alan Turing publica seu artigo Computing
machinery and intelligence, onde levanta a questdo “Can machines think?” (TURING,
2009). O estudo responde a pergunta com uma pesquisa onde o entrevistado deve
distinguir uma conversa com uma pessoa e outra com um computador que Ihes sao
apresentadas. Machine Learning pode ser definida como “O campo de estudos que
da aos computadores a habilidade de aprender sem serem explicitamente
programados” (SAMUEL, 2000).

Podemos dividir os algoritmos em dois grandes grupos, de acordo com o tipo de
aprendizado: supervisionados € nao supervisionados. No dataset de entrada do
aprendizado supervisionado, ja é conhecido como o output deve parecer, assumindo
um relacionamento entre entradas e saidas. Por esse motivo, podemos separa-los em
algoritmos de regresséao, onde o objetivo € descobrir uma fungéo continua que mapeie
a relagao entre inputs e outputs com a atribuicao de coeficientes para cada uma das
variaveis, e algoritmos de classificagdo, onde o intuito € mapear os vetores inputs em

categorias discretas pré-estabelecidas.

Ja no aprendizado nao supervisionado, nao é explicito o que fazer com o dataset, e
nem € dito o que cada vetor representa. O algoritmo deve identificar e separar os
dados em diferentes clusters, cujo critério para agrupamento é a relagdo de

semelhanca entre vetores aprendida.

2.1.1 Redes Neurais Artificiais (RNA)

As chamadas Redes Neurais apareceram a primeira vez em 1943, num artigo onde o
neurofisiologista Warren McCulloch e o matematico Walter Pitts estudam a atividade

nervosa e suas relagdbes com a comunicacao entre neurbnios no cérebro humano,
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formulando a ldgica por tras do processo e aplicado-a em um protétipo de circuito
elétrico (WARREN; WALTER, 1943). Desde entao, o algoritmo vem ganhando novas

variagdes que o personalizam para diferentes tipos de aprendizado.

Sua base ¢ imitar como o cérebro humano funciona. Analogamente, uma Rede Neural
possui neurénios que receberao inputs de uma camada de variaveis dependentes. Os
inputs devem necessariamente passar por uma etapa de normalizacdo que os
colocara numa base entre 0 e 1. Isso garante a convergéncia da rede (LECUN et al.,
2012). A comunicacao entre a camada de entradas e o neurdnio é feita pela sinapse,
etapa onde cada uma das variaveis é ponderada por um peso que melhor representa
sua contribui¢cdo para a funcao ativacao, que estima seu output continuo, binario, ou

categdrico, com base nas variaveis inseridas.

Figura 1 - Neurénio humano e neurénio artificial.

Dendritos

—

Axonio

'\’ @ Ruido
vy
Inputs { Z

Fungio
ativagio

el) Output

Varidveis 2 2
Independentes
x,0—>(ou)

Sinapse

Fonte: Adaptado de HAYKIN (2009).
21.2 SOM

Os Self-Organizing Maps (SOM) sdo redes neurais de aprendizado nao
supervisionado introduzidas por Teuvo Kohonen (KOHONEN, 1982). Os SOM
aprendem por competi¢do. Seus neurdnios sdo organizados em uma camada uni ou
bidimensional. E possivel, mas ndo comum, o trabalho com camadas de maiores

dimensdes por questao de dificultar visualizagado dos dados em dimensdes superiores.
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Os neurdnios sao ordenados de maneira a criar um novo sistema de coordenadas
para as diferentes variaveis de entrada (KOHONEN, 1998). Ainda, no SOM ocorre o
mapeamento dos dados de entrada, de forma que cada vetor é representante de

variaveis estatisticas intrinsecas da camada de entrada.

A formulagdo de modelos neurais computacionais como os SOM se explica pela
habilidade do cérebro humano de organizar informagdes sensoriais em mapas
topoldgicos, o que abre espaco para um novo horizonte de métodos e ferramentas a
serem estudados. Entre as informacdes sensoriais dessa forma mapeadas no cortex
humano, pode-se citar o tato (MERZENICH et al., 1983), a visdo (HUBEL; WIESEL;
STRYKER, 1977), e a audicao (SUGA; TSUZUKI, 1985). Assim dispostos, os blocos
ficam disponiveis a nivel de aprendizado para que, numa situagao posterior, sejam

processados.

Um mapa computacional é definido por uma matriz de neurbnios, que representam
conjuntos de variaveis cujos valores passaram por diferentes filtros ou processos, e
que agem paralelamente no processamento de informagdes sensoriais (HAYKIN,
2008). Consequentemente, o mapa transforma a amostra de entrada em uma
distribuicdo de probabilidade implicita no posicionamento de vetores na rede
(KNUDSEN, 1987). Pode-se citar duas caracteristicas dos mapas computacionais que
destacam o valor que agreegam ao processamento: em qualquer estagio, cada um
dos vetores é preservado em seu proprio contexto, e dessa forma, interagindo com o
ambiente envolto de informacdo relacionada, se realizam conexdes sinapticas

proximas que contribuem para sua preservagao topologica.

Um dos fatores cruciais para entendimento de seu funcionamento é o grid do mapa.
Estes podem ser divididos em dois niveis de abrangéncia: os grids locais, que
determinarao as vizinhancas préximas, que podem ser do tipo quadriculado ou
hexagonal, apresentados na Figura 2; e o grid global do mapa, que representa uma
visdo mais ampla de sua estrutura dos dados (Ver figura 3). Cada quadrado ou cada
hexagono tera uma vizinhanga de neurdnios, e o principal impacto da escolha do grid
para um som esta em sua sensibilidade a variagdes locais (SCHMIDT; REY; SKUPIN,
2011). Tal caracteristica pode ser observada na Figura 2 ao comparar as vizinhancas
0, 1 e 2 nos dois grids: Neurdnios de grid hexagonal estao sujeitos a influéncia de um

numero maior de vizinhos.
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Figura 2 — Grids locais dos SOM.

(a) Hexagonal grid (b) Rectangular grid
Fonte: (VESANTO et al., 1999).

Figura 3 — Diferentes shapes de mapa.

(a) Sheet (b) Cylinder (c) Toroid

Fonte: (VESANTO et al., 1999).

Para cada entrada de treinamento, apds sua normalizacdo sao computadas as
distancias euclidianas em relagdo a cada vetor que compde o mapa. O ndé mais
proximo ao vetor sera seu BMU (Best Match Unity), também chamado neurénio
vencedor. Computado o BMU, os pesos dos neurénios BMU e seus vizinhos sao
atualizados, assim cada neurénio BMU fica mais proximo de seu dado afim e a
vizinhanga acompanha mantendo uma hierarquia topoldgica. Ao terminar essa etapa,
temos uma época de treinamento. A cada nova época, o raio de distancia para

atualizacao dos pesos diminui e a precisao do processo aumenta, obtendo um mapa
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que se adapta a topologia do dataset de treinamento. Podemos separar a légica de
funcionamento dos SOM em 5 passos (HAYKIN, 2008):

1. Inicializacédo: Geragao de pesos iniciais aleatérios para os neurdnios;

2. Amostramento: Coleta de um amostra da camada de entrada para ativagao do
mapa;

3. Computagcéo de similaridade: Encontro do neurdnio vencedor (BMU) pelo

critério da minima distancia euclidiana;
4. Atualizacdo: Ajuste dos vetores de pesos sinapticos de todos os neurénios;

5. Continuacao: Até que nenhuma mudanga significativa ocorra com o mapa,

retorna-se para o passo 2.

Uma vez que o SOM convergiu, obtém-se um mapa rico de informacdes estatisticas
da camada de entrada. Biologicamente falando, a camada representa todos os
neurdnios e receptores que se distribuem pelo corpo humano, enquanto o0 mapa em
si representa a camapa de neurdnios que 0s mapeia no cortex cerebral. Pode-se citar
algumas caracteristicas importantes do mapa resultante: € uma reducdo, ou
compressao, da dimensédo da camada de entradas, o que justifica a comum adogao
de uma funcdo gaussiana para as sinapses entre vizinhangas; sua organizagao
topolégica destaca semelhancas entre vizinhos; dados mais recorrentes, ou seja,
regidbes da camada de entrada com maior numero de representantes, sao
representadas por regides maiores e mais nitidas no mapa; e naturalmente, como
consequéncia de todas as demais caracteristicas, o0 mapa seleciona as variaveis que

melhor representam seus vetores de entrada.

2.1.3 K-means

Apds o treinamento do SOM, o mapa é um importante input para a clusterizacdo dos
dados. Isto ocorre porque o préprio algoritmo dos SOM resulta numa pré-clusterizagéo
na organizagdo topologica. O K-means auxilia na geragcdo de grupos com
caracteristicas similares (FERLIN, 2008). O método k-means, agrupa os dados

similares em clusters, representados por diferentes cores. E um método de
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clusterizagdo nao hierarquico, ou seja, cujo numero de clusters deve ser pré-definido.

Podemos separar sua légica de funcionamento em 5 passos:
1. Determinar o numero K de clusters;

2. Selecionar aleatoriamente K pontos para serem os centroides dos clusters (ndo

precisam estar em seu dataset);

3. Atribuir cada um dos pontos no dataset ao centrdide que tenha menor distancia

eucidiana dele;

4. Calcular qual é o novo centréide para cada cluster de pontos (sera o ponto com

menor distédncia de todos os demais);

5. Atribua novamente cada um dos pontos a um centroide. Se houver alguma

mudanca de centréide para determinado ponto, repita o passo 4.

Figura 4 — Passos do algoritmo do K-means .

Fonte : Adaptado (ULLMAN et al., 2014).

A precisdo do processo do k-means € muito dependente da escolha dos centros
iniciais de clusters (MILLIGAN; COOPER, 1988). Para uma melhor performance, eles
devem ser o maximo distintos que for possivel. Uma boa estratégia para melhorar sua
performance é utilizar métodos conhecidos como o de Ward, que divide os dados em

grupos e utiliza como centro inicial dos clusters o vetor médio de cada um dos grupos.

2.1.4 Imputacao de dados

Imputacado é o nome dado para a estimativa de dados faltantes que comprometem

datasets e dificultam analises de dados e a determinagao de inferéncias estatisticas
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(HU, M., SALVUCCI, S.M., COHEN, 1998). Os métodos mais comuns de imputagéo
recorrem a procedimentos estatisticos, tais como médias e modas, 0 que gera a
grande desvantagem de nao considerar relagdes entre as diferentes variaveis, assim
como diminuem a varidncia da amostra. Tendo isso em vista, outras metodologias
mais complexas vém sendo desenvolvidas de modo a considerar na substituicio
caracteristicas intrinsecas ao meio em que o dado esta inserido, 0 que se mostra muito
eficiente para grandes conjuntos de dados (CARTWRIGHT; SHEPPERD; SONG,
2003).

O uso do SOM como imputador de dados tem sido explorado em diversas areas de
aplicagao. Por nao considerar a amostra inteira no célculo da média para substituigao,
mas sim selecionar um numero determinado de neurdnios similares ao vetor, como
seus vizinhos na rede, o algoritmo se mostra muito mais assertivo. Técnicas de
substituicdo pelo vizinho mais proximo sao utilizadas para imputar dados
pluviométricos em medigbes feitas na Malasia (MALEK et al., 2008) , regressao
multivariada para estimar dados faltantes em datasets de qualidade do ar (JUNNINEN
et al., 2004).

A confiabilidade do método utilizado para imputacdo dependera de diversos fatores,
tais como variabilidade da amostra e numero de pontos no dataset de treinamento.
Em um algoritmo de SOM, vetores com variaveis faltantes sdo computados na rede
substituindo as variaveis faltantes pelos valores em seu BMU. Como as variaveis
foram estimadas, pode-se dizer que o calculo de distancias carrega um erro induzido

pela falta.

Uma vez que as variaveis dos vetores sdo normalizadas em um intervalode 0 a 1, o
erro é limitado a vn —V(n — k), onde n é a dimensao dos vetores de entrada, e k o
numero de variaveis faltantes (R. RALLO, 2005). O erro de célculo da disténcia & baixo
para n>>k. E importante notar que apés um treinamento eficiente da rede, valores
semelhantes sdo associados a vetores vizinhos. Isso implica que, se a falta de
variaveis resulta em um erro no calculo das distancias, o BMU calculado para o vetor
pode nao ser o certo, mas sera um de seus vizinhos. Dessa forma, o SOM pode ser
utilizado para imputagdo de dados, uma vez que a degradagdo da topografia dos
dados ndo estara linearmente correlacionada ao percentual de variaveis perdidas
(SAMAD; HARP, 1992).
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No estudo aqui apresentado, quatro metodologias sdo analisadas e comparadas:
substituir pelo BMU encontrado para o vetor na rede (Eq. 1), algo ja feito na literatura;
substituir pelo BMU encontrado para o vetor na rede, multiplicado pelo fator de
projecdo do vetor sobre o BMU (Eq. 2); encontrar o BMU e o segundo neurdnio
candidato a BMU, fazer a média deles e imputar (Eq. 3); e encontrar o BMU, fazer

uma média do BMU com demais pontos que formam o cluster, e imputar (Eq. 4).

Xn = Xonpuy (Eq. 1)

X, =X, % (Eq. 2)
Xy, = rouun Insus) (Eq. 3)
Xy = 2 (Eq. 4)

Onde y é o conjunto do BMU e seus vizinhos, e m o numero de vetores desse

conjunto.
2.1.4.1 Imputagao global baseada na variavel com valores faltantes

O método de imputagéo global tem como base calculos estatisticos que levam em
consideragdo todos os vetores do mapa para estimar valores desconhecidos. Estes
podem ser deterministicos ou estocasticos. No primeiro caso, os valores sao
substituidos pelo centro da distribuicdo, enquanto numa imputagao estocastica se
introduz um ruido ao centro da distribui¢gao, procurando diminuir o viés nos dados.
Para variaveis continuas, se utiliza a média — ver Eq. 5. Enquanto categéricas sao
estimadas pela moda — ver Eq. 6. A opcédo pela imputacdo global carrega duas
grandes desvatagens. Primeiramente, em casos onde se tem grandes outliers, a
média é distorcida e seu valor nao repesenta fielmente a amostra. Ainda, ao realizar
substituicdo pela media global, se esta diminuindo a varidncia dos dados, enviesando
analises que possam ser feitas (FERLIN, 2008).

X = Pk (Eq.)

n

X = Mo(X) (Eq. 6)
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2.1.4.2 Imputagao global baseada em demais variaveis

A imputacgao global baseada em demais variaveis engloba técnicas principalmente de
regressao, onde valores de variaveis faltantes sao estimados por uma relagcao entre
as variaveis ajustada globalmente. Algumas das desvantagens dessa abordagem
para imputagdo sao: quando se tem mais de um dado faltante para o mesmo vetor, o
modelo carece de informagdes para solucionar todos seus graus de liberdade; e a
metodologia considera a premissa de que existe uma relacéo ente as variaveis e ainda
que as amostras completas coletadas representam essa relagéo, o0 que nem sempre
é verdade (FERLIN, 2008; SOARES, 2007).

2.1.4.3 Imputagao local

Ao delimitar um sub-conjunto da amostra que se assemelhe ao vetor com variaveis
faltantes para realizacdo da imputacao, se realiza uma imputacao local. Quando da
utilizacdo da técnica, o critério de escolha do subconjunto e seu numero de
participantes sao cruciais para uma boa estimativa (FERLIN, 2008). Aqui se
enquadram o presente estudo e as trés técnicas que serdo testadas. A medida de
similaridade normalmente é feita pela distancia euclidiana entre os vetores, o que
justifica as escolhas das trés técnicas escolhidas, uma vez que os primeiro e segundo
candidatos a BMU, assim como seus vizinhos, sdo vetores escolhidos pelo algoritmo

como similares ao vetor a ser imputado pelo critério distancia.

Entre as vantagens de uso da técnica, pode-se citar (FERLIN, 2008; MAGNANI, 2004;
SOARES, 2007):

1. Obtencao de uma amostra sem dados faltantes;

2. Preservacao das relagdes e distribuicdes implicitas na amostra;

3. Nao toma nenhuma premissa de distribuicao especifica;

4. Mostra-se confiavel mesmo com presenca de ruidos e numero elevado de

dados;
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Ja quanto a desvantagens, pode-se citar:

1. Alto custo computacional;
2. Numero de dados e escolha do sub-conjunto estdo diretamente ligados a
assertividade;

3. A maneira de calculo da similaridade afeta diretamente os resultados.

2.2 Medigoes em escoamentos multifasicos

O problema de conseguir medir propriedades de escoamentos multifasicos de éleo,
agua e gas em tubulagdes ainda € um dos grandes desafios na industria do petréleo
(THORN; JOHANSEN; HJERTAKER, 2013). Existem iniumeras metodologias na
literatura para medicao destas propriedades, cada uma com suas peculiaridades.
Podemos separa-las em dois grandes grupos: aquelas que dependem e as que nao
dependem de homogeneizar a representagéo do escoamento. Uma das metodologias,
o Tubo de Venturi, permite obter a vazdo do escoamento a partir da variagdo de
pressdao medida em uma contracdo na tubulacdo. O medidor de placa de orificio
aproveita-se do mesmo principio, com a inser¢cao de uma placa com furo conhecido

na tubulagdo, o que provoca perda de carga, mudando suas caracteristicas.

Ambas as metodologias, apesar de utilizadas por seu baixo custo, sdo afetadas pelas
fracdes de fases e necessitam de seu conhecimento a priori. Além disso, técnicas que
necessitam da homogeneizagédo nao funcionam perfeitamente com escoamentos com
gases, ja que momentos apos a mistura, o escoamento comeca a heterogeneizar
(FALCONE; HEWITT; ALIMONTI, 2009). A densiometria gamma e a impedancia
elétrica-magnética sdo duas metodologias ndo intrusivas utilizadas para analise de
escoamentos multifasicos que ndo dependem de homogeneizagao (BELO; MENDES
DE MOURA, 1999). Entre as vantagens de usa-las, pode-se citar a realizagdo da
analise sem depender da presenca de um furo no trecho da tubulagdo a ser analisado
ou da instalagao de sistemas defletores que acabam mudando suas propriedades
naturais. Outra metodologia ndo-intrusiva € a tomografia por impedéancia elétrica, que
utiliza de correntes e potenciais elétricos. A técnica é nao-linear e mal posta, o que

exige sua integragéo com outros métodos (PELLEGRINI, 2019).
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2.2.1 Analise de escoamentos multifasicos por densiometria gamma

Ao realizar medig¢des por diversos raios distribuidos uniformemente no entorno de uma
tubulacdo, a densiometria gamma permite calcular propriedades interessantes do
fluxo que por ela passa, tal como a configuracdo das fases que o compdem e suas
respectivas fragdes (Figura 5). Uma anadlise confiavel das propriedades de
escoamentos em tubulagcdes € de extrema importancia para a industria do petroleo,
uma vez que o alto custo de unidades flutuantes leva a opg¢ao dos players pela
construcao de tubulagbes para condugao das misturas multifascas de dleo, agua e

gas até o continente.

Figura 5 — Secao transversal em tubulacao de transporte de 6éleo .

/Gés\
Oleo
W

Estratificado Anular Anular Inverso Homogéneo

Fonte: Adaptado (BISHOP; JAMES, 1993).

A analise feita parte do fendmeno de atenuagcao dos raios gamma ao passar por
diferentes meios, que dependera do tamanho da camada, do comprimento de onda
com que se esta trabalhando e da natureza do meio onde esta propagando. A
intensidade de um raio gamma apos passar por uma camada do meio de comprimento

d é dada por:

[ = I, x em#*pxd (Eq. 7)

Onde p é a densidade do material, y o coeficiente massico de absor¢cao do material

para o comprimento de onda utilizado e I, a intensidade do raio-gamma antes de
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adentrar o meio. Tendo conhecidos {, p e coletando as itensidades observadas no

experimento com raios gamma, encontra-se o comprimento da camada atravessada.

Para o caso de uma tubulagdo onde escoa uma mistura de 6leo, agua e gas na
vertical, e com o raio sendo emitido na direcdo diametral, temos trés parcelas do termo
exponencial, representadas respectivamente pelos sub-indices O, A e G, uma para

cada fase:

I=1I,x e HOXpoXdo w o~HaXPaXdA x o~HeXPcXdG (Eq. 8)

A equacéo 8 possui trés variaveis desconhecidas, os comprimentos de cada camada
por onde o raio passa. Sendo assim, para determina-las faz-se necessaria a
eliminagdo de mais dois graus de liberdade. Emitindo um segundo raio, de
comprimento de onda diferente, de mesma dire¢cao e percorrendo 0 mesmo caminho
na tubulacdo, obtém-se a equacao 9. A ultima equagao, que completa a solucio do
problema vem da propriedade geométrica de que a soma dos comprimentos de cada

uma das fases deve ser igual ao didmetro (2R) da tubulacao:

I = [’0 X @ TH0XPoXdo w o~HAXPAXAL w o—HIGXPGXdG (Eq. 9)

As variaveis u e p sao calibradas previamente. Com as equacgdes 8, 9 e 10, ao obter
as intensidades medidas para ao menos dois raios distintos passando pela tubulacéo,
obtém-se os comprimentos das camadas . As fracbes para cada fase do escoamento
F,,F, e F; observadas pelo raio serdo dadas pela divisdo de seu comprimento pelo
didmetro total da tubulagao atravessada. Como o objetivo da analise é obter a fragao

de 6leo por exemplo, e ndo o comprimento da camada, uma vez que essa dependera
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da configuragao, sdo necessarias mais informacdes. Indica-se entdo um procedimento
gue permite obter as informagdes necessarias sem interferir no escoamento (BISHOP;
JAMES, 1993).

Figura 6 — Padréao de distribuicdo dos 6 raios do experimento.

Fonte: BISHOP (1993).

A alternativa consiste na utilizagdo de multiplos raios distribuidos numa configuragao
padronizada no entorno da tubulagéo (por exemplo Figura 6), de forma que 12
medi¢des sejam feitas em 6 caminhos distintos, adotando dois comprimentos de onda
para cada raio. Com os dados obtidos, uma rede neural do tipo SOM, com a habilidade
de reconhecer padrdes previamente treinada é utilizada para reconhecer o tipo de
escoamento observado. Aqui se tem mais uma motivacdo para a utilizacdo da rede
neural. Como ainda ndo é conhecida a distribuicdo das fases, o SOM, além de calcular
suas fragdes, indica qual a topologia do escoamento, apenas com os dados da

densiometria gamma e o treinamento adequado da rede.

2.3 Validagao de modelos

2.3.1 Coeficiente de determinagao

O coeficiente de determinacéo, ou R?, € uma métrica de validacdo de modelos que
diz quanto o modelo encontrado representa a amostra (ZHANG, 2017). Pode ser
entendido também como o grau em que a variabilidade do modelo explica a
variabilidade da amostra (Eq. 11). No caso de comparagao de representatividade de

modelos, o modelo com maior coeficiente de determinagdo consegue representar
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melhor a amostra. Portanto, no trabalho em questao, busca-se a metodologia que gere

maior coeficiente de determinacéo.

2 _ 1 _ SQmod
R? =1 -5 mes (Eq. 11)
SQmoa = Zrll(yi - mri)z (Eq. 12)
S$Qamo = 2711(% - mti)z (Eq. 13)

Onde SQ,n04 € SQumo S@0 as somas dos desvios quadraticos do modelo e da amostra,

respectivamente, em relacdo a suas médias.

2.3.2 Bias de Correlagao

Enquanto o coeficiente de determinacéo se apresenta como métrica para comparagao
de modelos em questdo de variabilidade, o Bias de Correlacido € uma métrica que
indica quao distorcidas foram as correlagdes entre variaveis da amostra na construgéo
do modelo (FERLIN, 2008). Portanto, busca-se no presente estudo a metodologia com
menor Bias de Correlagdo em modulo (Eq. 16).

Z K :Kn
0C(k;) = 228050 (Eq. 14)
ACB(Koriginal: Kimputado) = OC(Kimputado) - OC(Koriginal) (Eq- 15)
CB = 2?:1 ACB (Kimputado: Koriginal) (Eq. 16)

Onde p é o coeficiente de correlagéo entre as variaveis, ACB o Bias de Correlagao do

atributo em questao, e CB o Bias de Correlagédo do modelo.
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3 MATERIAL E METODOS

A metodologia proposta segue uma ordem que garante congruéncia entre suas etapas
interdependentes. Para que a Rede Neural seja treinada, é necessaria uma base de
dados confiavel e nao tendenciosa, gerada por simulagdes de densiometria gamma.
Quatro tipos diferentes de escoamento multifasico sdo abordados: homogéneo,
estratificado, anular e anular inverso. Treina-se entdo a rede até que seu mapa
represente a amostra. Por fim, parte dos dados é ocultada e as capacidades de
diferentes técnicas de imputagdo sao comparadas, cumprindo entdo o objetivo do

trabalho.

3.1 Geracao de datasets

A formulacao toma como base o embasamento tedrico apresentado na secgéo 2.2 e
adiciona a simulagao ruidos, como a estatistica de fétons para os dados medidos,

aproximando-a a um experimento real. A geracado de dados se da em quatro passos:

1. Escolha aleatéria de uma das quatro configuragdes de
escoamento adotadas;
2. Escolha de numeros aleatérios entre 0 e 1 para Fy, F, e F5, de

modo que F,, F, e F; serao dados por:

Fo=—2—Fj=—2—Fg=1—Fy—F,.

= ) =
Fi+Fp4p,’ Fi+Fa4Fq

3. Para cada um dos seis caminhos de raios, como ilustrado na
figura 5, calcular os comprimentos das camadas para as
configuracdes e fases escolhidas;

4. Adicionar ruido aos comprimentos das camadas para considerar
o efeito das estatisticas de fétons, que simula a distribuicdo de
deteccdo de foétons por um sensor, tornando o dataset mais

proximo de algo medido e ndo simulado.

A definicdo de parametros a serem utilizados é etapa crucial do processo. Para
garantir proximidade das simulacbes a medicdes reais, se adota os parédmetros
apresentados na tabela 1 (BISHOP; JAMES, 1993). Cabe levantar que tais valores
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ainda sao sintéticos e arredondados. O escopo do estudo é mostrar que os SOM e a
imputacdo de dados funcionam, o que abre espaco para utilizar os parametros de
referéncia, mesmo que esses nao respeitem padrdes de significancia. Dado que
padrées de comportamento sdo estudados, a Unica premissa é que os valores de p
sejam distintos entre as trés fases. Quanto ao intervalo de tempo de medigéo, definido
em 10 segundos, destaca-se a razao para o valor ser 6timo. Dado que as medi¢des
de intensidade de raios gamma depende diretamente da estatistica de fotons, tal efeito
deve ser considerado no planejamento do experimento, de forma a evitar que os
dados sejam enviesados. Tendo isso em conta, experimentos analisando a predi¢céo
de dados por redes neurais em fungao do intervalo de experimentagao levam a um At
otimo de 10 segundos. A estatistica de fétons entra ainda como diferenciadora de um
experimento real para aquele simulado. De modo a aproximar a simulagdo em questao
a um caso real, se adiciona ruido a amostra, simulando uma distribuicdo de Poisson
(BISHOP; JAMES, 1993).

Tabela 1 —Parametros utilizados para simulagéo (BISHOP; JAMES, 1993).

Diameter (cm) 15.00]
Decay for gamma 1 (cm”2/g) - water 0.220
Decay for gamma 1 (cm”2/g) - oil 0.197
Decay for gamma 1 (cm”2/g) - gas 0.213]
Decay for gamma 2 (cm”2/g) - water 0.058,
Decay for gamma 2 (cm”2/g) - oil 0.062
Decay for gamma 2 (cm”2/g) - gas 0.068
Density (g/cm”3) - water 1.05
Density (g/cm”3) - oil 0.9
Density (g/cm”3) - gas 0.2
At (s) 10]

A metodologia descrita € programada e simulada em Python para os dados de
treinamento da rede e, posteriormente, para geragao da amostra com dados faltantes.
Foi escolhido Python dada sua gama de médulos de calculo ja implementados de
maneira eficiente para utilizagdo. Essa eficiéncia é crucial, dada a grande quantizade

de dados que sera gerada.

Para ambos os casos, s&o simulados dois valores iniciais de intensidade I3 e IZ,
dados pela equagéo 17, onde mu, representa o decaimento gamma em gas epga

densidade do fluido. A formulagdo assume que para cada raio emitido a intensidade
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maxima enxergada seja de 60000 s~1, num cenario onde o fluxo &€ monofasico, de
gas.

" 4 (Eq. 17)

0= 6xe
e(_mugnxpgxd)

No desenvolvimento da formulacdo, preza-se pela utilizacdo de medidas referenciais
ao raio de tubulacido simulado. Ainda, em busca de maior nitidez na distingdo entre

fases, posiciona-se os feixes de diferentes diregdes em secodes distintas: horizontais

. R R n . i L 5R R
posicionados a (+ 5305 - 5) em referéncia ao didmetro, e verticais a (- -0 'g) ,

conforme Figura 7.

Figura 7 — Esquema representativo do sistema de feixes de raios gamma simulados
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Sorteadas as topologias, passa-se a tratar cada um dos casos e suas particularidades.
A etapa 3 do processo de geragdo de dados deve ser tratada diferentemente,
conforme apresentam as secdes 3.1.1 a 4.1.3. Pada cada topologia encontra-se
distintas possibilidades de caminhos dos feixes: passando por uma, duas ou trés fases
(Tabela 2).
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Tabela 2 — Diferentes possibilidades para caminho dos feixes de raios gamma para cada

topologia.

1Phase

2 Phases

3 Phases

Homogeneous

Stratified

Inverse Annular

| .
Annular o

Os valores de Fy,F, e F; obtidos sao transformados e inseridos na rede como

intensidades observadas, utilizando as equacdes 8, 9 e 10, e ndo s6 a classificacao

dada, como os outputs calculados pelas redes, sdo comparados com os dados

simulados. O algoritmo desenvolvido para simulagcdo compreende todas as

particularidades descritas para cada um dos tipos de escoamento. E gerado um

dataset com 10000 amostras. Com a validagao finalizada, 20% dos dados gerados

sdo utilizados para treinamento da rede e os restantes para testes de imputacéo.

3.1.1 Caso homogéneo

Para escoamentos homogéneos, os comprimentos das camadas de 6leo, gas e agua

serdao dados em relacdo ao comprimento d da tubulagao que o raio atravessa por:

XOZFOXd,xA:FAXd,xG:FGXd

(Eq. 18)
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3.1.2 Caso estratificado

Figura 8 — Definigdo de variaveis para o escoamento estratificado .

L

Fonte: (BISHOP; JAMES, 1993).

Para escoamentos estratificados, faz-se necessario utilizar propriedades
trigonométricas que relacionam as variaveis apresentadas na Figura 8, de forma a
obter a equagao transcendental Eq. 22. Para sua solugéo, foi utilizado um modulo de
Python chamado scipy.optimize.brentq, que encontra uma raiz para a equagao dentro
de um intervalo entre 0 e R através do método de Brent de interpolacdo quadratica
inversa. O método foi escolhido por otimizar a convergéncia de seu método iterativo

de interpolacéo.

z? +r? = R? (Eq. 19)

z=R X cosa (Eq. 20)

() mr? = frR? +2(%) (Eq. 21)

Ge(2) = fm +§(1 - ;—Z)(E) —cos™?! G) (Eq. 22)

Além do respeito dessa formulagdo, como nem todos os raios atravessarao a direcao
radial da tubulacao, deve ser consideradas para simulacio 6 possibilidades: 3 onde o
raio atravessa apenas uma das fases, 6leo, agua ou gas; duas onde o raio atravessa
duas das fases, 6leo e agua ou 6leo e gas; e uma onde o raio atravessa todas as

fases conforme ilustrado na Tabela 2.
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3.1.3 Casos anular e anular inverso

Para os casos anular e anular inverso, a formulacdo € a mesma que a do caso
estratificado. A diferenca esta no numero de possibilidades de caminhos que o raio
pode fazer. Enquanto para o escoamento estratificado poderiam ser encontradas 6
diferentes possibilidades, para os casos anular e anular inverso se tem apenas 3
delas: passar por uma das fases; passar por duas das fases; ou passar pelas trés
fases. No caso anular, passar por apenas uma das fases significa atravessar somente
a agua, e por duas fases a agua e o 6leo. Ja para escoamentos anulares inversos,
apenas uma das fases é atravessar apenas gas, enquanto duas fases & passar por

ele e o dleo.

3.2 Implementagao do SOM

Apesar de o mercado de softwares disponibilizar plataformas que oferecem algoritmos
de redes do tipo SOM ja implementadas, com parametros ajustaveis, as mais
utilizadas exigem compra de assinatura. Por tal motivo, optou-se novamente pela
utilizagdo de modulos open source ja desenvolvidos em Python, mas cuja estrutura
de entrada de dados, pré-tratamento da amostra e a definicado de parametros da rede
deveria der implementada. O modulo Somoclu (WITTEK et al., 2017) mostrou-se mais
adequado ao trabalho quanto a performance e flexibilidade para mudanca de
parametros. A topologia do mapa pode ser optada tanto como planar ou em tordide e
o grid retangular ou hexagonal, assim como diversos outros parametros que podem

ser ajustados de acordo com a necessidade do usuario.

3.21 Mapa

O mapa definido visa estrategicamente potencializar as analises a serem feitas
ressaltando diferengas entre os diferentes tipos de topologia. Para tal, recorre-se a
literatura em busca de melhores praticas e formas heuristicas para definicdo dos
parametros a serem utilizados. O grid local escolhido € hexagonal, de forma a
aumentar a sensibilidade dos neurdnios a variagdes locais, conforme secao 2.1.2.

Globalmente, opta-se pela estrutura toroidal, garantindo simetria na rede de forma que
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neurdnios de borda tenham todos 0 mesmo numero de conexdes. Quanto ao tamanho
do mapa, este esta diretemente ligado a acuracia e a interpretabilidade dos resultados.
Um mapa muito pequeno resulta em baixa acuracia, enquanto um muito grande em
baixa interpretabilidade (SHALAGINOV; FRANKE, 2015). Para cada grid a ser
utilizado, existem na literatura exemplos de modelos que otimizam o tamanho do
mapa. Para grids hexagonais, a Eq. 23 define seu numero 6timo de neurénios em
funcdo no numero m de amostras no dataset de treinamento e a Eq.24 a proporgao
6tima entre dimensdes no mapa, onde COVy, e COV,, sd0 as maximas covariancias
observadas entre varidveis ainda nos dados de treinamento (VESANTO et al., 1999).
O numero de amostras utilizadas para treinamento € de 8000, o que resulta em

aproximadamente 500 vetores 6timos. A rede utilizada é do tamanho 20X25.

N@ de neurdnios = 5 X Vm (Eq. 23)

D(X) _ COVy,

D(Y) ~ COVy, (Eq. 24)

A funcéo vizinhanga adotada é a Gaussiana, que determinara a taxa de mudanga da
vizinhanga ao entorno do neurdnio vencedor. O coeficiente utilizado para a funcéo é
de 0.5. Ela influenciara diretamente o treinamento da rede, e em algoritmos aplicados
para classificacdo, a funcdo Gaussiana, combinada com uma taxa de aprendizado
linear, geram otima performance com baixo erro de quantizacdo (NATITA;
WIBOONSAK; DUSADEE, 2016).

3.2.2 Treinamento

Para treinamento da rede, faz-se necessaria boa escolha de parametros, minimizando
tedéncias por excesso ou falta de iteragdes, os chamados overfitting e underfitting. A
literatura no assunto destaca a dificuldade de se criar modelos que criem padrbes de
otimizagdo nessa etapa de desenvolvimento do SOM. Para cada tipo de dados, de
algoritmo e variancia de dataset se obtém um resultado. Dessa forma, opta-se pela
realizacéo de testes de forma a atingir melhor performance com ajustes finos. Para
tal, se realizam testes variando numero de épocas de treinamento da rede, assim
como as relacdes de ajuste de raio de vizinhancgas, linear ou exponencial, e de escala.

As métricas utilizadas como parédmetro para melhora de resultados sdo os erros
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topografico e quantitativo obtidos ao final do treinamento. O primeiro mede o nivel de
preservacao da topologia local apés reducéo de dimensao, pelo percentual de vetores
cujos BMUs primarios e secundarios ndo sédo adjacentes , enquanto o segundo resulta
do calculo da distancia média entre cada um dos nos e seus BMUs. Quanto menores
os numeros, melhor é o algoritmo (CABANES; BENNANI, 2010).

Tabela 3 — Erro topografico observado em fungéo da configuragao de treinamento escolhida.

Topographical error
Linear scale cooling Exponential scale cooling
Radius cooling Radius cooling
Epochs Linear Exponential Linear Exponential
10 0.1995 0.1510 0.1975 0.1555
15 0.1875 0.1315 0.2295 0.2005
20 0.1960 0.1840 0.2185 0.2050
50 0.1945 0.1985 0.2195 0.1930
20 0.1735 0.2125 0.2150 0.1810
S0 0.1610 01675 0.1900 0.1795
95 0.1775 0.2195 0.2090 0.1645
100 0.1830 0.2000 0.2180 0.1860
200 0.1895 02575 0.2195 0.2220
300 0.2310 0.2075 0.1930 0.1835

Tabela 4 — Erro quantitativo observado em fungao da configuragao de treinamento

escolhida.
Qunatization error
Linear scale cooling Exponential scale cooling
Radius cooling Radius cooling

Epochs Linear Exponential Linear Exponential
10 0.0627 0.02%6 0.1410 0.0113
15 0.1024 0.1136 0.1488 0.2064
20 0.0006 0.0450 0.3220 0.3248
50 0.0563 0.1126 0.2575 0.1443
B0 0.1179 0.1317 0.0798 0.1763
90 0.3830 0.1266 00309 0.2561
95 0.1928 0.1539 03387 | 0.0839
100 0.2021 0.0699 0.3210 0.1065
200 0.2843 0.0060, 0.2596 0.3500
500 0.1301 0.2306 0.1823 0.0256
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Os resultados para os testes realizados permitem observar que para numeros muito
baixos de épocas de treinamento, tem-se alta variabilidade de resultados,
consequentes de underfitting. A rede foi pouco treinada. Em contrapartida, para
numeros muito altos, se observa algo semelhante, com os erros medidos assumindo
valores elevados. Tendo isso em vista, opta-se por uma configuragao que apresenta
bom desempenho, com numero de épocas de treinamento balanceado: 90 épocas,
com atualizagdo de escala linear e atualizagdo de raios de vizinhanga exponencial —
vide Tabelas 3 e 4.

Plots pés-treinamento mostram como seriam visualizados os mapas gerados apds seu
treinamento, e as mudangas provocadas por uma alteragao no grid. As component
planes permitem uma visualizag¢ao da distribuicdo de cada uma das componentes dos
vetores da amostra utilizada no mapa. As U-matrix, organizam o mapa de forma a
representar as distancias entre os neurdnios vizinhos no SOM - Figura 9. Para analise
mais detalhada dos resultados de treinamento da rede, elenca-se no Apéndice C seus

demais resultados.

Figura 9 — U-matrix plotada, um heatmap cuja formatagao indica as distancias entre

neurdnios.
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3.2.3 Imputacao

Sao abordados quatro tipos diferentes de imputagcao de variaveis faltantes. O primeiro
deles segue o que é feito por muitos exemplos na literatura: a substituicdo do vazio
por seus correspondentes do BMU encontrado para o vetor (Eg.1). Uma variavel dele,
ainda, € multiplica-lo pela projecao do vetor sobre o BMU (Eq. 2). Ja as duas outras
metodologias combinam o SOM a métodos estatisticos para determinagéo dos valors
imputados: substituicido pela média entre os correspondentes no primeiro e no
segundo candidato a BMU (Eq.3), e a substituicdo pela média entre os valores
correspondentes no BMU e seus vizinhos (Eq.4). Para tal, exportam-se os dados da

rede treinada e se realizam as estimativas.

Entre os quatro métodos utilizados, aqueles que combinam o SOM com médias
estatisticas promovem a imputacdo de valores que representam melhor sua
vizinhanga como um todo, aumenta-se a variancia dos dados. Por outro lado, na
substituicdo pelo BMU e em sua variacao proporcional, ndo ha incremento relevante

de variancia podendo induzir uma tendéncia.

3.2.3.1 Validagao

A validacao dos dados imputados segue duas principais metodologias de comparacao
estatistica: o Coeficiente de Determinagao e o que chama-se de Bias da Correlagao.
No desenvolvimento do estudo, adota-se fungéo ja implementada em Python para
calculo do coeficiente de determinagao (eq. 11). Ja para o Bias de Correlagao, adota-
se metodologia apresentada na literatura (FERLIN, 2008) e também introduzida na

reviséo bibliografica (eq. 14).
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4 RESULTADOS

41 Geracao de dados de escoamento multifasico

A geracao de dados de medi¢des de escoamento multifasico por densiometria gamma
€ etapa crucial para um bom desenvolvimento das demais etapas do estudo.
Conforme metodologia, se adotam parametros elencados pela literatura (BISHOP;
JAMES, 1993), sintéticos e arredondados. Algo importante a ser destacado é o fato
de se ter dividido a amostra simulada em duas: uma para treinamento da rede, com
8000 vetores, e outra para testes, com 2000 vetores. A razdo para tal divisdo esta em

evitar o overfitting, um viés que resultaria em falsas constatacoes.

As variaveis para analise relacionadas a densiometria gamma sao : as intensidades
medidas para o primeiro comprimento de onda testado para os raios 1 a 6 (Figura 7),
com nome seguindo o padrao de L11 a L16; as intensidades medidas para os mesmos
raios, com o segundo comprimento de onda testado, seguindo o padrdo de L21 a L26;
as fragdes volumétricas de agua, oleo e gas, respectivamente Fw, Fo e Fg; e quatro

variaveis binarias que identificam a topologia do escoamento.

Grafico 1 — Histograma dos valores simulados de fracdo de agua para treino (a) da rede

neural e para testes (b).
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Para efeito de analise, elencam-se aqui as variaveis Fw e Fo, respecivamente, as
fragdes de agua e de 6leo dos vetores gerados. Por serem resultados de calculos que
envolvem as variaveis medidas na densiometria, podem servir como norte de

comparagao entre as duas amostras geradas. Conforme ilustram os histogramas nos
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graficos 1.a e 1.b para o caso da fragdo de agua, ambas as distribuigbes, tanto para
a amostra de treinamento, quanto para a amostra de teste, ttm a mesma forma. Os
histogramas de fragao de 6leo encontram-se no Apéndice B. Pode-se dizer ainda que

se aproximam da distribuicdo de Poisson.

Figura 10 — Heatmap de correlagao entre as variaveis na amostra gerada para treinamento
da rede neural.
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Destaca-se ainda a correlagdo entre variaveis das amostras simuladas para treino
(Figura 10). Para uma analise mais minuciosa, os valores da matriz encontram-se no
Apéndice A. Conforme metodologia, para a geragdo de amostras de densiometria,
duas medidas sao simuladas para uma mesma trajetéria de travessia da tubulagao,
com comprimentos de onda diferentes, a titulo de exemplo L11e L21. Entre tais
variaveis , dada sua coincidéncia de caminho, se observa alta correlacdo —
representada pelos pontos mais escuros do heatmap. Outra observagao interessante

esta no fato de a topologia estratificada apresentar correlagéo relevante com as
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variaveis L14 e L24, referentes a medida simulada para o raio horizontal superior, o
que faz sentido, uma vez que o raio que passa por tal regido, no caso estratificado,

estara atravessando apenas uma fase, o que permite facil identificagao da topologia.
4.2 Imputacao de dados

Tem-se como principal objetivo a comparagao de metodologias de imputacdo de
dados faltantes de densiometria gamma utilizando redes neurais artificiais do tipo
SOM. Quatro metodologias distintas foram implementadas: substituigdo pelo valor do
BMU, pelo valor do BMU proporcional a projecéo do vetor sobre seu BMU, pela média
dos valores do primeiro BMU e do segundo, ou pela média entre o BMU e seus 6
vizinhos. Entre os quatro métodos implementados, espera-se inicialmente que
aqueles que combinam o SOM com médias estatisticas promovam a imputacao de
valores que representam melhor sua vizinhanca, no entanto aumenta-se a variancia
dos dados. Por outro lado, na substituicdo pelo BMU espera-se que ndo ocorra

incremento relevante de variancia.

As metodologias utilizadas para efeito de validagdo da imputacdo, seguindo esta
l6gica, séo o coeficiente de determinagao dos dados imputados em relagéo aos dados
reais, que mede quanto o modelo consegue explicar os valores reais simulados
(ZHANG, 2017), e o Bias de Correlacao, que fornece uma medida de quanto o modelo

distorce a correlagao entre variaveis, em relagao aos dados reais (FERLIN, 2008).

Grafico 2 — Plot de fragbes de 6leo (a) e agua (b) imputados com BMU e dados originais.
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Para a imputac¢ao por substituicdo pelos valores do BMU encontrado, se observa altos
coeficientes de determinagéo (Grafico 2). Quanto mais dispersos estiverem os dados
em relagdo a linha diagonal do Grafico 2, menor sera sua representatividade em
relagdo aos dados originais, 0 que ndo parece ser um grande problema no caso em
questdo. O BMU de um vetor é definido como o vetor de menor distancia euclidiana
na rede em relagéo ao vetor a ser imputado. Sendo assim, apresenta-se como o vetor
que melhor o representa. Partindo desse principio, faz sentido imaginar que uma
estimativa dos dados a serem imputados por aqueles encontrados no BMU do vetor
com dados faltantes seja uma boa alternativa, dado que toda a topologia da rede, com
suas relacdes entre vizinhos e as consideracbes estatisticas que estdo nelas
implicitas, aponta para alta semelhanga entre os dois vetores. Ainda, a metodologia
apresentou o menor valor para Bias de Correlagao entre as abordadas pelo presente
estudo (Tabela 5). Quanto menor o Bias de Correlagdo, menor a distorgédo da

correlagéo entre variaveis do modelo em relagéo aos dados originais.

Tabela 5 — Bias de correlagdo observado em fungdo da metodologia para imputagéo

utilizada.
Bias de
correlagdo
BMU 2.29%
BMU e segundo 3.07%
BMU e vizinhos 25.74%
BMU proporcional 2.30%

Para efeito de comparagado, analisa-se ainda a assertividade da metodologia de
imputacao na classificagao da topologia do escoamento. Neste quesito, a imputagao
por substituicdo pelo BMU apresenta alto nivel de eficacia. Para a populagao de 2000
vetores de testes, apenas 39 receberam classificagdo que nao condiz com sua
topologia original (Figura 11). Destaca-se ainda o fato de a maior quantidade dos erros
se concentrar entre os casos homogéneo e anular. De acordo com a quantidade de
fases que cada raio atravessa, torna-se mais dificil de diferenciar as duas topologias.
No escoamento homogéneo, o0s raios necessariamente atravessardao 3 fases de
escoamento, enquanto no caso anular nem sempre. Num caso anular onde todos os
raios atravessam 3 fases de escoamento, como exemplo, ndo se tem este gatilho de

distingdo entre as duas topologias, o que torna menor sua assertividade.
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Figura 11 — Matriz de classificagéo para os dados imputados por substituicdo pelo BMU.
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Analogamente a imputacao por substituicdo pelo BMU, a metodologia por substituicdo
pelos valores do BMU proporcionalmente a projecao do vetor sobre o BMU apresenta
os resultados mais favoraveis. Dado que em muito dos casos o fator de proporgao
estimado pela projecao € aproximadamente 1, seus resultados sdo semelhanes.
Iguais quando comparados sob o critério coeficiente de determinagao (Grafico 2) e
matriz de classificagao (Figura 12), e préximos ao comparar pelo critério Bias de

Correlacao, apresentado um valor baixo de 2.30% para a medida de distorcao.

Grafico 2 — Plot de fragdes de 6leo (a) e agua (b) imputados com BMU proporcional e dados

originais.
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Vale discutir que, para o escopo do presente estudo, ndo foram encontradas
diferengas relevantes entre a imputagdo por simples substituicdo pelo BMU e sua
versao proporcional. No entanto, para amostras onde as variaveis apresentem maior
variancia, e cuja amostra de treinamento de treinamento n&o represente tal variancia,
passa-se a observar maior discrepancia entre os dois métodos. Uma vez que 0 escopo
do estudo é focado na densiometria gamma, que esta bem representada pela
abordagem tomada, opta-se por ndo explorar tal comparagéo, deixando espago para

futuros trabalhos.

Figura 12— Matriz de classificagdo para os dados imputados por substituicdo pelo BMU

proporcional.
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Passa-se entdo para as metodologias que combinam conceitos estatisticos como a
média, para imputacdo. No caso mais proximo daqules primeiros ja discutidos, a
imputacao pela média entre o BMU e o segundo candidato para BMU, se observa
maior varidncia nos dados obtivos, e menor representacdo do modelo em relacéo a
seus dados originais, com coeficientes de determinagdo menores (Grafico 3). Uma
vez que é combinada a meédia, e sdo considerados para imputagcido valores de um
vetor que nao é o que melhor o representa, do segundo candidato a BMU, aumenta-
se a variancia dos resultados. Quanto ao Bias de correlagédo, a metodologia
apresentou valor levemente maior que a substituicdo pelo BMU, o que indica uma
maior distor¢cao da correlagao original entre variaveis, e refor¢a a tese de aumento de

variancia.
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Grafico 3 — Plot de fragdes de 6leo (a) e agua (b) imputados com BMU e segundo BMU e

dados originais.
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Pelo critério classificacdo, a soma total de erros se mantém quando comparada aos
casos de substituicdo pelo BMU (Figura 13). Porém, destaca-se a mudanga na
distribuicdo dos erros. Como comentado anteriormente, a distingdo entre topologias
homogénea e anular, em casos onde todos os raios passam por trés fases por
exemplo, pode ser dificil, o que faz com que aparecam exemplos de erros nesse
sentido. O mesmo ocorre com o caso anular inverso, por sua semelhancga a topologia
anular, o que pode ser observado no caso em questdo, onde 38 dos 39 erros de

classificacdo podem ser discutidos por tal argumento.

Figura 13— Matriz de classificagdo para os dados imputados por substituicdo pela média

entre o BMU e o segundo candidato a BMU.
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Chega-se entédo ao ultimo caso abordado, e que apresenta os piores resultados: a
imputacdo pela média entre 0 BMU e seus seis vizinhos, para o grid hexagonal da
rede. A variacia do modelo obtido pela metodologia é alta e sua média destoa da
amostra original, o que é reforcado pelo coeficiente de determinacdo negativo
observado (Grafico 4). Para efeito de analise, o coeficiente de determinagao negativo
indica um modelo que ndo representa em nada a amostra original. Basicamente, o
modelo se mostra pior que uma simples linha horizontal para explicar a amostra, o

que exlica seu fator Ssreg maior que Sstot, resultando no valor negativo.

Grafico 4 — Plot de fragdes de 6leo (a) e agua (b) imputados com BMU e seus vizinhos e

dados originais.
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Quanto ao critério Bias de Correlagéo, a metodologia também se destaca. Com o valor
de 25.74% para o coeficiente, pode-se dizer que o modelo de imputagéo pela média
entre o BMU e seus vizinhos provoca elevada distorcdo na amostra, as correlagdes
entre variaveis sdo altamente enviesadas. Os erros de classificagdo também se
itensificam, com um total de 4420 erros, representando aproximadamente 55% da
amostra de testes (Figura 14). Conclui-se, portanto, que tal metodologia apresentou
os piores resultados, de acordo com as métricas de validacado utilizadas. Além de n&o
representar a amostra original, foi incrementada alta variabilidade aos dados, assim
como distorcidas as correlagdes entre variaveis. A taxa de erro de classificagao

também foi intensificada.
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Figura 14— Matriz de classificagdo para os dados imputados por substituigdo pela média

entre o BMU e seus vizinhos.
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4.2.1. Verificagao de overfitting de dados

Para efeitos de comparacao e destaque ao conceito de overfitting, realiza-se por fim
um teste de imputagao utilizando a mesma amostra para o treino da rede e para os
testes. Isto testa a memoria da rede em relagdo aos dados de treinamento. Como
resultado, observa-se algo que nao representa um uso real: um coeficiente de
determinacgao de valor 1 perfeito. Ao conhecer previamente por completo a amostra
que seria utilizada para imputacéo, ao invés de conhecer a amostra para aprender a
imputar, o trabalho da rede se resume a um ajuste fino, ou seja, memorizar. Em termos
praticos, de nada vale utilizar o resultado, uma vez que o sentido da imputacio
presume um nao conhecimento da amostra por completo. Para evitar tal viés no
estudo, opta-se por utilizar diferentes amostras para treino da rede e realizagdo dos

testes.
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Grafico 5 — Plot de fragdes de 6leo (a) e agua (b) imputados com BMU e dados originais,

treinando a rede com a mesma amostra utilizada para os testes de imputagéo.

fo fw
L0 10
R*2 score = 1.000 R~2 score = 1.000
0.8
2 3
@ @
0.6
E E
a H
o o
i | = ]
= |F ¥
= 2 04 £
a 2
E E
0.2
0.0 - ,. : 5 - o Y -
0.0 0.2 o4 .6 o8 1o 0o 0.z 0.4 06 o8 10
original original




44

5 CONCLUSOES

As métricas que utilizam o BMU para imputacao, portanto, mostram-se mais eficazes
para o processo de imputagdo de dados faltantes em medigcbes de densiometria
gamma. Dado que o BMU é por definigdo o vetor que mais se assemelha ao vetor em
questao, pelo critério distancia euclidiana, faz sentido a constatacdo. Além de sua
maior acuracia, a metodologia provoca menores distor¢des nas relagbes entre
variaveis como um todo. No caso da densiometria gamma, a metodologia se mostra
eficaz para classificacdo da topologia de escoamento sem a utilizacdo da série de
formulas comumente utilizadas na industria para o mesmo fim, o que comprova a
usabilidade da metodologia em larga escala. A imputacédo pela média entre o BMU e
seus vizinhos, por outro lado, se mostra ineficaz. O modelo encontrado néo representa
os dados originais, assim como provoca distor¢bes de correlagcdes e aumento de

variancia.

O escopo do presente trabalho foca na comparacdo e aplicabilidade de quatro
metodologias de imputacdo de dados faltantes em amostras de medicdes de
densiometria gamma, em especial na industria do petréleo, abordando escoamentos
mono, bi e trifasicos de agua, 6leo e gas. Sendo assim, abre espago para futuros
estudos que abordem e respondam perguntas que ndo foram exploradas pois desviam
do objetivo: a comparacao de metodologias para imputagao aplicadas a densiometria
gamma. A titulo de exemplo: testes com tamanhos diferentes de mapas, aumentando
ou diminuindo a concentragdo de unidades topoldgicas; testes com amostras de
experimentos que tenham como caracteristica uma maior variancia; testes de
diferentes tamanhos de amostra; e a comparagdo de outras metodologias

encontradas na literatura.

Por ora, as métricas coeficiente de determinacao e Bias de Correlacdo permitem
elencar a substituicdo pelo BMU como a técnica que apresenta melhor performance e
eficacia entre as 4 estudadas. Em segundo e terceiro lugares, respectivamente,
encontram-se a substituicdo proporcional pelo BMU e a média entre o BMU e o
segundo candidato a BMU. Por fim, destaca-se a pior performance da substituicdo
pela média entre o BMU e seus vizinhos. A técnica, além de distorcer as relagbes

entre variavies, em nada representou seus dados originais.
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APENDICE A

Tabela de correlagdes entre variaveis para a amostra de medi¢cdes de densiometria
gamma gerada para realizagdo do estudo. Tonalidades vermelhas indicam
correlagdes negativas, enquanto as verdes correlagbes altas positivas. Conforme
descrito na analise do heatmap, L11e L21. Entre varidveis como L11 e L21, de raios

que atravessam o mesmo caminho, se observa alta correlagao.
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APENDICE B

Grafico 6 — Histograma dos valores simulados de fragao de 6leo para treino da rede neural.
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Griéfico 7 — Histograma dos valores simulados de fragao de 6leo para testes.
Fo - Tests

400

300 A

Frequency

200 4

100 -

1.0

Value



50

APENDICE C

Figura 15— Clusters identificados ap6s o treinamento da rede.

Clusters

Figura 16— Component plots resultantes apos o treinamento da rede.
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Na a Figura 16, cada uma das componentes representa uma das variaveis. Da

componente 1 a componente 5, as medicdes realizadas para o primeiro comprimento
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de onda simulado conforme Figura 7, sendo a componente 0 a variavel L11. Da
componente 6 a 13, as medi¢des enxergadas para o segundo comprimento de onda
simulado. Por fim, as componentes 14 a 17 represenam as quatro topologias de

escoamento estudadas, respectivamente homogéneo, anular, anular inverso e
estratificado.
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Resumo

O trabalho traz uma abordagem estatistica e experimental que avalia a capacidade da utilizagdo de Redes
Neurais Artificiais do tipo Self-organizing Maps (SOM) na imputacdo de dados para identificacdo de
topologia de escoamentos multifasicos de agua-6leo-gas e caculo de suas fragdes volumétricas em
medicdes de densiometria gamma, o que ressalta sua importancia para a indistria do petréleo, onde um
dos grandes desafios ainda ¢ medir propriedades de escoamentos multifasicos de 6leo, gas e dgua. Os
dados sdo imputados seguindo 4 diferentes metodologias, sendo elas imputagdo simples com o BMU
(Best Matching Unit, ou neur6nio mais representativo), proporcional com o BMU, com a média entre o
BMU e o segundo candidato a BMU, e com a média entre o BMU e seus vizinhos, e seus resultados sdo
comparados com base em coeficiente de determinacao, Bias de Correlagdo, e acuracia na classificagao.
As metodologias baseadas no BMU, substitui¢ao simples e proporcional, se mostram mais adequadas.

Abstract

The assignment brings out a statistical and experimental approach that evaluates the ability of using
Artificial Neural Networks of the Self-organizing Maps (SOM) type to data imputation and
classification of multiphase flows by gamma densiometry, which highlights its importance for the
petroleum industry, where one of the great challenges is still to measure properties of multiphase flows
of oil, gas and water. The data are imputed following 4 different methodologies, BMU replacement
(most representative neuron), proportional BMU replacement, BMU and 2nd mean replacement, and
BMU and neighbors mean replacement, and their results are compared based on determination
coefficient, Correlation Bias, and classification accuracy. BMU-based methodologies, BMU
replacement and proportional BMU replacement, are the most appropriate.

1. Introducao

A Inteligéncia Artificial tem recebido amplo destaque nos ultimos anos, sobretudo pela capacidade de
analise de dados e identificacdo de padroes. Na Engenharia de Petréleo, com o recente interesse e
entusiasmo da industria em analises em tempo real de pogos e campos inteligentes, a IA tem sido centro
de atengdes (BRAVO et al., 2014). Incorporado a tal tendéncia, o objetivo do presente trabalho ¢
desenvolver um estudo pratico e estatistico comparando diferentes modelos de imputagao utilizados em
redes neurais do tipo SOM (Self-Organizing Maps) aplicados a medi¢des de densiometria gamma. Os
SOM tém sido amplamente utilizados em machine learning, destacando-se pelo fato de ndo serem
supervisionados e identificarem relacdes pouco triviais. Seu algoritmo mapeia o conjunto de dados de
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treinamento por competitividade e resulta numa superficie que representa a distribui¢do da amostra num
espaco bidimensional.

O conceito de imputagdo envolve a estimativa para preenchimento de uma variavel faltante num vetor
de dados n-dimensional de acordo com um critério baseado em suas demais (n-1) variaveis conhecidas.
O uso de técnicas matematicas classicas permite preencher tais lacunas regressdes dos demais vetores e
substitui¢do pela média. No entanto, os valores encontrados sdo tendenciosos, pois a abordagem para
andlise da amostra ndo representa a populagdo (GELMAN; HILL, 2007). As redes neurais aparecem
entdo como um mecanismo que permite nao s6 produzir estimativas livres de subjetividade, como
também aproveitar a alta capacidade de processamento de dados das maquinas.

O estudo ¢ dividido em 3 principais etapas. Nas Referéncias Bibliograficas sdo introduzidos o
funcionamento de redes neurais artificiais do tipo Self-Organizing Maps e o que consiste € 0s motivos
para a realizacdo de medi¢des em escoamentos multifasicos. Em seguida, ja na secdo de metodologia,
desenvolve-se como se desenvolve a geracdo de dados simulados para densiometria gamma em um
escoamento multifasico de dleo, gas e agua, divididos em grupos para treinamento de rede e imputagao.
Com a rede treinada, realiza-se um estudo pratico de comparagao entre diferentes métodos de imputagao
de dados que tém como base o SOM. Ao final do estudo, na discussao dos resultados, métricas
estatisticas sao utilizadas para comparar a capacidade das diferentes metodologias abordadas.

2. Revisao Bibliografica
2.1. Self-Organizing Maps

Os Self-Organizing Maps (SOM) sao redes neurais de aprendizado nao supervisionado introduzidas por
Teuvo Kohonen (KOHONEN, 1982), que aprendem por competicdo. Seus neurdénios sdo organizados
em uma camada uni ou bidimensional e ordenados de maneira a criar um novo sistema de coordenadas
para as diferentes varidveis de entrada (KOHONEN, 1998). Ainda, em sua performance ocorre o
mapeamento dos dados de entrada, de forma que cada vetor ¢é representante de varidveis estatisticas
intrinsecas da amostra. Em qualquer estagio, cada um dos vetores ¢ preservado em seu proprio contexto,
e dessa forma, se realizam conexdes sindpticas préximas que contribuem para sua preservagao
topologica.

2.2. Imputacio de dados

Imputagdo ¢ o nome dado para a estimativa de dados faltantes que comprometem datasets e dificultam
analises de dados e a determinagdo de inferéncias estatisticas (HU, M., SALVUCCI, S.M., COHEN,
1998). O uso do SOM como imputador de dados tem sido explorado em diversas areas de aplica¢dao. Por
ndo considerar a amostra inteira no calculo da média para substituicdo, mas sim selecionar um nimero
determinado de neurdnios similares ao vetor, o algoritmo se mostra muito mais assertivo que outras
metodologias puramente estatisticas.

No estudo aqui apresentado, quatro metodologias sdo analisadas e comparadas: substituir pelo BMU
encontrado para o vetor na rede (Eq. 1), algo ja feito na literatura; substituir pelo BMU encontrado para
o vetor na rede, multiplicado pelo fator de projecdo do vetor sobre o BMU (Eq. 2); encontrar o BMU e o
segundo neurdnio candidato a BMU, fazer a média deles e imputar (Eq. 3); e encontrar o BMU, fazer
uma média do BMU com demais pontos que formam o cluster, e imputar (Eq. 4).

XTL = X"BMU (1)
_ (BMUXAMO)
Xn = Xn |BMU|x|AMO| 2)
X, = (XTLBMUIZXHBMUZ) 3)
Y Xn
Xp=—> 4)

m
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Onde y ¢ o conjunto do BMU e seus vizinhos, € m o nimero de vetores desse conjunto.

2.3. Medicoes em escoamentos multifasicos

Conseguir medir propriedades de escoamentos multifasicos de dleo, agua e gas em tubulagdes ainda ¢
um dos grandes desafios na industria do petrdleo (THORN; JOHANSEN; HJERTAKER, 2013).
Existem inimeras metodologias na literatura para medicdo destas propriedades, cada uma com suas
peculiaridades. A densiometria gamma e a impedancia elétrica-magnética sdo duas metodologias ndo
intrusivas utilizadas para andlise de escoamentos multifasicos que ndo dependem de homogeneizagao
(BELO; MENDES DE MOURA, 1999). Entre as vantagens de usa-las, pode-se citar a realizacdo da
analise sem depender da presenca de um furo no trecho da tubulagdo a ser analisado ou da instalagdo de
sistemas defletores que acabam mudando suas propriedades naturais. Ao realizar medi¢des por diversos
raios distribuidos uniformemente no entorno de uma tubulacao, a densiometria gamma permite calcular
propriedades interessantes do fluxo que por ela passa, tal como a configuragdo das fases que o
compdem e suas respectivas fragdes (Figura 1).

m
Oleo

Estratificado Anular Anular Inverso Homogéneo

Figura 1 - Secao transversal em tubulagao de transporte de 6leo. Fonte: Adaptado (BISHOP; JAMES, 1993).

3. Metodologia
3.1. Geracao de dados

A geragdo de dados de medicdes de densiometria gamma se baseia em metodologia apresentada na
literatura (BISHOP; JAMES, 1993).

3.2. Escolha do Mapa

O mapa definido visa estrategicamente potencializar as analises a serem feitas ressaltando diferencgas
entre os diferentes tipos de topologia. Para tal, recorre-se a literatura em busca de melhores praticas e
férmas heuristicas para definicao dos parametros a serem utilizados. O grid local escolhido ¢ hexagonal,
de forma a aumentar a sensibilidade dos neurdnios a variagcdes locais. Globalmente, opta-se pela
estrutura toroidal, garantindo simetria na rede de forma que neuronios de borda tenham todos o mesmo
niumero de conexdes. Quanto ao tamanho do mapa, este estd diretemente ligado a acurdcia e a
interpretabilidade dos resultados. Para grids hexagonais, a Eq. 5 define seu nimero 6timo de neurdnios
em fun¢do no numero m de amostras no dataset de treinamento e a Eq. 6 a propor¢do Otima entre
dimensdes no mapa, onde COVy,; e COVy,, sdo as maximas covariancias observadas entre variaveis ainda
nos dados de treinamento (VESANTO et al., 1999). O nimero de amostras utilizadas para treinamento ¢
de 2000, o que resulta em aproximadamente 230 vetores 6timos.
Ne de neurédnios = 5 x Vm (35)
D(X) _ COVy,
D) — Covy, (6)
A fun¢do vizinhanga adotada ¢ a Gaussiana, que determinara a taxa de mudanga da vizinhanga ao
entorno do neurdnio vencedor. O coeficiente utilizado para a funcdo ¢ de 0.5. Ela influenciara
diretamente o treinamento da rede, e em algoritmos aplicados para classificacdo, a fun¢ao Gaussiana,
combinada com uma taxa de aprendizado linear, geram Otima performance com baixo erro de
quantizacdo (NATITA; WIBOONSAK; DUSADEE, 2016).
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3.3. Imputacoes

Sdo abordados quatro tipos diferentes de imputagdo de varidveis faltantes. O primeiro deles segue o que
¢ feito por muitos exemplos na literatura: a substituicdo do vazio por seus correspondentes do BMU
encontrado para o vetor (Eq.1). Uma varidvel dele, ainda, ¢ multiplica-lo pela proje¢do do vetor sobre o
BMU (Eq. 2). J& as duas outras metodologias combinam o SOM a métodos estatisticos para
determinagdo dos valors imputados: substituicdo pela média entre os correspondentes no primeiro € no
segundo candidato a BMU (Eq.3), e a substituicao pela média entre os valores correspondentes no BMU
e seus vizinhos (Eq.4). Para tal, exportam-se os dados da rede treinada e se realizam as estimativas.
Entre os quatro métodos utilizados, aqueles que combinam o SOM com médias estatisticas promovem a
imputagao de valores que representam melhor sua vizinhanga como um todo, aumenta-se a variancia dos
dados. Por outro lado, na substituicdo pelo BMU e em sua variacao proporcional, ndo ha incremento
relevante de variancia podendo induzir uma tendéncia.

3.4. Validacao

A validagdao dos dados imputados segue duas principais metodologias de comparagdo estatistica: o
Coeficiente de Determinagdo e o que chama-se de Bias da Correlagdo. No desenvolvimento do estudo,
adota-se funcao ja implementada em Python para calculo do coeficiente de determinagdo. J& para o Bias
de Correlagdo, adota-se metodologia apresentada na literatura (FERLIN, 2008).

4. Resultados
4.1. Imputacio de dados

O presente estudo tem como principal objetivo a comparagao de metodologias de imputagdo de dados
faltantes de densiometria gamma utilizando redes neurais artificiais do tipo SOM. Quatro metodologias
distintas foram implementadas: substituicao pelo valor do BMU, pelo valor do BMU proporcional a
projecdo do vetor sobre seu BMU, pela média dos valores do primeiro BMU e do segundo, ou pela
média entre 0 BMU e seus 6 vizinhos. Entre os quatro métodos implementados, espera-se inicialmente
que aqueles que combinam o SOM com médias estatisticas promovam a imputagdo de valores que
representam melhor sua vizinhanga, no entanto aumenta-se a variancia dos dados. Por outro lado, na
substitui¢ao pelo BMU espera-se que nao ocorra incremento relevante de variancia.

Grafico 1 — Plot de fragoes de o6leo (a) e agua (b) imputados com BMU e dados originais.
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Para a imputacao por substituicdo pelos valores do BMU encontrado, se observa altos coeficientes de
determinagdo (Grafico 1). O BMU de um vetor ¢ definido como o vetor de menor distancia euclidiana
na rede em relagcdo ao vetor a ser imputado. Partindo desse principio, faz sentido imaginar que uma
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estimativa dos dados a serem imputados por aqueles encontrados no BMU do vetor com dados faltantes
seja uma boa alternativa, dado que toda a topologia da rede, com suas relagdes entre vizinhos e as
consideragdes estatisticas que estdo nelas implicitas, aponta para alta semelhanca entre os dois vetores.
Ainda, a meodologia apresentou o menor valor para Bias de Correlagdo entre as abordadas pelo presente
estudo. Quanto menor o Bias de Correlagdo, menor a distor¢ao da correlagdo entre varidveis do modelo
em relacdo aos dados originais. Para a substitui¢do pelo BMU e BMU proporcional, encontraram-se os
menores valores de, respectivamente, 2.29% e 2.30%. Para a suabstituicdo pela media entre 0o BMU e o
segundo, 3.07%. Ja a imputacdo pela media entre 0 BMU e seus vizinhos apresentou a maior distorcao,
um Bias de Correlagao de 25.74%.

Para efeito de comparacdo, analisa-se ainda a assertividade da metodologia de imputagdo na
classificacdo da topologia do escoamento. Para a populacdo de 8000 vetores de testes, apenas 39
receberam classificacdo que nao condiz com sua topologia original. Destaca-se ainda o fato de a maior
quantidade dos erros se concentrar entre os casos homogéneo e anular. De acordo com quantas fases
cada raio atravessa, torna-se mais dificil de diferenciar as duas topologias. No escoamento homogéneo,
os raios necessariamente atravessardo 3 fases de escoamento, enquanto no caso anular nem sempre.
Num caso anular onde todos os raios atravessam 3 fases de escoamento, como exemplo, ndo se tem este
gatilho de distin¢do entre as duas topologias, o que torna menor sua assertividade.

Analogamente a imputacao por substituicao pelo BMU, a metodologia por substituicao pelos valores do
BMU, proporcionalmente a projecdo do vetor sobre o BMU, apresenta os resultados mais favoraveis.
Dado que em muito dos casos o fator de propor¢ao estimado pela projecao ¢ aproximadamente 1, seus
resultados sdo semelhanes. Iguais quando comparados sob o critério coeficiente de determinagdo, de
0.786 para Fo e 0.881 para Fw, e matriz de classificagdo , apresentando 39 erros, e préximos ao
comparar pelo critério Bias de Correlagdo, apresentado um valor baixo de 2.30% para a medida de
distor¢ao.

Passa-se entdo para as metodologias que combinam conceitos estatisticos como a média, para
imputagdo. No caso mais proximo daqules primeiros ja discutidos, a imputacdo pela média entre o BMU
e o segundo candidato para BMU, se observa maior variancia nos dados obtivos, € menor representacao
do modelo em relagao a seus dados originais, com coeficientes de determinagdo menores, de 0.774 para
Fo e 0.875 para Fw. Uma vez que ¢ combinada a média, e sdo considerados para imputagao valores de
um vetor que nao ¢ o que melhor o representa, do segundo candidato a BMU, aumenta-se a variancia
dos resultados. Quanto ao Bias de correlagdo, a metodologia apresentou valor levemente maior que a
substitui¢cdo pelo BMU, o que indica uma maior distor¢do da correlagdo original entre varidveis, e
reforga a tese de aumento de variancia.

Quanto ao critério classificagdo, a soma total de erros de classificacdo se mantém quando comparada aos
casos de substituicdo pelo BMU, com 39 erros. Porém, destaca-se a mudanga na distribui¢do dos erros.
Como comentado anteriormente, a distingao entre topologias homogénea e anular pode ser dificil. O
mesmo ocorre com o caso anular inverso, por sua semelhanga a topologia anular, o que pode ser
observado no caso em questdo, onde 38 dos 39 erros de classificagdo podem ser discutidos por tal
argumento.

Chega-se entdo ao ultimo caso abordado, e que apresenta os piores resultados: a imputagao pela média
entre 0 BMU e seus seis vizinhos, para o grid hexagonal do presente estudo. A varidcia do modelo
obtido pela metodologia ¢ alta e sua média destoa da amostra original, o que € refor¢ado pelo coeficiente
de determinacdo negativo observado de -0.336 para Fo e -0.005 para Fw. Para efeito de analise, o
coeficiente de determinacdo negativo indica um modelo que nio representa em nada a amostra original.
Basicamente, o0 modelo se mostra pior que uma simples linha horizontal para explicar a amostra, o que
exlica seu fator Ssreg maior que Sstot , resultando no valor negativo.

Quanto ao critério Bias de Correlacdo, a metodologia também destaca. Com o valor de 25.74% para o
coeficiente, se pode dizer que o modelo de imputacio pela média entre 0 BMU e seus vizinhos provoca
elevada distor¢ao na amostra, as correlagdes entre variaveis sao altamente enviesadas. Os erros de
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classificacdo também se itensificam, com um total de 4420 erros, representando aproximadamente 55%
de nossa amostra de teste. Conclui-se, portanto, que tal metodologia apresentou os piores resultados, de
acordo com as métricas de validagdo utilizadas. Além de o modelo obtido ndo representar a amostra
original, foi incrementada alta variabilidade aos dados, assim como distorcidas as correlagdes entre
variaveis. A taxa de erro de classificagdo também foi intensificada.

5. Conclusoes

As métricas que utilizam o BMU para imputagao, portanto, mostram-se mais eficazes para o processo de
imputagdo de dados faltantes em medigdes de densiometria gamma. Além de sua maior acuracia, a
metodologia provoca menores distor¢des nas relagdes entre varidveis como um todo. No caso da
densiometria gamma, a metodologia se mostra eficaz para classificagdo da topologia de escoamento sem
a utilizacao da série de formulas comumente utilizadas na industria para o mesmo fim, o que comprova a
usabilidade da metodologia em larga escala. A imputagdo pela média entre 0 BMU e seus vizinhos, por
outro lado, se mostra ineficaz. O modelo encontrado ndo representa os dados originais, assim como
provoca distor¢des de correlacdes e aumento de variancia. Por ora, as métricas coeficiente de
determinacdo e Bias de Correlagdo permitem elencar a substitui¢do pelo BMU como a técnica que
apresenta melhor performance e eficacia entre as 4 estudadas. Em segundo e terceiro lugares,
respectivamente, encontram-se a substitui¢ao proporcional pelo BMU e a média entre o BMU e o
segundo candidato a BMU. Por fim, destaca-se a pior performance da substitui¢do pela média entre o
BMU e seus vizinhos. A técnica, além de distorcer as relagdes entre variavies, em nada representou seus
dados originais.
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