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RESUMO

Neste trabalho foi estudado e projetado um amplificador de sinais neurais
implementado a partir de um amplificador operacional. Amplificadores neuronais
tém como caracteristicas importantes o baixo consumo de poténcia e o baixo
ruido sendo, por isso, também chamados de LNAs (Low Noise Amplifiers). A
tecnologia aplicada foi a CMOS 180 nm da TSMC (Taiwan Semiconductor
Manufacturing Company). A otimizagéo do circuito foi realizada por meio da meta-
heuristica particle swarm. Inicialmente foi realizado o estudo do comportamento
do LNA, extraindo sua funcao de transferéncia bem como a dependéncia do ruido
com os elementos que compode o circuito. Apds o dimensionamento foi desenhado
o layout, onde algumas técnicas para circuitos analégicos foram utilizadas. Por
fim, o amplificador foi verificado, por meio de simulagdes realizadas com o
programa HSPICE, quanto a sua estabilidade, ganho em malha aberta e em malha
realimentada (fechada) e ruido em sua saida. Os resultados obtidos serviram
para determinar o valor do indice de mérito NEF (Noise Efficiency Factor), o qual
foi utilizado para caracterizar o desempenho do amplificador e comparar com

outros LNAs apresentados na literatura.
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ABSTRACT

This work aimed to study and design a neural signal amplifier implemented
from an operational amplifier. Neural amplifiers have important features as low
power consumption and low noise, therefore, also called LNAs (Low Noise
Amplifiers). The technology used was the TSMC (Taiwan Semiconductor
Manufacturing Company) CMOS 180 nm. The circuit optimization was performed
via meta-heuristics of particle swarm. Initially there was the study of the LNA
behavior, extracting its transfer function and the noise dependence on the
elements that compose the circuit. After the design, the layout was drawn, where
some techniques for analog circuits were employed. Finally, the amplifier was
checked through simulations with HSPICE program, regarding its stability, open-
loop gain, feedback loop gain and its output noise. The results were utilized to
determine the value of the figure of merit NEF (Noise Efficiency Factor), which
was used to characterize and compare the performance of the amplifier with other
LNAs in the literature.
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1. INTRODUGAO

1.1. Sinais Neurais

O campo da neurociéncia que estuda o comportamento neural utiliza-se de
técnicas de gravacgao dos sinais neurais por meio de interfaces computador-
cérebro, capazes de atuar nas frequéncias desejadas e que obedecem a

especificagdes variadas para as aplicagdes no sistema nervoso.

A fim de se atender as especificagdes elétricas dos sinais neurais, muitos
neurocientistas recorreram as técnicas de amostragem e captura que seréo
discutidas abaixo. Lebedev e Nicolelis (LEBEDEV; NICOLELIS, 2006)
propuseram uma classificagao para interfaces computador-cérebro,
apresentando os obstaculos e os avangos necessarios para garantir a viabilidade
destas interfaces em ambientes clinicos. A classificacdo proposta é dada a

seguir:

* Interface computador-cérebro invasiva: Eletrodos intracranianos
sdo utilizados. Apresentam melhor qualidade no sinal capturado,
entretanto ha o risco da cirurgia invasiva, necessaria ao

procedimento;

* Interface computador-cérebro nao-invasiva: Metodologia de
gravacgao a partir de eletroencefalograma (EEG) sobre a superficie
da cabeca; sinais limitados em banda devido a perda de qualidade

dos mesmos.

Além de invasivo/nao-invasivo, as interfaces ainda se dividem de acordo
com o local de observacao, podendo ser localizado ou multiplo. No primeiro foca-
se na decodificagdo da atividade neural de uma area especifica, sendo que na
segunda tira-se vantagem do perfil de processamento distribuido das
informacdes e ¢é possivel capturar paralelamente os sinais de uma area
distribuida com multiplos eletrodos (LEBEDEV; NICOLELIS, 2006).

Segundo Holleman, Zhang e Otis (HOLLEMAN; ZHANG; OTIS, 2011),
pode-se caracterizar trés tipos distintos de sinais invasivos que sdo de interesse
dos pesquisadores, sendo eles: potencial de agao (spikes), potencial local de
campo (local field potential - LFP) e sinais de eletrocorticografia (ECoG). Spikes

e LFPs podem ser medidos em uma uUnica gravac¢ado na superficie do tecido, o
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que acarreta uma atenuacao significante no sinal amostrado. Ja o ECoG

necessita de um procedimento invasivo na superficie do cortex.

Buzsaki, Anastassiou e Koch (BUZSAKI; ANASTASSIOU; KOCH, 2012)
descrevem como se realiza a captura dos diversos eventos extracelulares

estudados pelos neurocientistas. Sao estes:

* Eletroencefalografia (EEG): método muito disseminado para
investigar a atividade cerebral. Realiza a medi¢do no couro cabeludo
utilizando somente um eletrodo. O sinal é o resultado da integracao
dos potenciais de campo locais (Local Field Potential - LFP) por uma

area de 10cm?;

* Magnetoencefalografia (MEG): método que utiliza dispositivos
supercondutores de interferéncia quantica (Superconducting
Quantum Interference Devices - SQUID) para medir pequenos
campos magnéticos fora do créanio (alcance de 10 — 1000 fT). Como
€ um metodo ndo-invasivo e com alta resolugcédo espacial se tornou

muito popular;

* Eletrocorticografia (ECoG): este método utiliza eletrodos
subdurais (abaixo da camada dura-mater, que envolve o cérebro e
a medula espinhal) de iridio-platina ou ago inoxidavel para realizar

a gravacao da atividade cerebral direto da superficie do cortex;

* Potencial de Campo Local (LFP): para se realizar a afericdo dos
LFP utilizam-se eletrodos implantados no cérebro feitos de vidro ou
metal. A gravagcdo de um sinal de banda estendida de 40kHz resulta
na coleta de sinais mais informativos, podendo também se obter alta
resolucdo espacial dado a proximidade dos elementos com os

pontos de origem dos sinais.

Com o advento da microeletrénica e da alta integragcdo dos componentes
eletrénicos foi possivel construir circuitos que realizam a interface entre o
cérebro e o computador, respeitando-se as limitagdes e aplicagdes nos diversos

métodos desenvolvidos para o estudo dos sinais neuronais.

Nao sé teorias, mas aplicagdes diversas ja se encontram em uso como

resultado das técnicas e tecnologias desenvolvidas para a aquisi¢cdo de sinais do
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cérebro. Como caso de aplicagado, pode-se citar o implante coclear, que auxilia

pessoas com deficiéncia auditiva a escutar.

1.1.1. Eletrodos

Os diversos métodos para captura dos sinais neurais dependem dos
dispositivos disponiveis e dos terminais de captagédo de sinal, denominados de

eletrodos.

Segundo Holleman, Zhang e Otis (HOLLEMAN; ZHANG; OTIS, 2011),
tipicamente se utiliza uma configuracdo de eletrodos onde uma diferenca de
potencial, medida com relagdo a um grande eletrodo de referéncia, é sensoriada
por meio de amplificadores diferenciais. Geralmente os eletrodos possuem baixa
impedancia e a partir do contato com os fluidos extracelulares gera-se uma
capacitancia dependente da area do eletrodo, podendo variar de 150 pF até 1,5
nF.

Dada a diversidade de procedimentos de captura de sinais, pode-se notar
diferencas nas caracteristicas e nos tipos de eletrodos. Por exemplo, tome a
figura 1 onde é apresentada uma grade de eletrodos de caracteristica invasiva.
Ja a figura 2 apresenta um eletrodo para um procedimento peridural, também

invasivo, que faz a insergdo do eletrodo na caixa craniana do paciente.

Figura 1 - Eletrodos corticais em formato de grade para procedimentos invasivos

(Fonte: Catalogo online da Dixi Medical — Epidural Electrodes)

4
o 2
—
; 7 %2
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Figura 2 - Eletrodos peridural para inser¢do na caixa craniana (Fonte: Catalogo online da

Dixi Medical — Cortical Electrodes)

1.1.2. Caracterizacao Elétrica dos Sinais Amostrados
ApoOs a descrigdo de alguns métodos utilizados para capturar os sinais
neurais, discorre-se sobre o que é de interesse a ser estudado e o0 que se pode

desprezar nos sinais disponiveis.

Segundo Harrison e Cameron (HARRISON; CAMERON, 2003), spikes
ocupam uma banda de 100 Hz até 7,0 kHz com amplitudes de ndo mais do que
500 uV. LFPs geralmente possuem banda abaixo de 100 Hz com amplitudes de,
no maximo, 5 mV. Ja a ECoG possui energia na banda de 0,5 Hz a 200 Hz com

amplitudes ndo maiores do que 100 uV.

A tabela 1 apresenta o resumo das caracteristicas elétricas dos sinais
neurais amostrados com suas correspondentes interfaces computador-cérebro

(invasiva ou ndo-invasiva).

Tabela 1 - Caracteristicas dos Sinais Biolégicos

Sinais Largura de Amplitude Resolugao Invasivo
Banda

Spikes 0,1-7 kHz <500 uV Maxima Invasiva

LFP <100 Hz <5mV Baixa Invasiva

ECoG 0,5-200 Hz <100 uV Moderada Moderada

Fonte: (HOLLEMAN; ZHANG; OTIS, 2011)
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1.1.3. Limitagoes e Requisitos

E importante notar que diversos dispositivos utilizados para extrair os
sinais neurais desejados estdo em contato direto com tecido humano. Por esta
razao, (HARRISON; CAMERON, 2003) deve-se limitar a dissipagdo de poténcia
dos circuitos utilizados para ndo exceder a poténcia de 80 mW/cm?, que viria a

danificar o tecido vivo.

Dadas as limitagbdes dos sinais biolégicos, deve-se também tomar cuidado
com algumas caracteristicas dos circuitos para que estes nao afetem
demasiadamente os sinais amostrados. Pelo fato dos sinais neurais possuirem
baixissimas amplitudes, existe a necessidade de trabalhar com um amplificador
para formatar o sinal extraido e permitir que outros sistemas sejam capazes de
lidar com as informagdes captadas. Holleman, Zhang e Otis (HOLLEMAN;
ZHANG; OTIS, 2011) apresentam algumas diretrizes para o projeto deste

amplificador, sendo elas:
* baixo ruido de entrada para resolver spikes da ordem de microvolt;

* alcance dinamico suficiente para tolerar altos sinais de campos potenciais
locais (LFP);

* amplificar os sinais neuronais na faixa de frequéncia desejada;

* impedancia de entrada maior que a impedancia da interface eletrodo/tecido

e corrente DC de entrada insignificante;
* amplificar os sinais na faixa desejada para os sinais neurais;
* bloquear ou cancelar offset DC para ndo saturar a saida do amplificador;
* consumir pouca area e minimizar o uso de componentes externos;

* nao dissipar mais do que 10 mW de poténcia.

1.2. Objetivos

Este trabalho tem por objetivo projetar um amplificador operacional
(AmpOp) voltado para aplicagdes que requerem baixo consumo de potencia e
baixo ruido. O amplificador sera utilizado em malha fechada para formar um

amplificador de baixo ruido (Low-Noise Amplifier - LNA) para sinais neuronais.
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O dimensionamento dos transistores presentes na topologia do
amplificador em estudo sera desenvolvido através de um programa chamado
CirOp, utilizando, neste caso, um método meta-heuristico. Este programa € uma
ferramenta em Matlab (MATHWORKS) no qual o usuario tem a disposicao
diversas topologias, bem como uma gama de meta-heuristicas diferentes capazes
de executar o dimensionamento/otimizacdo, heuristicas como por exemplo o

particle swarm optimization, genetic algorithm, simulated annealing entre outras.

Dentro do escopo do trabalho também se ird analisar analiticamente o
comportamento do amplificador projetado, extraindo de sua configuragao
realimentada a funcdo de transferéncia resultante bem como a dependéncia do

ruido com os elementos que compde o circuito.

A fim de obter um produto que seja passivel de testes fisicos, no trabalho
também é feito o /ayout do amplificador na tecnologia de CMOS 180 nm da
empresa TSMC (TSMC — Taiwan Semiconductor Manufacturing Company, 2016).
No /ayout, técnicas de desenho s&o empregadas com o intuito de obter um

circuito fisico para testes futuros.

Por fim o amplificador seréa testado, por meio de simulacgdes, quanto a sua
estabilidade, ganho em malha aberta, ganho em malha realimentada (fechada) e
ruido em sua saida. Para que se possa classificar o LNA desenvolvido, um indice
de mérito chamado de NEF sera utilizado a fim de comparar o desempenho do

projeto com outros circuitos apresentados na literatura.

1.3. Estrutura da Monografia
Este trabalho é dividido em quatro capitulos: de fundamentos teodricos,

projeto, resultados e conclusdes.

Nos fundamentos é discutido sobre os conhecimentos basicos necessarios

para que o leitor seja capaz de seguir a linha de desenvolvimento.

O capitulo de projeto discorre sobre a analise tedrica, o método de meta-
heuristica utilizado (e seus resultados) bem como a implementagcao de técnicas

de /ayout para definir um circuito integravel.

Nos resultados apresentam-se os resultados das simulagdes sobre o netlist
(arquivo de descricdo das conexdes do circuito eletrédnico) extraido do /layout
desenhado. Também se comentam as caracteristicas obtidas no LNA. Por fim, se

discute o desempenho obtido com relagdo ao indice de mérito utilizado (NEF) a
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fim de caracterizar o componente em meio a diversos outros presentes na
literatura.

A sessao de conclusao encerra o trabalho indicando os resultados obtidos
nas fases de projeto. Também se discute a eficacia do método de meta-heuristica

dentro da area de projeto de circuitos analégicos.

1.4. Ferramentas

As ferramentas utilizadas neste trabalho foram:
e Matlab;
* Hspice;

» Cadence (CADENCE, 2016).
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2. FUNDAMENTOS TEORICOS

2.1. Meta-heuristica

Com o desenvolvimento da matematica aplicada e aumento da
complexidade dos problemas, as solu¢gdes destes comegaram a se tornar muito
complicadas devido a modelagens mais aprofundadas. Em vista disso, uma nova
area de pesquisa, chamada de otimizacdo, emergiu, visando suplementar as
deficiéncias impostas pela capacidade de solucionar problemas eficientemente

(em um tempo bem reduzido se comparado a solugdo convencional).

A heuristica nasce a partir do aperfeicoamento dos algoritmos de
otimizacao, a fim de realizar aproximagbes quase 6timas para os problemas em

analise.
Define-se Otimizagdo combinatéria como:

“Otimizacdo combinatéria € o estudo da matematica cujo intuito é o de
achar agrupamentos, arranjos, ordenacdo ou uma selegdo oOtima de objetos
discretos usualmente finitos em numero” (LAWLER, 1976 apud OSMAN; KELLY,
1996, p. 2).

Geralmente, um problema de otimizagcao pode ser representado por:

P: Minimizar (ou Maximizar) C(S)

comS eXc O

Onde deseja-se minimizar (ou maximizar) o valor de uma funcéo C que
atribui uma pontuacdo dado um conjunto de variaveis S pertencentes ao espaco
factivel X € Q, com Q sendo o espago de solugdes possiveis (factiveis ou
irrealizaveis) (OSMAN; KELLY, 1996).

2.1.1. Definicao Geral

Segundo Osman e Kelly (OSMAN; KELLY, 1996), pode-se definir a meta-
heuristica como um processo iterativo que possui uma heuristica subordinada ao
problema onde, combinando diferentes conceitos para explorar o espago de
solugbes, como estratégias de aprendizado e estruturacdo de informagdes, se
tem o objetivo de localizar, eficientemente, solugdes aproximadamente 6timas no

espacgo de solucgdes.

Utilizando-se da definicdo anterior, muitos pesquisadores desenvolveram

e propuseram diversas metodologias heuristicas aplicadas a otimizacéo, a fim de
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elaborar a melhor estratégia para alcancar uma solugdo suficientemente
otimizada e em tempo habil. Elenca-se abaixo alguns exemplos de meta-

heuristicas utilizadas hoje em dia pela comunidade cientifica:
* Busca na Vizinhancga;
* Algoritmos Genéticos;
* Simulated Annealing;
* Busca Tabu;
* Algoritmos de Threshold;
* Particle Swarm Optimization.

Com o intuito de direcionar os estudos, serd abordado somente a

estratégia de otimizagao utilizada para a confecgao deste trabalho.

2.1.2. Particle Swarm Optimization
A Particle Swarm Optimization constitui uma meta-heuristica estocastica
(variaveis aleatérias cujo estado destas € definido de maneira aleatéria) baseada

em populacgao.

A ideia por tras desta meta-heuristica é o comportamento social
apresentado por um extenso grupo de organismos naturais, (TALBI, 2009).
Segundo Talbi (2009), o modelo basico consiste de N particulas em um espacgo
de pesquisa D dimensional. Cada particula existe independentemente, cada qual
com sua posicao e vetor velocidade, como se pode notar pela figura 3. Cada
ponto no espaco onde estdo as particulas € um candidato a solug&o do problema
em questdo. A medida que elas percorrem este espaco, varias solucdes vao
sendo testadas até se encontrar a melhor. A agdo conjunta de todas as particulas
do sistema faz com que o enxame percorra o espaco de solugdes de maneira
distribuida e aleatéria. Qualquer solugcdo mais otimizada encontrada influéncia

no comportamento de todas as outras particulas.

O vetor velocidade (para melhor solugdo) pode ser descrito pela melhor
posicao individual de cada particula pi = (pil,pi2, ...,piD) com pij sendo o valor da
parametro j para a particula pie a melhor posicdo do grupo todo pg =
(pgl,pg2,..,pgD) com pgj sendo o valor do paradmetro j para a particula pg com
solugdo mais otimizada em comparacdo ao grupo, onde a diferenca (pg — pi)

apresenta o vetor velocidade entre cada particula pi e a melhor solugdo na
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vizinhanca pg, (TALBI, 2009). Logo, o sistema cria uma unica populagédo de
solugbes candidatas (particulas) que se movem pelo espaco de solugdes. O
movimento de cada particula é influenciado pela sua posicao e pela melhor
solugdo atual. O vetor velocidade é calculado para cada particula (pi) com a
particula que atingiu a melhor solugdo do grupo (pg) fazendo com que o grupo
todo se desloque para a regido da melhor solugdo conhecida até aquele

momento, a cada iteragao.

Figura 3 - Sistema de particulas para o Particle Swarm Optimization

Espaco de solugdes

O

/Q?
® | o

‘ . Particula
‘H—-J O O Nova posicédo da particula

‘ — Velocidade da particula

2.1.3. Caracterizagao do Programa Utilizado

O algoritmo de meta-heuristica (particle swarm optimization) foi utilizado a
partir do programa chamado CirOp, que conta com uma estrutura com varias
topologias de circuito ja implementadas para que seja realizado o
dimensionamento/otimizagédo. Este programa trabalha com base em simulacgées

elétricas para avaliagdo dos circuitos.

A figura 4 apresenta os menus do programa, bem como as listas de células
(cell) e dos simuladores (simulator) para escolher a célula e o simulador
desejado. Cada célula possui um conjunto de topologias para otimizagdo, cada
qual com seus parédmetros e variaveis, discutidos a seguir, apresentados pelas
tabelas na janela menuCir. A meta-heuristica é escolhida pelo dropdown ao lado

do botdo RUN, na janela menuCir.
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Figura 4 - Screenshots do programa CirOp de otimizagao
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X 1.0 0.01716 score
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Pode-se escolher a topologia do circuito e o modelo para a tecnologia
utilizada. Para todas as topologias de certo tipo de circuito, por exemplo um
amplificador operacional, existem os chamados parametros de projeto, cada qual
com seu valor. Os parametros sao relacionados com as especificagdes desejadas

para o circuito, como, por exemplo, tensdo de operagao e poténcia consumida.

Cada topologia de circuito também tem suas variaveis de projeto. Deve-se
fornecer a faixa de valores possiveis para cada variavel e um valor inicial que,

dependendo do tipo de otimizacdo aplicado, podera ou néo ser utilizado.

2.1.3.1. Fluxo de simulagao

O fluxograma apresentado na figura 5 descreve o caminhar do programa
CirOp durante a otimizagdo (dimensionamento) de um circuito. Trés meta-
heuristicas, SA (Simulated Annealing), PSO (Particle Swarm Optimization) e GA

(Genetic Algorithm) sdo exemplificadas.

A partir da escolha da especificacdo (parametros) do circuito e do
algoritmo de meta-heuristica, cada ciclo de otimizagao se repete até o final do

numero desejado de iteragdes.

Pode-se verificar que cada meta-heuristica implementada (n&o estao
representados na figura 5 todos os algoritmos do programa) possui uma parte de
seu ciclo especifico de seu comportamento. Entretanto, note que todas as meta-
heuristicas utilizam a mesma fungéo de fitness (ou fungao objetivo). No CirOp a

funcdo de fitness prepara um arquivo de simulagdo elétrica para analise do
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circuito, executa a simulagao, |é os resultados fornecidos pela simulacao e, a

partir destes, determina uma pontuacgao (score) ao circuito.

A estrutura descrita acima foi projetada para que quaisquer novas meta-
heuristicas que forem introduzidas possam utilizar a mesma fungcado de fitness
sem a necessidade de elaboragdo de uma nova funcao de fitness. Com isso,
pode-se abstrair o calculo do fitness de cada simulagdo garantindo o reuso de

cadigo, facilitando a adicdo de novas estratégias de otimizagao.

2.1.3.2. Declaragao dos Parametros

Para cada tipo de circuito contido no programa utilizado existe um conjunto
de parametros que descrevem as especificacbes desejadas como ja dito.
Algumas destas especificagdes servem de entrada, como tenséo de alimentacgéo,
outras sdo caracteristicas passiveis de otimizagcdo, como a poténcia consumida.
O programa propde fungbes para que seja possivel especificar como as

caracteristicas otimizaveis sao utilizadas no calculo do score do circuito.

As fungdes utilizadas pelo programa CirOp sao apresentadas na figura 6 e

serdo chamadas de funcgbes individuais de score. Portanto, tem-se:

a) [> d1 d2](x): para esta funcdo o score é zero se o valor de x for
maior que d1; o score varia linearmente, a partir do zero com

inclinagado -d2/d1, para valores menores que d1;

b) [= d1 d2](x): para esta funcdo o score é zero se o valor de x for
igual a d1; o score varia linearmente, a partir do zero com inclinacao
-d2/d1, para valores de x menores do que d1, e com inclinacao

d2/d1, para valores maiores do que d1;

c) [< d1 d2](x): para esta fungdo o score é zero se o valor de x for
menor que d1; o score varia linearmente, a partir do zero com

inclinagcdo d2/d1, para valores maiores que d1;

d) [<d1d2 d3](x): para esta fungdo o score varia linearmente, a partir
de zero até d2 com inclinagao d2/d1, para valores de x entre zero
e d1; o score varia linearmente, a partir do valor d2, com inclinagao

d3/d1, para valores maiores do que d1;
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Figura 5 - Descrig¢do do fluxo do programa CirOp para os trés principais algoritmos de meta-heuristica

Escolha da classe, Y

topologia do circuito e

Definicao dos parametros do problema e

——> Escolha da meta-heuristica

Continua

Geragao de populacgao inicial

Selegao de individuos

v

Reproducéo
(crossover e mutagao)

v

modelo da tecnologia
simulador utilizado

Inicializagao

v

Inicializagao

v

Geragao de solugbes na
vizinhanca da solucéo corrente

Geragao de solugbes na
vizinhanga da solug¢éo corrente

Atualizagéo da temperatura e
da solugao corrente

!

Continua

Verificagdo dos critérios de parada

corrente

Atualizacao da distancia entre
as novas solugdes e a solugcao

!

Continua

Geragao da nova populagao

v

7| Verificagao dos critérios de parada

Verificagdo dos critérios de parada

22




e)

f)

g)

h)

)

[v d1 d2 d3](x): para esta funcédo o score € zero se o valor de x
estiver entre d1 e d2; o score varia linearmente, a partir do zero
com inclinagao -d3/d1, para valores de x menores que d1, e com

inclinagdo d3/d2 para valores maiores que d2;

[vd1 d2 d3 d4](x): para esta funcédo o score é zero se o valor de x
estiver entre d1 e d2; o score varia linearmente, a partir do zero
com inclinagao -d3/d1, para valores de x menores que d1, e com

inclinagdo d4/d2 para valores maiores que d2;

[/ d1 d2](x): para esta fungdo o score varia linearmente, a partir de

zero com inclinacado d2/d1, para qualquer valor de x maior que zero;

[wx1y1x2y2... p](x): para esta fungdo o score varia linearmente,
a partir de y1 até y2, com inclinagao (y2-y1)/(x2-x1) para valores
de x entre x1 e x2; o score varia linearmente, a partir do valor y2
até y3, com inclinacédo (y3-y2)/(x3-x2) para valores de x entre x2 e
x3; o0 score varia linearmente, a partir de y3 até y4, com inclinagcao
(y4-y3)/(x4-x3) para valores de x entre x3 e x4, e assim por diante;
o score final é calculado pela multiplicagdo do score obtido da

funcao pelo valor p;

[V d1 d2 d3 d4](x): para esta funcdo o score é zero se o valor de x
estiver entre d1 e d2; o score é infinito se o valor de x for menor do
que d4; o score varia linearmente, a partir do zero com inclinagao -
d3/d1, para valores de x menores que d1 e maiores que d4 e varia
linearmente, a partir do zero com inclinacdo d3/d2 para valores de

X maiores que d2;

[V d1 d2 d3 d4 d5](x): para esta fungdo o score é zero se o valor
de x estiver entre d1 e d2; o score ¢é infinito se o valor de x for
menor do que d5; o score varia linearmente, a partir do zero com
inclinagdo —d3/d1, para valores de x menores que d1 maiores que
d4 e varia linearmente, a partir do zero com inclinagao d4/d2 para

valores de x maiores que d2.
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Figura 6 - Fungdes individuais de score contidos em CirOp
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2.2. Amplificador Operacional

Segundo Sedra e Smith (SEDRA; SMITH, 2000), uma das mais
fundamentais tarefas na area de processamento de sinais é a amplificagdo dos
sinais utilizados. Isso decorre do fato de muitos sinais de interesse possuirem
tensdes da ordem de microvolt (uV) a milivolt (mV). A figura 7 abaixo introduz o
modelo em pequenos sinais simplificado do um amplificador de tenséo

diferencial, com os componentes e terminais que o compde e seu simbolo.

Figura 7 - Modelo do circuito amplificador de tensao e correspondente

simbolo
R
V2 out
Voo
+ +
v V
Vi Rin Avw V) Vo I °

- - Vss
Vi1

O modelo do amplificador de tensdo, como visto na figura 7, é composto
por uma fonte de tensdo controlada pelo sinal de entrada com ganho 4,, e dois

resistores: um de entrada (R;,) e outro de saida (R,y¢)-

Amplificadores Operacionais, AmpOps, sdo blocos basicos para
construgcdo de amplificadores de tensdo, além de outros blocos analégicos
importantes como filtros, comparadores, etc. Segundo Sedra e Smith (SEDRA;
SMITH, 2000) um amplificador operacional responde somente a diferenca de
tenséo entre os terminais de entrada (v, — v,), fornecendo na saida um sinal dado

por A,,(v, — v;) onde A é o ganho de malha aberta e idealmente infinito.

Um AmpOp pode ser utilizado em duas configuragées: malha fechada e
malha aberta. A configuracdo em malha fechada consiste em realimentar a
entrada do amplificador com seu sinal de saida. Na configuragcdo de malha aberta

nao existe nenhuma realimentacéao.

A figura 8 apresenta o esquematico para uma configuragcdo de malha
fechada de um amplificador. Este circuito serve como amplificador de tensao para
sinais neuronais, com ganho dado pela relagcéo entre C;/C,, como sera visto.
AmpOps para tais aplicagcdes devem ter consumo de poténcia de alguns

microWatts e baixissimo ruido.
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Figura 8 - Esquematico para um amplificador operacional em malha

fechada (LNA para sinais neuronais)
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Fonte: (HARRISON; CAMERON, 2003)

Barbosa Torres (2014) elenca também pardmetros importantes a serem

considerados em um AmpOp, sendo eles:

* ganho diferencial (em malha aberta): é a relagdo entre a tenséo
de saida com a diferenga das tensdes nos terminais de entrada do

AmpOp. Normalmente é muito grande, da ordem de 102 a 10° V/V;

* frequéncia de ganho unitario: é a frequéncia cujo valor do ganho
em malha aberta atinge 0,0 dB, ou seja, quando o ganho diferencial
e de 1 V/V,;

* margem de fase: é o valor angular que pode ser somado ou
subtraido da curva de fase da resposta em frequéncia do AmpOp,
operando em malha aberta, na frequéncia em que o ganho do

AmpOp apresenta valor unitario (1 V/V ou 0,0 dB);

* margem de ganho: é a quantidade de ganho que pode ser somado

ou subtraido da resposta em frequéncia do ganho do AmpOp até que
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o sistema fique instavel, operando em malha aberta, na frequéncia

onde o angulo de fase é de 180°;

taxa de rejeicio de modo comum (CMRR - Commom Mode
Rejection Ratio): quando o AmpOp possui em suas entradas V, e
V_ a mesma tenséao, diz-se que o AmpOp opera em modo comum. A
tensdo de modo comum é dada por V. = (V. + V_)/2. Idealmente, se
uma mesma tensao for aplicada nas duas entradas do AmpOp a sua
saida resultante sera igual a zero. Na pratica isto ndo é verdade e
uma saida, mesmo que pequena, existira na saida do amplificador.
O ganho de modo comum é expresso por A,,. = AV, /AV,,., onde AV, é
a variagdo na saida do AmpOp e AV, € a variagcdo de tensao de
modo comum. O CMRR expressa o quanto o AmpOp rejeita a

amplificagdo de sinais de modo comum, dado por CMRR =

201logqo (G/Amc)’ onde G é o ganho do AmpOp;

taxa de rejeicdo de alimentagao (PSRR - Power Supply Rejection
Ratio): Um AmpOp deve ser insensivel a variagbes de tensado nas
fontes de alimentacdo, o que pode ocasionar uma amplificacao
indesejada por causa do ruido presente (ruidos podem ser
provenientes da fonte positiva e/ou negativa de alimentacao). A taxa

de rejeicao de alimentacdo (PSRR) é expressa por PSRR =
201logq (G/Am)’ onde Ay, € 0 ganho de amplificagédo dos sinais que

vem pela fonte e G € o ganho do AmpOp. Valores tipicos estdo entre
60 dB a 100 dB;

poténcia: a poténcia do AmpOp é idealmente zero, contudo nos
circuitos reais isso ndo € verdade e deseja-se realizar um projeto

gque reduza o consumo para a menor quantia possivel;

slew Rate: O slew rate é definido como a taxa maxima de variagao
da saida do AmpOp com relacdo a sua entrada. Pode-se definir
também como a velocidade de resposta do amplificador a uma
variagdo de tensdo na entrada. Esse fenémeno pode causar
distor¢gdes nos sinais aplicados na entrada do AmpOp se o sinal de

entrada possuir uma frequéncia acima da capacidade do
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amplificador de alterar sua saida conforme a entrada. O slew rate é

s por (20

* tensdo de Offset: Como dito anteriormente, se uma mesma tenséao
for aplicada nas duas entradas do AmpOp a sua saida sera diferente
de zero. Com isso, uma tensao pode ser aplicada aos terminais de
entradas V, e V. do AmpOp tal que a tensdo de saida do circuito

seja nula. Essa tensdo de entrada é chamada de tensao de offset;

* ruido: O ruido possui natureza aleatéria e interfere no
comportamento do circuito. Sua quantizacao é feita por densidade
espectral de poténcias indicando a quantidade de energia do sinal

em determinadas frequéncias.

2.2.1. Ruido
A seguir apresentar-se-do os tipos de ruido mais importantes para os
dispositivos MOSFET estudados neste trabalho. S&o eles o ruido flicker e o ruido

térmico (white noise).

2.2.1.1. Ruido Flicker

Segundo Tsividis (TSIVIDS, 2009), o ruido flicker é dominante em
frequéncias baixas do sinal nos transistores MOS, mas sua origem ainda nao foi
bem estabelecida. Uma das teorias diz que este efeito ocorre devido algumas
“armadilhas” presentes na estrutura cristalina dos semicondutores que
prejudicam o sinal ao capturar e liberar de forma aleatéria portadores de carga
elétrica. O ruido flicker pode ser modelado com uma fonte de tensdo no gate com

uma densidade espectral dada por:

2 Kf

7 =—7 A
GSnoise WLCOXf f

onde Kr € um coeficiente dependente do estado do transistor (fraca, forte ou
moderada inversao), Cpx € a capacitancia de porta do transistor, W e L sdo aa
largura, width, e o comprimento, length, do canal do transistor MOS, f a

frequéncia do ruido e Af é a faixa de frequéncia do sinal.

2.2.1.2. Ruido Térmico
O ruido Johnson, ruido Nyquist ou ruido térmico é causado, segundo

Tsividis (TSIVIDIS, 2009), pelo movimento aleatério dos portadores devido a sua
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temperatura. Portanto, as respostas de ruido dos circuitos que utilizam

transistores MOS ficam também condicionadas a temperatura de cada elemento.

O ruido térmico pode ser modelado com uma fonte de tensdo no gate do

transistor com uma densidade espectral dada por Tsividis:

v = 4kT< 2 )Af
GSnoise 3gm

onde k é a constante de Boltzmann, T a temperatura absoluta em Kelvin, g,, é a

transcondutancia do transistor e Af a faixa de frequéncia do sinal.

Pode-se também modelar o ruido térmico como uma fonte de corrente entre
dreno e fonte com uma densidade espectral dada por
- 29m
llZ)SnOLSE = 4kT <T) Af
2.2.1.3. Noise Efficiency Factor
Na literatura se utiliza largamente um indice de mérito chamado NEF

(Noise Efficiency Factor) para caracterizar diferentes topologias de LNAs. A
relacdo para o NEF é (WATTANAPANITCH; FEE; SARPESHKAR, 2007):

2 Lot 1

NEF = Vy; —
nrmS. I nBW Ur 4kT

onde Vy;ms € 0 ruido rms medido na saida dividido pelo ganho do LNA, I, é a

corrente total consumida pelo circuito, BW é a faixa de frequéncias de operagéao

do LNA, Uy a tenséo térmica kT/q e q é a carga do elétron.

Note que um dos melhores valores obtidos na literatura para um
amplificador com par diferencial LNA foi apresentado por Wattanapanitch, Fee e
Sarpeshkar (WATTANAPANITCH; FEE; SARPESHKAR, 2007). Nesse trabalho os

autores relataram um valor de 2,67 para o NEF da topologia proposta.

2.2.2. Estrutura Utilizada

A topologia do AmpOp low noise e low power aplicada neste trabalho é
apresentada na figura 9. Este circuito tem como estagio de entrada um par
diferencial, transistores PMOS M; e M, que s&o iguais, com carga ativa,
transistores NMOS M; e M, que sao iguais. Este estagio fornece um alto ganho
diferencial e baixo ganho de modo comum. O segundo estagio € uma fonte

comum, transistores Mg e M,, que amplifica mais o sinal. Adicionalmente, o
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transistor Mg junto com o capacitor C, servem fazer a compensacgao e garantir a
estabilidade e os transistores PMOS M,,, M; e M; formam um espelho de corrente
que distribuiu as correntes para o circuito. Este AmpOp é conhecido como OTA-
Miller (Operational Transductance Amplifier).

Figura 9 - Arquitetura de um AmpOp OTA Low Noise, Low Power

VDD

b =

bias

O circuito de pequenos sinais equivalente OTA-Miller é apresentado pela
figura 10. Os resultados apresentados a seguir se baseiam no desenvolvimento
proposto por Gregorian e Temes (GREGORIAN; TEMES, 1986).

Figura 10 - Modelo de pequeno sinais para o amplificador OTA-Miller

projetado
Ce
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Fonte: (Gregori'an & Temes, 1986)
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Para este modelo AV = (Vip —Vin) é a entrada diferencial do amplificador,
9m1 © gme COrrespondem a transconduténcia dos transistores M, e Mg, gaq1, 9asz,
Jdaa © Jae COrrespondem a transcondutancia de dreno dos transistores M;, M5, M,
e Mg, C, € a carga capacitiva externa ao amplificador, R, modela o transistor Mg

e C, modela as capacitadncias parasitas do ndé (3) que liga os drenos dos
transistores M,, M, e M.

A funcédo de transferéncia deste sistema é dada pela equacao

Ao (1 - S/Zl)

(1= S/p )1 = S/p, )1 = S/p,)

A(s) =

O modelo proposto é constituido por um zero, z;, e trés polos, p;,p, ep3. O

ganho DC do circuito pode ser escrito como

A = Im19Ime
0 (Ga1 + 9az)(Gas + Gaa)

O polo dominante é dado por

py = 9ar + Jas _ (9a1 + 9a3)(Gas + 9a1)
1= ~
C
C (%) +C c9me
“\9as + gax 4

E interessante notar aqui que este polo n&o sofre influéncia da carga na

saida do amplificador (C,). Veja que a carga é suposta ser apenas capacitiva.

Os outros polos sao escritos como

Ime
~ _ Cchmﬁ _ _ /CACL
R N (TR o) [ A U U §
ot

~ 1<1+1+1)
2= "R \C. "¢ G

Por fim o zero é escrito como

Para garantir a estabilidade do amplificador, normalmente se procura

colocar o zero no infinito ou cancela-lo com um dos polos ndo dominantes.
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Resulta entdo que a funcao de transferéncia se reduz a um polo dominante e

um/dois polos ndo dominantes em alta frequéncia.

A frequéncia de ganho unitario é calculada a partir do produto entre o
ganho DC e o polo do sistema (supondo que apenas o polo dominante influencia

na operagao), obtendo-se

Appy = AgBW = ‘gc—"zl = GBW

onde GBW é o gain bandwidth ou também a frequéncia de ganho unitario.
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3. PROJETO

A secao de projeto consiste em equacionar o LNA, um AmpOp em malha
fechada como na figura 8, realizar o seu dimensionamento com meta-heuristica
e desenvolver um layout com o resultado das dimensdes otimizadas para o

AmpOp.

Primeiramente, sera equacionado o OTA realimentado e se determinara
sua funcdo de transferéncia. Também para a estrutura realimentada, se
determinara a funcao de transferéncia para uma fonte de corrente aplicada em
ponto conveniente. A préxima etapa na analise da estrutura do OTA em malha
aberta é o modelamento de todas as fontes de ruido como fonte de corrente.
Associando os resultados anteriores, determinaremos o ruido no OTA

realimentado.

Finalmente, utilizando-se a meta-heuristica escolhida (PSO), sera feito o
dimensionamento/otimizacdo do OTA e os resultados serdo utilizados no

desenvolvimento de um /ayout na tecnologia CMOS 180 nm da TSMC.

3.1. Equacionamento em Malha Fechada

Podemos utilizar o modelo da figura 10 para analisar o amplificador em
malha fechada. Isso, no entanto, levara a uma fungao de transferéncia com quatro
polos, dificil de analisar. Em vista disso um modelo mais simples sera utilizado.
O modelo aplicado é desenvolvido a partir dos resultados e observacbdes

anteriores e esta mostrado na figura 11.

Figura 11 - Modelo de pequenos sinais simplificado para o amplificador

OTA-Miller
L a Vo
O 0 =«
Gm1(-AV)
L J

Na configuragdo em pequenos sinais apresentada existe apenas um polo,

que n&o depende da carga na saida, e nenhum zero. Para que o polo deste
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modelo e seu ganho DC coincidam com o polo dominante p; e com o ganho 4,

devemos ter que

* aresisténciar, sejar, = ;
9dit9dads

9Ime

* o0 ganho a« do modelo seja a = —"—;
9datdde

* a transcondutancia g,, seja gm = 9m1 = Im2;

A . . C
« e a capacitancia interna C, seja C, = —%2™ = (,q.
gdatJde

Os transistores M,, M,, M. e My (figura 8) operam como resistores de
altissimo valor. Por esta razdo eles serdo modelados aqui como resistores
(DELBRUCK; MEAD, 1994).

A figura 12 apresenta a configuragdo do OTA, com modelo simplificado, e
realimentacédo que implementa um LNA como na figura 8. Os transistores M,, M,,
M. e M, facilitam a obtencdo de resistores de alto valor sem utilizar muita area

em layout (como fazem os resistores convencionais).

Figura 12 - Estrutura realimentada para amplificador OTA com modelo

simplificado
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Conforme o modelo simplificado para o amplificador, pode-se determinar sua
resposta a entrada V,,. Uma primeira relagdo que pode ser escrita é

ImiTo )

V, =AV <—
° sC,r, + 1

Observando que AV pode ser escrita como

AV =V, +2i1
=Vin sC,

obtemos a relagéao

2i g T
v, = <V,N + —1) <L") a (1)
sCy/ \sC,r, +1

Utilizando-se agora da lei das tensdes de Kirchhoff, é possivel equacionar
a malha que inicia por V,, passa pela realimentacdo, circula pelas capacitancias
de entrada C; culminando na impedancia paralela entre C, e R. Com isso, pode-
se escrever uma nova relagao
2R 20,

+

V=i
o= HpCs+1 " sC,

+ Vv (2)

A partir das equacbes 1 e 2 é possivel extrair a relacédo entre a tenséo de

saida e a tensdo de entrada, dado por

V:) _ (Clgmeroa)S
o (s) =

3
Vin [RC,7,(C, + Cy)]s? + [RCy + RC,(gmi,a + 1) + Cy1p]ls + gitoa + 1 (3)

Com o intuito de simplificar os resultados obtidos, deve-se assumir

algumas relagbes para o circuito, sendo elas:

* que gmlroa»Cl:—C2 para garantir que o ganho do amplificador
2

operacional € maior que o ganho do circuito de realimentacéao;

* que C;>»C, e R>»r, para garantir que o ganho do circuito de

realimentacao seja grande;

C
. que gml( 2

1 . . g
e C1+Cz) > T para garantir que o GBW dividido pelo ganho do

P e , . 1 . ~
amplificador € maior que o polo o da realimentacgéo.
2

A partir das assunc¢cdes podemos achar que
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ImiTe® > 1, RCogmq1 > Ce e Cygmir,a > C

Dessa forma pode-se simplificar a equacgao para

(C1gmiRa)s
[RC,(Cy + C)]s? + [RCogmi]s + gma

Yo gy
Vo (s) = (4)

Com o resultado simplificado para a funcao de transferéncia do sistema

em méaos, pode-se partir para a determinacdo de seus zeros e polos.

Quanto aos zeros, vemos que ha na fungao de transferéncia do sistema

um zero em zero.

A analise dos polos pode ser feita a partir da solugdo das raizes da

equacao de segundo grau do denominador dada por
D(s) = [RC,(C; + C)]s* + [RCygmals + gmi

Utilizando a solugdo de Bhaskara para a equacao acima, € possivel obter

que os polos sdo dados por

gmlacz 1 i \[1 _ 4(C1 + CZ)CO

C3 gmRa
p= 2C,(C, + Cy)
i 9m (_C2 L& faci (€1+C2)Co
Visto que o valor que Co (C1+CZ) > RG, é facil mostrar que CZgmRa « 1. Dessa

forma, o termo dentro da raiz pode ser aproximado pelo valor um, resultando nos polos

p = — 29m10C, __ Im1C2 ep, =0
YTO2C,(C+G) T C(C+C) TR

Contudo, a partir da expansdo em série de Taylor da raiz presente na
solugao de Bhaskara (utilizando o resultado da série da funcdo g(x) =v1—x em

torno do centro 0), € possivel se ter um valor mais preciso para o polo p,.
A série de Taylor para uma fungao f(x) € definida por

m
For =YW oy

!

n=0
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O valor a € chamado de centro da derivada que, para o problema em

gquestdo, como ja mencionado, sera o valor zero.

Expandindo a fungé&o g(x) com Taylor centrado no zero e tomando apenas
os dois primeiros termos, teremos uma boa aproximacao da funcdo desde que

|x] « 1, ou seja

—1
g |x=0 = V1-0+ <m)x :1+;

Para a equacdo de Bhaskara, da onde se derivou o polo p,, € possivel

extrair sua aproximacgao aplicando a expansdo da funcado g(x) =v1—x. Assim

temos
b+ b |1 4ac
_ —b++Vb*—4dac + Y
P2 = 2a - 2a
caso
4ac
b—z <1

entdo pode-se escrever, utilizando a aproximagéo g(x) =v1—-x =1 +§

4ac 14ac 2ac

1__': =

3z 1T

Realizando a substituicdo do resultado para a raiz, pode-se afirmar que o

polo é dado pela equacéo

b+ b(1-25)

b2 c 1
P2 = 2a b~ RC,
O resultado acima somente é valido se a condicao 4% « 1 for respeitada,
ou seja
4ac 4(C; + C,)C
— « A+ GG, 2 2)Co| 4
b C; gmRa

4c,

o resultado acima s6 é valido se a condigéao « 1 for respeitada, o que pode

2

; 2~ Imi(_Co ) 1
ser mostrado a partir da assungao Ce (C1+C2 > Gy
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Reescrevendo agora a fungao de transferéncia do sistema, explicitando os

polos e zeros, obtém-se

V S
()= k

VIN 1 < gm1C2 )
(s+ RCZ) STC.(C, +C)

A fim de determinar o valor da constante k, iguala-se a fun¢ao anterior com

~ , . . _g 1C1
a funcao (4), onde k é facilmente obtido como k =<9™ (€ + Cy)Cp Logo

& (s) = Im1Cy S

Vin CC(Cl + Cz) L < —gm1C2 )
(s+ RCZ) STC.(C,+C)

De acordo com a fungao de transferéncia obtida, avalia-se o ganho na faixa
de operagao ou banda de passagem do amplificador. Dado que a banda de

passagem esta entre

1 Im1Cs

1K K
RC;  Cc (G +Cy)

o valor do ganho pode ser aproximado como

(o) =
Vin C;

. . C
Logo, o valor do ganho na banda de passagem é escrito como Ay =C—1.

2

3.1.1. Banda de Passagem da Realimentagao
A fim de obter a banda de passagem do amplificador em destaque faz-se

o calculo da diferenca entre os polos do sistema. Desta forma, dado que o polo

p, € maior que o polo p,, tém-se

Im1C _ 1
Cc.(C;+C,) RC,

BW = |p; —p,l =

. . . C, 1 .
No inicio do equacionamento, assumiu-se que g—m( 2 ) > —, ou seja
Cc \C14C; RC,

B = Im1Co

“Ccrey
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3.2. Insercao de Ruido no Equacionamento em Malha Fechada
Para determinar o ruido presente na configuragdo realimentada,
inicialmente analisaremos o efeito de uma corrente Iy aplicada a entrada do

amplificador de ganho a, como apresentado na figura 13.

Figura 13 - Esquematico em Malha Fechada do Amplificador OTA com fonte

de corrente Iy

AV

Vo

Cs fo
In Om1(-AV)

L

A tensdo de saida do amplificador OTA é determinada considerando-se a

corrente devido a entrada diferencial e a corrente de ruido. A tensdo de saida é

ato ) <29m1i1 )
V, = +1
? (sCOro +1/\ sC N

Na nova estrutura pode-se também repetir a analise realizada

entdo expressa por

anteriormente, equacionando novamente a malha que passa da saida pela
realimentacdo, chegando a entrada n&o inversora (correntes de entrada do

amplificador nulas), e se obtém

2R 2)

Vp= iy [~ + —
0= b <RCzs+1 sC,

Pelas novas equacbes é possivel obter a relacdo do ganho do sistema

realimentado. Sendo assim, se obtém
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Vo roa[Rs(Cy + Cy) + 1]
Iy 8= s219RC,(Cy + C3) + S[CiR + CuR(gmroa + 1) + Corpl + gmroa + 1

E interessante notar que para a fonte de corrente somente alterou a
configuragdo do numerador da fungdo de transferéncia (3), o que reflete o fato
de que se as fontes de entrada nos circuitos da figura 12 e figura 13 forem
desativadas, os circuitos resultantes sdo iguais. Deste modo, dada que a analise

para o denominador ja foi realizada, os polos sdo os mesmos ja identificados

_ Im1C>
Cc.(C1 + Cy)
1
RC,

P =

P2 =

Pode-se também determinar o zero do sistema dado por

1 1

" R(C,+C) RG

Z1 =

Através das aproximacgdes ja utilizadas, pode-se simplificar a fungéo de

transferéncia para a corrente como

alsR(Cy + Cy) + 1]
[RC,(Cy + Cy)]s?2 + [RCogmaals + gmia

22(5) = ©
N

Montando a funcdo de transferéncia para a saida com relacdo a corrente

a partir dos polos e zeros, obtém-se

1
S+R_C1

1 gm1Cz )
(S + RCZ) (s R GETN)

Mais uma vez, determinar a constante k significa igualar a funcdo de

v,
L) = k
Iy

transferéncia anterior com a equacdo (5), encontrando a expressao

correspondente

k= G
C.(C; +Cy)

A fungdo para a tensao de saida com o ruido fica entéao
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Vo C, S+ re,

Iy 77 C.(C+ Gy 1 Im1Ca
’ (s+ RCZ) SR ()

3.3. Ruido na topologia OTA-Miller e no LNA

Nesta seg¢do pretende-se apresentar o calculo do ruido na saida do LNA.

Para estimar o ruido na saida do amplificador, sera utilizado a modelagem
do sistema realimentado com uma fonte de corrente como visto anteriormente,

cuja funcado de transferéncia é dada por

1
()= ha
Iy B Cc(Cl +CZ) (S+L) <S+gm—162)
RC, C.(C, +C,)

Se considerarmos Iy uma fonte de ruido com espectro de potencia de I a

densidade espectral de tensdo na saida é dada por

. 1
W+ pA
= o e L I
C.(C,+C) (. _( Im1 (> )
‘ (]w+RC2) JOtTC, + G

. 1 . . . .
Considerando o polo o muito baixo, pode-se aproximar a densidade por
2

2

C, 1
Vi = 13
Cc(Cl + Cz) <]0J + EQLCZ))
C.(C; + G,

Pode-se determinar o valor de Iy utilizando as densidades espectrais de

poténcia para o ruido térmico e ruido flicker, dadas por

> _ Im - kproc Af
lDStermLco - 4kT< 3 Af ’ lDSfchker = COXWLT

Observe que (figura 9)

* O ruido dos transistores M; , M, , M; e M, contribuem

significativamente para Iy;

* O ruido dos transistores M,, e M; tem pouca relevancia em Iy

devido a simetria do par diferencial;
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* O ruido dos transistores My, e M, também tem pouca relevancia,
neste caso devido ao ganho elevado do circuito fonte comum

formado por estes mesmos dispositivos;

* O ruido flicker é reduzido, para um circuito bem projetado, pelo
aumento das dimensdes de W e L dos transistores. Assim, o efeito

deste ruido ndo sera levado em consideracéao.

Assim, a densidade de potencia de Iy é dada por

2 _ ;2 2 2 2
In - lDSnoiseMi + lDSnoiseMz + LDSnoiseM3+LD5noiseM4

2 2 2 2
= 4kT( ggml) + 4kT( 93’”2) + 4kT( ‘93’"3) + 4kT( ‘93’"4)

16
= ?kT(gml + gm3) 5)

onde i%snoisem, € a densidade espectral de poténcia de

2 +2 2
lDSnoiseMz’ lDSnoiseMs e lDSnoiseM4
ruido dos transistores M;, M,, M; e M, respectivamente. Note que os g,,;s fazem

referencia ao g,,s dos transistores M;s.

A partir do resultado anterior é possivel obter o valor do ruido quadratico
meédio de tensdo, pois determinou-se acima que o valor da densidade espectral
de poténcia da tensao de Iy é independente da frequéncia. Para isso, faz-se a
soma da densidade espectral de poténcia da tensdo de ruido na frequéncia

(integral em w). Assim

7 ! 0 C, 1 24

= —— w

O 721 )y |Co(CLHC)(; Im1Ca N
JOT TG+ 6

A funcdo de transferéncia avaliada na integral pode ser simplificada
utilizando substituicdo de variavel. Tome que a densidade espectral de poténcia

da tensdo de ruido na frequéncia é representada por

V2=t Oo|k S
= 2m), Gow +p)l N @
A integral do modulo é entéo
foo Zd foo Zd T
——| dw = —— | dw=5—
o 1(w+p2) o (@?+py) 2p,
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O resultado pode ser expresso pela substituicdo dos valores das variaveis,

obtendo-se
O T 2m2p, N T 0 T 4C(CL+ C) Cagm
O valor da banda de passagem BW = Cé(’?—lfé)é utilizado e se obtém a
c\t1 2

densidade espectral de poténcia como

2
WE%(&) L
0 4 \(C, 912n1N

O ruido quadratico médio na saida do LNA, de acordo com o resultado

obtido de 12, equagao 5, é calculado como

. BW /C\* 1 BW (C;\* 1 16
V? = (—) 2= V2= —(—) ———kT +
o 4 Cz grznl N 0o 4 Cz 2 3 (gml gm3)

ml

simplificando o resultado

Vs

IR

4BW<C1)2 ! KT (g1 + Gms)
3 CZ .grznl gml gm3

O valor do ruido quadratico médio na entrada do LNA é determinado
dividindo-se o ruido quadratico médio na saida pelo quadrado do ganho do LNA

na faixa de operacao, (C,/C,)?, obtendo-se

Este resultado indica que o ruido depende inversamente de g,,1, que deve
ser feito o maior possivel. Para isso normalmente os transistores M; e M, séao

feitos para trabalharem com corrente alta e em fraca inversao.

3.4. Otimizacao com Meta-heuristica

A fim de obter o maximo desempenho em relagao a poténcia e reduzir ao
limite o ruido introduzido pelos elementos do circuito, a técnica de meta-
heuristica sera utilizada no dimensionamento do OTA. A abordagem aqui
empregada se mostra mais contemporanea em relagcdo ao estilo de projeto
classico, onde os engenheiros determinam as dimensdes de acordo com analises

tedricas e larga experiéncia sobre a topologia em estudo.
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O dimensionamento de um circuito analdégico demanda um

tempo

relativamente grande no ambito do projeto, e com a ajuda de heuristicas e

experiéncia por parte do projetista, o tempo que leva para dimensionar os

elementos pode ser reduzido drasticamente.

As variaveis de projeto utilizadas neste trabalho e seus intervalos de

valores podem ser verificadas na tabela 2, onde L; e W; especificam,

respectivamente, o comprimento e a largura do transistor M;, C. especifica a

capacitancia de compensacao. As variaveis Xg e X4, fornecem a relagéo entre as

dimensdes Wp;: Wy, © Wy5: Wy, respectivamente. E utilizado

W7

= nint(Xg)
bn

W .
= nint(X;;)
bn

onde nint() é a fungédo que retorna o inteiro mais préximo.

A variavel X1 serve para controlar o valor da corrente i, figura 9, que

sera I, = 10%11 yA.

Tabela 2 — Variaveis de projeto utilizadas na meta-heuristica, descri¢ao e

intervalo de valores para o OTA estudado

Descrigao Inicio do Intervalo Fim do Intervalo
X4 L, e L, (um) 1,0 10
X, Lz, Ly e Lg (um) 1,0 20
X3  Lg, Ly, e Ly (um) 1,0 20
Xy Lg (um) 1,0 20
X5 W; e W, (um) 1,0 400
Xe W3, W,e Wy (um) 1,0 200
X; Wg, Wy, e W, (um) 1,0 200
Xg W, : Wy, 1,0 20
Xo Wg (um) 1,0 100
X10 C. (pF) 0,0 20
X11 ipp (HA) -1,0 0,5
X12 WS/an 1,0 10
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Os parametros de projeto utilizados, sua descrigdo, a fungao score e o
peso aplicados a cada parametro no calculo da pontuacao, para a otimizacdo em

meta-heuristica, estdo apresentadas na tabela 3.

Tabela 3 - Parametros utilizados no projeto, fun¢des individuais de score

para o calculo da fun¢ao objetivo e os termos gerados (explicado mais a

frente)
. Fungao
Regra Descricao score Termo
Ganho (dB) Ganho em malha aberta AmpOp >7040 Fey
Freq. Corte (kHz) Frequéncia de corte do LNA 7 Frc
Slew Rate (V/us) Slew Rate do AmpOp > 0,08 10 Fg;,
Taxa de rejeicdo do modo comum do
CMRR (dB) AmBOD Jeie >6010  Feyrr
Taxa de rejeicdo a perturbacdes da
PSRR (dB) alimentagdo do AmpOp > 6010 Fpsrr
MF (%) Intervalo de margem de fase (graus) do V 45 60 F
AmpOp 100 MF
Commom Mode Voltage Intervalo de tensdo de modo comum ) )
Range (V) entre 0,8 e 1,3

. Faixa de frequéncia para calculo do
CMRR Bandwidth (Hz) e 208 o 100 - -

Input Noise (nV) Ruido na entrada do LNA <4,010 Fynorsk
Offset (mV) Offset de tens&do de entrada do AmpOp <0,54 Forrser
Vpp (V) Tensé&o de alimentacao; 1,8 V - -
Poténcia (uW) Poténcia total /1501 Fp
Area (um?) Area total estimada /50000 0,3 Furpa

O circuito de realimentacdo aplicado é semelhante ao da figura 8. Os
transistores de realimentacdo M,, M, e M., M, sdo substituidos por resistores. O
valor dos resistores € de 13000 GQ e os valores de C; e C, sdo 20 pF e 0,2 pF,
respectivamente. Adicionalmente é colocado um capacitor de carga C, na saida
do circuito de valor 1,0 pF. Veja que estes valores nos permitem esperar um
ganho no LNA de 40 dB e frequéncia de corte inferior de 0,06 Hz.

A equacéo para calculo do score na funcéo de fitness é dada a seguir:

score = Fgy + Frc + Feyrr + Fpspr + Fur + Fsp + Fp + Fupea + Forrser + Fnoise
+ Fout;pygp
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onde p;s s&o os pesos de cada termo.

Cada um dos termos a direita é calculado aplicando-se as fungdes de score

e 0s seus significados sao:
* Fgy: contribuicdo devido ao ganho maximo do AmpOp;
* Fgc: contribuicao devido a frequéncia de corte do LNA;

*  Fcyrr: contribuicdo devido ao Common Mode Rejection Ratio (Taxa
de rejeicao de modo comum) do AmpOp, que mede a capacidade do
amplificador de rejeitar sinais de modo comum, ou seja, rejeitar
sinais aplicados simultaneamente as duas entradas diferenciais do

amplificador;

*  Fpgpr: contribuicdo devido ao Power Supply Rejection Ratio (Taxa de
rejeicdo da fonte de tenséo), que mede a quantidade de ruido da

fonte de tensdo que o AmpOp pode rejeitar;
* Fyrp: contribuicdo devido a margem de fase do amplificador;
* FSL: contribuicdo devido ao para o slew rate do amplificador;
* FP: contribuigcdo devido a poténcia consumida do amplificador;
*  Furpa: contribuicdo devido a area do AmpOp;

* Forrsgr: contribuicdo devido ao offset de entrada sistematico do

AmpOp;
*  Funoisg: contribuicdo devido ao ruido do LNA,;

* Foutygyp.: contribuicdo devido aos niveis de tensdo alcancados na

saida do AmpOp.

Cada termo apresentado é calculado através das fungdes de score
individuais e medidas vindas da simulagdo. Descreve-se no apéndice A, com mais

detalhes, cada um destes termos da funcgéo.

A meta-heuristica escolhida para a dimensionamento/otimizagao foi a de

particle swarm optimization, ja descrita no capitulo anterior.

Uma dificuldade que o uso de meta-heuristicas para otimizagdo enfrenta
sd0 os minimos locais. Para exemplificar isso se apresenta a figura 14, que

aborda essa dificuldade de maneira grafica. A figura denota um problema
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hipotético em que existe somente duas variaveis (utilizamos duas variaveis pois
ndao ha a possibilidade de se representar o espaco de solugdes para doze

variaveis com é nosso problema).

Note que na figura 14 existem pontos de cela caracterizando minimos
locais. Caso ndo se tome cuidado, o algoritmo meta-heuristico pode caminhar
para um minimo local, que ndo € o minimo global desejado, e ndo conseguir sair
desse minimo. Para se evitar tal dificuldade, deve-se explorar ao maximo o
espacgo de solugdes, o que, por outro lado, normalmente implica no aumento do

tempo de otimizagéao

Figura 14 - Espaco de solugdes em R?
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Para se explorar eficientemente o espaco de solugdes do OTA/LNA,
aplicaram-se baterias de otimizagdo, cada uma constituida de varias otimizagdes.
As baterias de otimizagdes foram repetidas diversas vezes até que o programa
ja ndo conseguisse mais otimizar significativamente nenhum parametro. Abaixo

se descreve as caracteristicas de cada uma das baterias:

* Primeira bateria: cinco otimiza¢gdes independentes, cada uma delas
com 3500 avaliagdes de individuos (3500 solugdes diferentes). Aqui
as otimizag¢des iniciam em pontos aleatérios do espacgo de solugdes

(score € minimizado no programa);

* Segunda bateria: cinco otimizagbes independentes, cada uma delas
com 3500 avaliagdes. Aqui as otimizagbdes iniciam em pontos
aleatdrios do espacgo de solugcdes, excegdo de uma das particulas

que sera o melhor resultado encontrado na primeira bateria
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Terceira bateria: cinco otimizagdes independentes, cada uma delas
com 3500 avaliagdes. Aqui as otimizagbes iniciam em pontos
aleatdrios do espacgo de solugcdes, excegdo de uma das particulas

que sera o melhor resultado encontrado na segunda bateria

Quarta bateria: cinco otimizagbdes independentes, cada uma delas
com 3500 avaliagdes. Aqui as otimizagbdes iniciam em pontos
aleatdrios do espaco de solugcdes, excegdo de uma das particulas

que sera o melhor resultado encontrado na terceira bateria

A figura 15 apresenta o grafico do melhor score x numero de iteragdes para

as cinco otimizacbdes realizadas na primeira bateria de otimizagbées (ordem da

otimizacado é descrita na legenda da tabela). Também na figura, no canto direito

inferior, é indicado o melhor score obtido em toda a bateria, 0,0347.

Figura 15 - Primeira bateria de resultados PSO com cinco otimizagdes de
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E interessante notar na figura 15 que com aproximadamente 500 iteragdes

o valor do score foi melhorado em cinco ordens de grandeza. Isso equivale a

dizer que para os parametros de maior peso ja se alcangou valores na vizinhancga

de solucdo desejada, reduzindo e muito o score total.

A figura 16 apresenta o grafico do melhor score x numero de iteragbes para

as cinco otimizagbes realizadas na segunda bateria de otimizacdes (legenda

apresenta ordem das cinco otimizagdes). Observe que agora cada otimizagéao
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parte de uma populacdo onde o melhor resultado da bateria anterior esta

presente.

Figura 16 - Segunda bateria de resultados PSO com cinco otimizagdes de

3500 iteracoes (melhor score encontrado x num. de interagoes)
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Os resultados vistos na figura 16 para o score ja nao variam ordens de
grandeza, entretanto nota-se que apenas a quinta simulacdo converge para o

melhor resultado onde o score é de 0,0242.

A terceira bateria de otimizacdes foi omitida pois o comportamento das
suas otimizagdes € muito semelhante as da segunda bateria. O melhor resultado

encontrado para o score € de 0,01652.

A figura 17 apresenta o grafico do melhor score x numero de iteragbes para
as cinco otimizagdes realizadas na quarta bateria de otimizagdes (novamente a
legenda apresenta a ordem das otimiza¢des realizadas). Também aqui cada
otimizagdo parte de uma populacdo onde o melhor resultado da bateria anterior

esta presente.

O score minimo alcancado apdés todas as baterias de otimizacao foi de
0,0137. Ao final de todas as simulagbes, que levaram aproximadamente trés dias
para se completarem, chegaram-se aos valores para as variaveis apresentadas

na tabela 4.
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Figura 17 - Quarta geracdo de resultados PSO com 5 otimizag6es de 3500

iteracoes (Valor do fitness calculado x Iteragcao)

Score
4° geragao
0.0165(];
Primeira
-
%ﬁ) ﬁ* 0O @ Segunda
0.016 00 ¢ # 0 oo .
a © e - Terceira
o ‘A a . [u] e om® Quarta
ks G0 [u} fiaYisaa] ;
S o o 0D (PO aEe Quinta
3 0.0155 A 00 000 N o 00 o o MDD O @
?‘g 000
A * * #¥O¥ O O
a N * «m% o
] - * FE
2 0.015 A e >
& ¥ O * HE W ¥
o A
o FS [¢]
o L Ad A
% 0.0145 AL 48 >
[¢]
> A o 0
A ]
0.014 A ad X: 3031
A FN ]
A A A am Y:0.0137
a
O 0135 1 1 1 1 1 1 ]
0 500 1000 1500 2000 2500 3000 3500

lteracédo da otimizacao

Tabela 4 - Resultado para o melhor resultado obtido com o algoritmo de

PSO
Descrigao Resultados
X4 L, e L, (um) 2,309
X, L3, Ly, Lg (um) 18,626
X3  Lg, Lpp, Ly (um) 13,816
X4 Lg (um) 19,901
X5 W; e W, (um) 97,477

X6 W3, W4,W6 (IJ.m) 1 1,573
X, We Wy, W, (um) 1,002

Xg W, : Wy 1,769

Xq Wg (um) 1,004

X10 CC (pF) 9,021

X11 ipp (HA) -0,338

X12 Ws 9,963
/an

Os valores obtidos para as medidas do circuito sdo resumidos na tabela 5.
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Tabela 5 - Resultados das medidas para o melhor score obtido através da

otimizagcao com meta-heuristica

Medidas Valor Obtido
Ganho 99 dB
Slew Rate 0,084 V/us
CMRR 65 dB
PSRR 66 dB
MF 45°
Input Noise 4 v
Offset 0,3 mV
Poténcia 4,68 uWw
Area 6910 um?

Algumas consideragcbes devem ser feitas para o resultado obtido

anteriormente a fim de facilitar o desenvolvimento do layout do circuito.

Na implementacdo do LNA s&o utilizados transistores na realimentacédo
(transistores M,, My, M, e My na figura 8) em vez de resistores. Estes transistores
possuem dimensbées W =1um e L=4um. Em vista disso, foi realizada uma
otimizacao final do LNA, com o resultado da tabela 4 como uma das particulas
iniciais e 3500 avaliagbes. As dimensbes obtidas ao final dessa otimizagao foram

entdo arredondadas. A tabela 6 mostra as dimensées finais utilizadas no layout.

Tabela 6 — Dimensodes arredondadas para o melhor resultado do score

otimizado

Descrigao Resultados
X4 L, e L, (um) 2.1
X, Lg, Ly, Lg (um) 20
X3  Ls, Lpn, Ly (pm) 13
Xy Lg (um) 19,7
X5 W; e W, (um) 109
Xe W3, W, W (um) 5,5
X7 Ws, Wy, Wy (um) 1
Xg W, : Wy, 2
Xo Wg (pm) 1
X10 Cc (pF) 10
X1 ipp (LA) -0.277
X12 Ws/an 10
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Para concluir a fase de dimensionamento, é necessario verificar como o
circuito se comporta com relagdo ao ganho em malha aberta, margem de fase e
ruidos. Foi aplicado um conjunto de simulagées ao OTA-Miller e ao LNA para a
avaliagdo. As simulagdes foram realizadas com o software HSPICE, modelo
BSIM4, tipico.

A figura 18 apresenta o diagrama de Bode para a configuragdo em malha

aberta do OTA dimensionado.

Figura 18 - Diagramas de Bode do amplificador em malha aberta (Médulo -

dB x frequéncia (Hz), e Fase — grau x frequéncia (Hz))
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A partir da analise do diagrama apresentado pode-se notar que a margem
de fase é de aproximadamente 48,5°. Esta faixa condiz com os valores desejados

inseridos no inicio do projeto de dimensionamento.

O ganho em malha aberta também esta condizente com o funcionamento
de um OTA, onde o ganho é grande, aproximadamente 66 dB, em baixas
frequéncias diminuindo com o aumento da frequéncia. O GBW, frequéncia de
ganho unitario, € de 664 kHz. Por fim, verifica-se que o circuito tem um polo

dominante como modelado.
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Ja na figura 19 é apresentado o diagrama de Bode para a configuragdo em
malha fechada, formando o LNA. Neste caso utilizou-se transistores na
realimentacéao.

Figura 19 - Diagrama de Bode do amplificador em malha fechada (Médulo —

dB x frequéncia (Hz), e Fase — grau x frequéncia (Hz))
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A simulacao do sistema em malha fechada permite verificar a frequéncia
de corte superior do LNA desenvolvido. Tanto o valor projetado como o resultado
obtido estdo proximos de 7 kHz (frequéncia onde o ganho tem queda de 3 dB).
Este valor atende as expectativas e valida novamente o funcionamento previsto.

O ganho do circuito esta proximo de 40 dB, como é de se esperar para o caso de

C; e C, terem os valores de 20 pF e 0,2 pF, respectivamente. O polo p, = —% esta
2

préximo de 2,5 Hz, o que indica que os transistores aplicados na realimentagao

equivalem a um resistor de 31,8 GQ.

A ultima anélise para o LNA é seu ruido na saida. A verificagcao é relevante
a medida que se deseja dimensionar um LNA de baixo ruido, necessario a area

de aplicacgéo.

O ruido é descrito pela figura 20.
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Figura 20 — Espectro de ruido na saido do LNA
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A mesma simulagao fornece como ruido total referido a entrada o valor de
4,26 uv. Este resultado é satisfatéorio dado que é o objetivo principal deste

trabalho.

3.5. Desenho do Layout do OTA na tecnologia TSMC 180 nm

A fase de implementacdo na tecnologia disponivel compreende dois grupos
de atividades: o primeiro conta com a construcdo e simulagcdo do esquematico e

o0 segundo com o desenvolvimento, verificagdo e simulagao do /ayout do OTA.

O esquematico preparado para o OTA é apresentado na figura 21. E
interessante notar que a fonte de corrente de polarizagdo presente no circuito

proposto neste trabalho € considerada como um componente externo.

A extracao do netlist descrito pelo esquematico do OTA é realizada e as

mesmas simulacdes aplicadas anteriormente sao feitas.

Apresenta-se a seguir os diagramas de Bode do OTA e do LNA além do

espectro de ruido na saida do LNA.
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Figura 21 - Esquematico que descreve o OTA-Miller dimensionado
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A figura 22 apresenta o diagrama de Bode para a configuragdo em malha

aberta do OTA dimensionado.

Figura 22 - Diagramas de Bode para malha aberta para o esquematico (SCH)

e meta-heuristica (sem sufixo) (Médulo — dB x frequéncia (Hz), Fase — grau x

frequéncia (Hz))
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A partir da analise da figura 22 apresentada pode-se notar que a margem
de fase é de aproximadamente 51,5°. A margem de fase na extragcdo aumentou
levemente de 48,5° para 51,5° aproximadamente, o que condiz com os valores

desejados.

O ganho em malha aberta também esta condizente com o funcionamento
de um OTA, onde o ganho é grande, aproximadamente 100 dB, em baixas
frequéncias diminuindo com o aumento da frequéncia. O GBW, frequéncia de

ganho unitario, € de 992 kHz.

A figura 23 apresenta o diagrama de Bode para a configuragdo em malha

fechada do amplificador LNA.

Figura 23 - Diagramas de Bode para a configuragdo em malha fechada para
o esquematico (SCH) e meta-heuristica (sem sufixo) (Médulo — dB x

frequéncia (Hz), e Fase — grau x frequéncia (Hz))
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A simulacao do sistema em malha fechada permite verificar a frequéncia
de corte superior do LNA desenvolvido. O valor projetado e o resultado obtido
divergem um pouco, pois o projeto determina que a frequéncia seja préxima de
7 kHz (frequéncia onde o ganho tem queda de 3 dB), mas a simulagéo indica uma
frequéncia de corte em 8,4kHz. Este valor atende as expectativas e valida

novamente o funcionamento previsto.
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A Ultima analise para o LNA é seu ruido na saida. O ruido é descrito pela

figura 24. A mesma simulagéo fornece como ruido total referido a entrada o valor

de 4,18 V.

Figura 24 - Espectro do ruido na saida do LNA para o esquematico (SCH) e

meta-heuristica (sem sufixo)
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3.5.1. Design do amplificador neuronal em layout

A figura 25 apresenta o layout projetado para o OTA-Miller. Nela aparecem

cinco blocos de dispositivos. Estes blocos contém (referem-se aos dispositivos

descritos na figura 21):

5.

Bloco 1: transistores M,, Ms e M;

Bloco 2: transistores M; e M, do par diferencial

Bloco 3: transistores My e Mg presentes na saida do amplificador
Bloco 4: transistores M; e M, denominados de carga ativa

Bloco 5: capacitor C; de compensacgéao

A figura evidéncia as conexdes dos dispositivos, bem como os cinco

blocos principais.
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Figura 25 - Layout projetado para o amplificador OTA (150 um x 120 um — 18000 um?)

Out

O amplificador foi dividido em duas areas principais, norte e sul. A area
norte contém os transistores que carregam sinais de maior tensdo e que séo
menos sensiveis a ruido (transistores de saida ou que néao pertencem ao par
diferencial). A &rea sul contém elementos transistores que sdo mais sensiveis ao
ruido, pois trabalham com menores niveis de tensdo (presentes no par

diferencial).

Esta separagdo tem o intuito de melhorar o desempenho dos sinais com

relagdo ao ruido, dado a separac¢do e o isolamento entre as partes.

A técnica de channel routing é utilizada para facilitar o roteamento do
dispositivo. Esta técnica consiste em rotear os elementos por meio de caminhos
de metais pré-estabelecidos e bem definidos, fazendo a conexao dos elementos

através destas rotas.

Os transistores, por possuirem tamanhos muito diversificados, foram
divididos em multiplos elementos paralelos a fim de melhorar o casamento entre

eles, como mostra a tabela 7.
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Tabela 7 — Transistores divididos em elementos em paralelo

Transistor Numero de elementos em
paralelo
M1 e MZ 2,0
M3 e M4_ 510
M; 7,0
M6 e M7 2,0

O bloco numero um serve de exemplo de como se fez a divisdo e
organizagédo dos transistores: o transistor de polarizagcdo M,, encontra-se ao
centro do bloco (ele é composto de um transistor apenas); do centro para as
laterais aparecem trés transistores em paralelo que compde M5, um transistor que

compobe M, e, por fim, dois transistores em paralelo que compde M;.

Os elementos do segundo bloco constituem os elementos do par
diferencial. Estes possuem suas entradas direto a sua frente para evitar o
cruzamento de linhas com muito ruido pelas entradas sensiveis que o

amplificador ira receber.

Para o bloco de numero trés nao existe simetria, pois dificultaria o
roteamento dos elementos demasiadamente; também n&o surge a necessidade
dado a proximidade destes. Como estes transistores compde a saida, seu nivel
de tensdo é bem mais elevado, diminuindo-se a preocupag¢do com o ruido dado

a assimetria.

O quarto bloco também possui simetria, mas s6 que dessa vez é composta
verticalmente. Neste conjunto os transistores utilizados foram o M; e o M,. Como
os dois elementos possuem a mesma multiplicidade (o transistor corresponde a
cinco em paralelo), a simetria aqui é obtida intercalando elemento a elemento de

cada um dos transistores do conjunto.

Por fim, nota-se o bloco de numero cinco que corresponde ao capacitor de

compensacgao C, formado pela unido de 13 capacitores 20 um x 20 um.

A fim de isolar cada bloco com o maximo grau de cuidado, linhas de Vp, e
Vss correm ao lado dos elementos. A posigédo destas linhas foi cuidadosamente

planejada dado seu papel na supressao de ruidos entre canais adjacentes.

59



4. RESULTADOS

O trabalho aqui desenvolvido visava o projeto e desenvolvimento a nivel
de integragcdo de um amplificador operacional e um LNA de baixo consumo de
poténcia e baixo ruido. O dimensionamento destes circuitos foi realizado por meio
de meta-heuristica a fim de obter um melhor resultado e facilitar o

dimensionamento.

Com o propésito de verificar o circuito desenhado foi extraido o netlist do

layout e realizadas simulag¢des sobre ele.

O grafico apresentado na figura 26 mostra o diagrama de Bode em malha
aberta, médulo e fase, do netlist do OTA-Miller extraido do layout. Nele evidencia-

se a margem de fase obtida de 48,8°.

E interessante notar que o ganho em malha aberta é alto (100 dB) e condiz
com o resultado simulado na otimizagdo com meta-heuristica. Pode-se constatar
também que a margem de fase variou muito pouco entre os resultados do /layout,
meta-heuristica e esquematico (com 485° na meta-heuristica e 51,5° no

esquematico). O GBW, neste caso, estd em 908 kHz.

Figura 26 - Diagramas de Bode do amplificador em malha aberta para o
layout (LAY), esquematico (SCH) e meta-heuristica (sem sufixo) (Médulo -

dB x Hz, Fase — grau x Hz). A margem de fase esta indicada
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O grafico apresentado na figura 27 mostra o diagrama de Bode, mddulo e
fase, do netlist do OTA-Miller extraido do layout e em malha fechada, formando
dessa forma o LNA. O circuito realimentado tem banda de passagem de
aproximadamente 2,6 Hz a 8,4 kHz. A banda de passagem desejada para o LNA é

de aproximadamente 2,5 Hz a 7,0 kHz.

Figura 27 — Diagrama de Bode do amplificador em malha fechada para o
layout (LAY), esquematico (SCH) e meta-heuristica (sem sufixo) - (Médulo -

dB x Hz, Fase — grau x Hz)
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Finalmente, para o netlist extraido do layout, analisa-se seu ruido a fim de
verificar se a estimativa realizada na etapa de otimizagao foi correta. O grafico
apresentado na figura 28 mostra o ruido na saida no OTA em malha fechada.
Para se obter o ruido total na entrada é necessario integrar a curva obtida e
dividir pelo ganho do LNA na banda de passagem. Pode-se notar que a curva de

ruido aqui € semelhante as obtidas nas simulagdes anteriores.

De acordo com as analises do netlist extraido do /ayout, com relacdo a sua
estabilidade, ganho e ruido, observa-se que foram obedecidas as especificagcbes

desejadas.

Para que seja possivel comparar as caracteristicas do circuito com

diversos outros amplificadores apresentados na literatura, foi utilizado um indice
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de mérito chamado de NEF (Noise Efficiency Factor), que depende do ruido e da

poténcia consumida pelo circuito.

Figura 28 - Ruido de tensédo visto na saida do amplificador em malha aberta
para o layout (LAY), esquematico (SCH) e meta-heuristica (sem sufixo)
(Ruido V x Hz)
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Inicialmente, na fase de otimizagdo em meta-heuristica, o melhor resultado
obtido atingiu a marca de NEF =296, o qual comparado ao melhor resultado
encontrado na literatura (NEF = 2,67) (WATTANAPANITCH; FEE; SARPESHKAR,
2007), se mostrou excelente. Neste caso a poténcia estimada estava em torno de
4,68 yW e o ruido em 4 pV.

Para o netlist extraido do layout os resultados de simulagéo foram consumo

de 12,07 uyW de poténcia e ruido referido a entrada de 4,1 uV.

Observemos que houve uma enorme variagdo na poténcia consumida,
onde o valor esperado era de 4,68 yW. Em vista dessa variagdo, ndo esperada e
néo justificavel, foi-se verificar a causa disso. Chegou-se a conclusdo que o
procedimento de medida aplicado no programa de otimizag&o n&o estava correto.
Neste procedimento se procura a maxima corrente fornecida pela fonte de
alimentagcdo em diversas configuragdes. Nao se deu conta que, devido a

convencao do receptor utilizado no simulador, a corrente fornecida por uma fonte
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de alimentagdo é dada como negativa. Assim o valor maximo de corrente estava
associado a situacdo de minimo gasto de poténcia, que foi tomada como a

poténcia consumida.

Uma vez identificado o erro, foi possivel reparar o programa de otimizagao.
Infelizmente a identificagdo do erro e reparos foram executados apenas no fim
do trabalho, ndo se tendo tempo para nova otimizagao e, principalmente, para
desenho de novo Jlayout. Otimizagdes iniciais com o programa reparado
forneceram circuitos que consomem 10,4 yW para um ruido total na entrada de

4 uV, o que resulta em NEF = 4,33

Para o circuito extraido do layout da figura 25, obteve-se um de NEF = 4,76.
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5. CONCLUSOES

Neste trabalho estudou-se uma topologia de um amplificador operacional
OTA de baixo ruido e baixa poténcia para aplicagdo em amplificadores de sinais
neuronais (LNA). O projeto foi inteiramente dimensionado via meta-heuristica. O
circuito teve seu comportamento analisado para validar seu funcionamento em
cada fase do seu desenvolvimento, partindo do esquematico até a configuragao

em layout.

Utilizou-se um fator de mérito chamado NEF (Noise Efficiency Factor) para
caracterizar a qualidade do LNA projetado. Inicialmente, o circuito otimizado
apresentou um NEF de aproximadamente valor trés (melhor NEF obtido na
literatura indica coeficiente de 2,67). Logo, ao final da validagcdo do /ayout, testes

realizados indicaram um NEF de 4,76.

Este resultado indicou uma falha no processo de otimizagéo. Foi verificado
que a poténcia estimada na meta-heuristica estava errada (estimava-se uma

poténcia de 4,68 yW mas acabou sendo de 12 pW).

O alto valor obtido para o NEF resulta entdo de a poténcia ser maior que o
dobro do previsto na etapa de otimizacdo. Entretanto, mesmo com a poténcia
mais alta, o OTA ainda consome uma quantidade de poténcia consideravelmente

pequena para a aplicagéo.

A tabela 8 indica o valor do NEF para um ruido medido entre as frequéncias
fo e f; de diversos artigos. O indice NEF 4jystado €Stima o ruido entre as frequéncias

de 0,5 Hz até o infinito.

Note que os valores dos NEFs variam bastante de artigo para artigo. A
tabela 8 mostra que mesmo com o valor de poténcia mais elevado do que o
esperado o circuito final possui desempenho comparavel a alguns projetos

desenvolvidos por especialistas da area (para NEF maior que 4,76).

O que se destaca neste projeto é o ruido de tensdo do LNA que se obteve,

pois este se manteve no patamar esperado, alcangcando um valor de 4,1 pV.

Sendo assim, a meta-heuristica trouxe o beneficio de reduzir o tempo gasto
no dimensionamento do LNA desenvolvido. O resultado do projeto do LNA néo
resultou em um NEF significativamente baixo como o desejado, mas ainda assim

suas especificacdes atendem as restricbes de consumo de poténcia e baixo ruido
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desejadas, garantindo o correto funcionamento quando da amplificagdo dos
sinais neurais sensiveis a ruido.
Tabela 8 - Valor dos NEFs para diversos artigos na literatura
Parametr [3]
os [11 [2] BPA3 [4] [5] TCC [3] BPA1 [71
fc1 - ch 0,05 -
0,023 — 11,5k 45-5,32k 10-7,2k 0025-7,2k 2,66-84k 0,1-8,5k 300 — 10k
(Hz) 10,5k
polo em fc1 polo em
polos polo em fc1 do!s_ fe1 polo ) ) polo em fc1 polo em fc1 )
polo em fc2 proximos a polo em fc2 polo em fc2
em fc2
fc2
f,—f;(Hz) 0,1-256k 10-98k  0,1-25k 10— 100k 0,5 — 50k - 0,1 - 25k 300 — 10k
Ruido
!'eferente 1,95 3,06 2.0 3,5 22 4,1 3,1 4,9
a entrada
(nv)
N'.EF 2,48 2,67 2,9+ 3,35 4,0 4,76 4,5+ 5,99
(artigo)
NEF .justado 2,75 2,72 2,76 3,42 417 4,82 4,88 7,84

[1] (RAI, 2009) ; [2] (WATTANAPANITCH et al., 2007); [3]BPA1 e [3]BPA3 (HOLLEMAN
et al., 2012); [4] (MAJIDZADEH et al., 2011); [5] (HARRISON; CAMERON, 2003); [6]
(MULLER et al., 2012)

5.1. Trabalhos Futuros

Como possiveis trabalhos futuros, pode-se apontar:

Estudo de diversos métodos meta-heuristicos aplicados no
dimensionamento de um amplificador OTA com o intuito de verificar
0 quéo eficaz uma estratégia de meta-heuristica € em relagdo a
outra, analisando quesitos como tempo de otimizacédo, qualidade da

solucédo e etc.;

Depois da integracdo do Jlayout no chip, outro trabalho futuro
interessante seria estudar o comportamento do dispositivo real
versus as especificacdes desejadas do projeto, caracterizando o

amplificador real com relagdo ao seu funcionamento.
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Apéndice A
I.  Termo Fgy

Para calculo de F;y, é realizada uma simulagdo AC no AmpOp em malha
aberta e determina-se Gs;,, © ganho em malha aberta do amplificador. O calculo

de F;y € dado por
Feu = [funcao de scorel(Gsim)
I[l.  Termo Fgc

Para calculo de Fp; sado realizadas simulagdes AC no LNA, AmpOp em

malha fechada, e determinam-se Gf,, ganho maximo do LNA em dB, e ch, ganho

do LNA em dB na frequéncia f.. O calculo de Fg; € dado por

0 Gfb —3dB < ch < Gfb —2,8dB
Fpe = Gfb_gdB_ch para ch < Gfb—gdB
Gy, — Gy, +2,8dB Gy, > Gy, —2,8dB

[1. Termo Feyrr

Para calculo de Fgygg, séo realizadas simulagées AC no AmpOp em malha
aberta e determina-se o CMRRg;,. O CMRRs;, € definido como a diferenca entre Gg;pp,,
ganho do AmpOp em malha aberta em dB, e Gycsim, ganho de modo comum do AmpOp em

malha aberta em dB, ou seja
CMRRgim = Gsim — Gucsim
O calculo de Fqygr€é dado entdo por

Fcyrr = [funcao de score](CMRRs;,,)

V. Termo Fpsgr

Para calculo de Fpgpp, sdo realizadas simulagées AC no AmpOp em malha

aberta e determinam-se PSRR* e PSRR~, definidos como a diferenga entre Gg;,,, €
AY, .ito» 9anho em dB para uma entrada na fonte de alimentagao positiva, e a diferenga entre

Gsim © Aiircuito » 9anho em dB para a entrada na fonte de alimentacdo negativa,

respectivamente. Logo

PSRR* = G, — A,

circuito
PSRR™ = Gg;my — A7

circuito

O calculo de Fpgrg € dado por
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FPSRR = [funcao de score]((maximo(PSRR*, PSRR™))

V. Termo Fyr

Para calculo de Fyp, € realizada uma simulagdo AC no AmpOp em malha
aberta e determina-se MFg;,,,, margem de fase, definida como a diferenca de 180°

com o médulo da fase de ganho unitario, 8,45, OU seja
MFgjy, = 180° — [0yg5]
O calculo de Fyr € dado entao por

Fyr = [funcao de score](MFg;,)

VI. Termo Fg

Para calculo de FSL sao realizadas simulagdes transitérias no AmpOp em
malha aberta e determinam-se SL{;,,, maxima taxa de subida do sinal de saida, e

SLg;m, maxima taxa de descida do sinal de saida. O calculo de Fs;, é dado por

Fg, = [funcao de score](maximo(SL;.m, SLsim))
VII. Termo Fp
Para calculo de Fp, € realizada uma simulagdo DC no AmpOp em malha

aberta e determina-se I;y:5im, corrente DC total utilizada. O calculo de Fp é dado

por
Fp = [funcao de scorel(Iiotsim * Vpp)
VIII. Termo Fpgrga

O termo da area do circuito € um caso particular entre os termos avaliados,
pois seu valor ndo é obtido por simulacdes. Ele sera calculado pela estimativa da
area ocupada tanto pelos transistores como também pelos capacitores do
AmpOp. Esta estimativa, Areacr, € feita por uma funcdo, escrita para cada
topologia, partir dos valores das variaveis do circuito. O calculo de F,rz4 € dado

por

Firpa = [funcao de score|(Areac;g)

IX. Termo Foppser

Para calculo de Fyrrsgr, Sdo realizadas simulagdes DC no AmpOp em
malha aberta e determinam-se offsetyqrsim, t€nsdo de offset sistematico para

entrada no valor maximo, of fsetyinsim, tensao de offset sistematico para entrada
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no valor minimo, e of fsetyeasim, tensdo de offset sisteméatico para entrada no valor

médio. O calculo de Fyppsgr € dado por

Forrser = [funcao de score](maximo(of fsetyaxsim, Of fS€tyeasim, Of fS€tmimsim))

X.  Termo Fyoisg

Para calculo de Fyp;s5, S80 realizadas simulagdées AC LNA, AmpOp em
malha fechada, e determinam-se ng;q4sim, Valor rms da tensao de ruido na saida,
e Gr,, ganho maximo do amplificador em malha fechada. O calculo de Fyqsg €
dado por
](nsaidasim)

b

Fyoise = [funcao de score

XI. Termo FOUtLEVEL

A partir de uma simulagao transitéria do AmpOp em malha aberta séo
extraidos dados para que se compile a excursao de sua saida. O calculo de

FOutLEVEL é dadO

Fout,gyg, _
_ { 0 [Maxsgigq > 0,9(Wpp — Vss) + Vss] AND [Minggiqq < 0,1(Vpp — Vss) + Vss]
Eexcur’ [Maxsqigq < 0,9(Vpp — Vss) + Vss] OR [Minggiaq > 0,1(Vpp — Vss) + Vsl

onde E. . € @ maxima excurséo entre os valores Ef,cyr € Eoxcur- Vop € Vss S80 as

tensdes de alimentac&o positiva e negativa do circuito.
O calculo da excursao é entao definido como

E;xcur = Ofg(VDD - VSS) + VSS - Maxsaida
Ee_xcur = Minsaida - Otl(VDD - VSS) + VSS

para Maxgiz, © Ming,aa cOmo o nivel de tensdo maximo e minimo na saida

respectivamente.
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