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RESUMO

A analise do risco de crédito é fundamental para as instituicdes financeiras, pois
pode acarretar perdas diretas e imediatas. Este estudo examina a aplicabilidade de
modelos de aprendizado de maquina na previsdo de risco de crédito utilizando
dados provenientes do Open Finance. Foram empregados 0os modelos Support
Vector Machine, Decision Trees, Bagging, AdaBoost e Random Forest, e
comparados quanto a sua precisdo preditiva através de métricas de padrao de
desempenho em classificacdo. Os resultados mostram que o AdaBoost se destacou
como o mais eficaz, demonstrando um bom equilibrio entre as métricas e maior
capacidade de identificar casos positivos. A conclusdo sugere que existem
oportunidades explorando modelos como redes neurais profundas (Deep Learning)
ou técnicas de aprendizado por reforcos, que pode trazer beneficios significativos

em cenarios com grandes volumes de dados e relagBes néo lineares complexas.

Palavras-chave: Aprendizado de maquina, Risco de crédito, Open Finance,

Previsao de inadimpléncia, Andlise de desempenho



ABSTRACT

The analysis of credit risk is essential for financial institutions, as it can lead to direct
and immediate losses. This study examines the applicability of machine learning
models in predicting credit risk using data from Open Finance. The models Support
Vector Machine, Decision Trees, Bagging, AdaBoost, and Random Forest were
employed and compared regarding their predictive accuracy through standard
classification performance metrics. The results show that AdaBoost stood out as the
most effective, demonstrating a good balance among metrics and a greater ability to
identify positive cases. The conclusion suggests opportunities for exploring models
such as deep neural networks (Deep Learning) or reinforcement learning techniques,
which can bring significant benefits in scenarios with large volumes of data and

complex nonlinear relationships.

Keywords: Machine learning, Credit risk, Open Finance, Default prediction,
Performance analysis
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1 INTRODUCAO

Os modelos de aprendizado de méaquina tém se destacado como ferramentas
centrais na previsdo de risco de crédito, impulsionando avancos significativos no
setor financeiro. Técnicas como Support Vector Machines (SVM), Arvores de
Decisdo e modelos de ensemble (como Bagging, AdaBoost e Random Forest) tém
demonstrado grande eficacia em lidar com volumes massivos de dados e identificar
padrdes complexos, proporcionando previsdes mais precisas e personalizadas.
Esses modelos possibilitam estimativas de risco mais confiaveis, atendendo as
demandas de um mercado financeiro cada vez mais dinamico e baseado em dados
(BREIMAN, 2001; OMARINI, 2020).

Nesse cenario, a previsao de risco de crédito continua sendo um pilar essencial para
a estabilidade e eficiéncia do setor financeiro. A integracado de técnicas avancadas
de aprendizado de maquina com novas fontes de dados tem potencializado o
desenvolvimento de solu¢cdes mais robustas e adaptadas as necessidades dos
consumidores e instituigdes.

Ao mesmo tempo, o advento do Open Finance tem transformado o ecossistema
financeiro ao permitir o compartilhamento automatizado de dados cadastrais e
transacionais entre instituicbes. Esse modelo operacional, além de modernizar o
Sistema Financeiro Nacional (SFN), reduz custos e aumenta a eficiéncia
operacional, criando um ambiente favoravel para a aplicacdo de tecnologias
emergentes, como inteligéncia artificial, big data e blockchain (MELNYCHENKO et
al., 2020).

A combinacdo de dados integrados pelo Open Finance com modelos de
aprendizado de maquina redefine o panorama da andlise de crédito. A utilizacéo
dessas informagbes mais ricas e contextuais permite aprimorar a precisao dos
modelos preditivos, resultando em ferramentas mais eficazes e personalizadas na
concessao de crédito. Essa convergéncia entre aprendizado de maquina, previsao
de crédito e o cenario do Open Finance representa uma oportunidade Unica para

inovagéo e transformagéo do setor financeiro.
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1.1 Problema

O problema tratado nesta monografia € como adaptar e aplicar modelos de
aprendizado de maquina de forma eficaz para prever o risco de crédito, utilizando os
dados disponibilizados pelo Open Finance. Isso envolve desafios relacionados a
qualidade, integridade e complexidade dos dados, além de questdes técnicas para
garantir que os modelos sejam precisos, escalaveis e interpretaveis no contexto

financeiro.

A avaliagdo do risco de crédito tem um papel relevante para as instituicoes
financeiras, uma vez que 0s empréstimos podem resultar em perdas reais e
imediatas. (ANICETO et al., 2020)

1.2 Objetivo

O objetivo principal desta monografia € uma analise e adequacao de modelos de
classificagdo de saude financeira pessoal para prever o risco de crédito, através de
dados provenientes do Open Finance, explorando técnicas de aprendizado de
maquina.

Figura 1 — Modelo Conceitual
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Fonte: Adaptado de Design Science Methodology for Information Systems and
Software Engineering (WIERINGA, 2014)
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A figura 1 descreve o ciclo de design e validacdo de um sistema para andlise de
risco de crédito (problema), onde o objetivo principal é a constru¢do de um artefato,
o sistema de analise de crédito que incorpora técnicas de aprendizado de maquina e
classificagdo de risco, para processar dados financeiros provenientes de fontes do
Open Finance. Para isso é realizado revisdo da literatura de técnicas de
classificagdo de risco de crédito, técnicas de aprendizado de Maquina e
Documentacdo Open Finance, para atender os stakeholders que sdo os Cientistas
de Dados que atuam diretamente na criagéo e treinamento do modelo e a area de
Negocio que representa 0s interesses estratégicos e ambos pertencem a uma

Instituicdo Financeiras.

O ciclo de design e validacdo do sistema, abordando a identificagdo de requisitos
das partes interessadas, a construcao e aplicacdo de técnicas computacionais e a
incorporagéo de regulamentacbes externas para produzir resultados robustos e
aplicaveis no contexto financeiro. (WIERINGA, 2014)

Os objetivos especificos para alcancar a meta proposta séao:

Objetivos Especificos

« Construcao e Analise do Conjunto de Dados: Construir um conjunto de dados
baseado em API do Open Finance disponibilizada pelo BACEN (Banco
Central do Brasil), para classificacao risco de crédito;

» Preparacéo dos Dados: Preparar os dados, incluindo a limpeza, normalizagcéo
e transformacdo dos dados para garantir que sejam adequados para o

treinamento dos modelos de aprendizagem de maquina;

« Treinamento e Validacdo dos Modelos: Support Vector Machine (SVM),
Decision Trees (DT), Bootstrap Aggregating (Bagging), AdaBoost e Random
Forest (RF) para determinar quais s&o mais eficazes na previsédo do risco de
crédito.
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« Andlise Comparativa: Comparar os modelos de aprendizagem de maquina
com base em métricas como como Acuracia Geral (Overall Accuracy — ACC),
Erro Tipo | (T1E — Sensitivity, Erro Tipo Il (T2E — Specificity, Curva ROC
(Receiver Operating Characteristic Curve) e AUC (Area Under the Curve) da
curva ROC, destacando os pontos positivos e negativos de cada modelo no

contexto de previséo de risco de crédito.

 Selecdo do Melhor Modelo: Identificar o modelo mais eficaz para a

classificagéo de risco de crédito com base nos dados do Open Finance.

1.3 Justificativa

A andlise de crédito ao consumidor € um pilar essencial para garantir a saude
financeira tanto dos individuos quanto das instituicbes financeiras. (XOLANI et al
2020)

Existem varios estudos que investigam o uso de modelos de aprendizado de
maquina na analise de risco de crédito, concentrando-se em sua eficiéncia em varias
bases de dados (ASSEF et al. 2019, PLAWIAK et al. 2020, ZHONG et al.2014).
Embora exista uma quantidade significativa de estudos nesta area, os resultados
ainda néo sao conclusivos, o que destaca a complexidade da tarefa e a importancia
de levar em conta as particularidades de cada situacéo especifica (DASTILE et al.
2020).

O processo inicial de construgéo do conjunto de dados é essencial para garantir a
qualidade e a integridade dos dados de entrada, que sdo fundamentais para o
desempenho dos modelos. A literatura sobre classificagdo em finangas, como o
artigo sobre analise de crédito bancario, destaca a importancia de dados historicos
e detalhados para a constru¢do de modelos robustos, evidenciando que uma base
de dados bem estruturada contribui para previsdbes mais precisas (ASSEF et al.
2019).
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A etapa de preparac¢do dos dados € crucial para garantir a efichcia dos modelos.
Segundo Breiman (1996), a estabilidade dos modelos de Bagging e Random Forest
depende fortemente da qualidade dos dados de entrada. Essas técnicas aplicadas a
dados de Open Finance ajudam a garantir que as variaveis estejam devidamente

estruturadas para maximizar a acuracia dos modelos.

A escolha de algoritmos como Support Vector Machines (SVM), Decision Trees
(DT), Bagging, AdaBoost e Random Forest para a previsao de risco de crédito esta
fundamentada nas suas capacidades de lidar com grandes volumes de dados e em
sua eficacia para classificagdo complexa. Segundo Breiman (2001) aponta que esse
método é altamente eficaz em cenarios onde a diversidade entre as arvores melhora
a generalizacdo do modelo, enquanto o artigo sobre Bagging explora como a

combinacado de modelos pode reduzir a variancia e melhorar a robustez.

A analise comparativa dos modelos sera realizada com base em métricas de
desempenho, como Acuréacia, Erro Tipo | e Il, Curva ROC e AUC, que sao padrbes
na avaliacao de modelos de classificacdo. As técnicas comparativas destacadas por
Ben-David (1995) sobre manutencdo de monotonicidade e métricas de avaliagéo
séo Uteis para avaliar as nuances de cada modelo em cenarios especificos. Esse
passo permite identificar pontos fortes e limitagbes de cada abordagem, fornecendo
uma visao detalhada sobre quais modelos se adaptam melhor ao contexto de risco

de crédito.

Dessa forma, este trabalho justifica-se pela necessidade crescente de modelos
preditivos eficazes que possam alavancar os dados de Open Finance para prever o
risco de crédito de maneira precisa e confiavel. A utilizacdo de técnicas de
aprendizado de maquina possibilita a criacdo de modelos que podem se adaptar
rapidamente a novas informacdes, reduzindo riscos e promovendo a estabilidade
financeira. A base tedrica e metodoldgica, fundamentada nos artigos selecionados,
oferece um embasamento sélido para o desenvolvimento, avaliagdo e sele¢do dos

melhores modelos para a previsao de risco de crédito.
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1.4 Metodologia

A pesquisa foi realizada seguindo os ciclos de Design Science, incorporando
elementos como problem-solving, constru¢cdo de artefatos e avaliagcdo empirica.
(WIERINGA, 2014).

Figura 2 — Fluxo Metodologico

Especificagio Levantamento Elaboracéo do Elaboragéo da Proposta

do Problema Bibliogréfico Conjunto de Dados do Método Andlise do Método

Fonte: Adaptado de Design Science Methodology for Information Systems and
Software Engineering (WIERINGA, 2014)

A figura 2 apresenta o fluxo da metodologia utilizada baseada no ciclo de Design

Science, seguindo as principais etapas:

1. Especificagéo do problema: Nesta etapa inicial, define-se claramente o escopo do

estudo, abrangendo:

e |dentificacdo e detalhamento do problema relacionado a como adaptar e
aplicar modelos de aprendizado de maquina para prever o risco de crédito
baseado em dados do Open Finance.

e Estabelecimento do objetivo principal da pesquisa, analisar e adequar os
modelos de aprendizado de maquina prever o risco de crédito, através de

dados provenientes do Open Finance.

e Justificativa do estudo, destacando sua relevancia no contexto académico e

pratico.
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2. Levantamento bibliografico: Realiza-se uma revisdo sistemética de literatura,
abordando:

e Principios e frameworks do Open Finance.
e Técnicas e algoritmos de aprendizagem de maquina.

e Estudos e métricas associadas a previsao de risco de crédito.

3. Elaboracéo do conjunto de dados do Open Finace: Nesta etapa, executa-se:

e Criacao de dados simulados do ambiente Open Finance.

e Limpeza, organizacao e pré-processamento dos dados para adequacao aos

modelos de aprendizado de maquina.

4. Elaboracdo da proposta do método: Consiste na selecdo de modelos de
aprendizagem de maquina, incluindo:

e Definicdo e implementagéo de algoritmos para previsdo de risco de crédito.

e Configuracdo do processo de treinamento dos modelos, utilizando validacao
cruzada e otimizacao de hiperparametros.

5. Andlise do Método: Apoés a aplicacao dos modelos:
e Avaliagcdo do desempenho com base em métricas como preciséo, recall, F1-
score e AUC-ROC.
e Comparacao entre diferentes modelos para identificar vantagens, limitagdes.

e Discussdao dos resultados, incluindo impacto, desafios e sugestbes de
melhorias.
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1.5 Estrutura do Trabalho

O presente trabalho esta organizado em 4 capitulos.

No capitulo 1 é apresentado o escopo e motivacdo da monografia, com a
especificacdo do contexto, do problema, do objetivo, da justificativa e da

metodologia.

No capitulo 2 s&@o apresentados os fundamentos teoricos das técnicas de
aprendizado de maquina utilizadas no contexto de classificacdes para analise de
risco de crédito. Support Vector Machine, Decision Trees, Bagging (Bootstrap
Aggregating), AdaBoost e Random Forest.

No capitulo 3 é apresentado a elaboracdo do método proposto neste trabalho. E
apresentado as caracteristicas dos dados do Open Finance, realizado o
treinamento, aplicacdo de modelos de maquina, é apresentada a analise dos
resultados, sdo comparados os modelos de aprendizagem de maquina com base em
métricas como como Acuracia Geral (Overall Accuracy — ACC), Erro Tipo | (T1E —
Sensitivity, Erro Tipo Il (T2E — Specificity, Curva ROC (Receiver Operating
Characteristic Curve) e AUC (Area Under the Curve) da curva ROC, apontando os
pontos positivos e negativos de cada modelo no contexto de previsdo de risco de

crédito.

No capitulo 4 sado apresentadas as conclusbes da monografia, as principais

consideracbes da pesquisa e algumas limitacdes do estudo.
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2 CONCEITOS DE PREVISAO DE RISCO DE CREDITO, MODELOS
DE APRENDIZADO DE MAQUINA E AVALIACAO DE
DESEMPENHO DOS MODELOS

Neste capitulo s&o apresentados os conceitos relacionados a previsdo de crédito,
com foco em técnicas de aprendizado de maquina amplamente utilizadas para
classificagdo de risco. Seréo discutidas as caracteristicas de métodos especificos,
como Support Vector Machines (SVM), Decision Trees (DT), Bagging, AdaBoost e
Random Forest (RF), além de métricas essenciais para avaliar a eficacia desses
modelos na previsao de crédito.

2.1 Big Data e Previsao de Crédito

A capacidade de coletar, processar e analisar grandes volumes de dados tem
permitido que bancos e outras instituicdes financeiras melhorem a predicdo de
crédito. Big Data oferece ferramentas para lidar com a complexidade e o volume de
informacdes relacionadas ao comportamento de crédito dos consumidores.
(ANICETO et al., 2020)

O uso de Big Data viabiliza ndo apenas a aplicacdo de diferentes técnicas de
machine learning, mas também o treinamento eficiente em conjuntos de dados
amplos e diversificados. A figura 4 apresenta a arquitetura de referéncia NIST para
Bigdata, neste estudo o contexto do Provedor de Dados sdo os dados financeiros
utilizados originados de APIs disponibilizadas pelo Open Finance, regulamentadas
pelo Banco Central do Brasil (BACEN).

Esses dados estruturados representam informacgdes financeiras pessoais que
servem como insumos brutos para o sistema desenvolvido, atendendo a etapa inicial
de coleta de informagbes dentro do modelo. No contexto do Provedor de Framework
Big Data, o trabalho se concentra nas camadas de processamento, plataforma e

infraestrutura. As técnicas de aprendizado de maquina, configuram-se como
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ferramentas para o processamento e analise dos dados. O foco do trabalho esta
associado ao Provedor de Aplicacéo Big Data, onde ocorre a construgéo do sistema
de analise de risco de crédito, incluindo as etapas de geracao dos dados do Open
Finance, preparacdo dos dados e sua analise com o uso de algoritmos de
aprendizado de maquina. A aplicagdo dessas técnicas gera resultados que séo

posteriormente disponibilizados aos stakeholders cientistas de dados.

Figura 4 - NIST Big Data Reference Architecture (NBDRA)

Preparacao

Provedor de framework big data

3 ~ liso do'servico Ferramentas de software
“ Fluxo da informagéo  me——p- ¢ e algoritmols de transferénci

Fonte: NIST Big Data Interoperability Framework: Volume 6, Reference Architecture.
(CHANG, 2015)
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2.2 Conceitos de Previsao de Crédito

A previsdo de crédito visa classificar a confiabilidade financeira de consumidores a
partir de dados comportamentais e transacionais, como aqueles provenientes de
operagBes com cartdes de crédito. Esses dados, ao revelarem padrdes de gastos e
tendéncias financeiras, ajudam as instituicbes a avaliar o risco associado a
potenciais clientes. A andlise de crédito busca identificar perfis de clientes com maior
probabilidade de inadimpléncia, oferecendo insights valiosos para a gestao de risco
financeiro. Com a evolucao de técnicas de aprendizado de maquina, a previséo de
crédito tornou-se mais precisa, ao se beneficiar da capacidade de processamento de
grandes volumes de dados interdependentes e da identificagdo de padrBes
complexos de comportamento financeiro (ASSEF et al. 2019; BEN-DAVID, 1995).

2.3 Conceitos de Técnicas/Modelos de Aprendizado de Maquina

Nesta secéo, sdo detalhadas as principais técnicas de aprendizado de maquina
utilizadas na previsdo de crédito, cada uma com caracteristicas especificas para

lidar com dados complexos e volumes amplos.

2.3.1 Support Vector Machines (SVM)

O SVM é um meétodo de aprendizado supervisionado que busca encontrar um
hiperplano que separe os dados em grupos homogéneos, trabalha com vetores de
entrada (x1,y1),(x2,y2),...,(xm,ym), onde xi sdo os vetores de caracteristicas em um
espaco dimensional d, e yie{-1,1} representa as classes das observagbes. A
técnica utiliza funcdes Kernel para mapear dados para um espaco de caracteristicas
superior e construir um hiperplano que maximize a margem entre as classes.
(ANICETO et al., 2020)

Os Kernels mais comuns incluem:

e Linear: Usado para dados linearmente separaveis.
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e Radial Basis Function (RBF): Adequado para padrbes mais complexos,

permitindo a deformacéo do hiperplano para capturar ndo linearidades.

Na previsdo de crédito, o SVM é eficaz para distinguir consumidores com diferentes
perfis de risco ao utilizar uma funcado de kernel que transforma os dados em um
espaco dimensional elevado, tornando-se util para problemas com mudltiplas
variaveis interdependentes. Além disso, o SVM possui uma forte capacidade de
generalizagdo, embora possa demandar um alto custo computacional em grandes
conjuntos de dados(BEN-DAVID, 1995).

2.3.2 Decision Trees (DT)

As Arvores de Decisdo s&o modelos baseados em uma estrutura de arvore, onde os
dados s&@o organizados em uma estrutura hierarquica para classificacdo ou
regressao. (ANICETO et al., 2020)

Seguem a estrutura de um "arvore invertida", onde:
e NO raiz: Representa a primeira deciséo baseada em um atributo com maior
ganho de informacgéao.
e Nos internos: Representam decisbes subsequentes baseadas em atributos

escolhidos interativamente.

e Folhas: Representam as classes ou valores preditivos finais, indicando o

caminho de decisfes que levaram a elas.

Esse método é simples de interpretar e permite visualizar como as decisbes séo
tomadas com base em variaveis especificas, o que é vantajoso na analise de risco
de crédito. No entanto, as Arvores de Decisdo podem se tornar instaveis, sendo
suscetiveis ao sobreajuste, especialmente com dados com variabilidade
indesejada(ASSEF et al. 2019)
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2.3.3 Bagging (Bootstrap Aggregating)

O Bagging € uma técnica de aprendizado de maquina baseada em ensemble que
cria multiplas versbes de um modelo ao aplicar amostras bootstrap (amostras com
reposicao) no conjunto de dados original, combinando os resultados por votacao ou
média. (ANICETO et al., 2020)

Funciona criando multiplos subconjuntos de dados por meio de amostragem com
reposicao (bootstrap) de um conjunto de treinamento original. Cada subconjunto é
usado para treinar um modelo base (geralmente Decision Trees), e o0s resultados
séo combinados por meio de votacao (classificacdo) ou média (regressao).

Na previsdo de crédito, o Bagging ajuda a reduzir a variancia do modelo, criando
classificadores robustos a partir de arvores de decisdo. Essa técnica é
especialmente eficaz em métodos instaveis, melhorando a acuracia sem aumentar
significativamente o viés (BREIMAN, 1996).

2.3.4 AdaBoost

O AdaBoost, um método de ensemble adaptativo, ajusta iterativamente o peso das
observacoes, focando em amostras onde os erros sdo mais frequentes. Cada novo
classificador € ajustado para corrigir os erros das iteracdes anteriores, o que resulta

em um modelo mais preciso. (ANICETO et al., 2020)

Segue as seguintes as etapas:

¢ Inicializacado dos pesos: No inicio, cada observagéo recebe o mesmo peso.

7

e Treinamento iterativo: Em cada iteracdo, é treinado um modelo base
(frequentemente Decision Trees simples), e os erros de classificacdo séo
calculados.

e Ajuste de pesos: Observacdes mal classificadas recebem maior peso na

proxima iteragéo, direcionando o préximo modelo a corrigir esses erros.
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e Combinacao dos modelos: Os modelos treinados sdo combinados por meio
de uma votagdo ponderada, onde os pesos refletem a precisdo de cada

modelo.

Na previsdo de crédito, o AdaBoost pode melhorar a capacidade de identificar
consumidores de alto risco, mas é sensivel a dados ruidosos, o que pode limitar sua
aplicacéo em certos cenérios (BREIMAN,2021).

2.3.5 Random Forest (RF)

O RF é um método de aprendizado de maquina baseado em ensemble, que utiliza
multiplas arvores de decisdo para melhorar a robustez e a precisdo preditiva.
(ANICETO et al., 2020)

Segue as seguintes as etapas:

e Construcao de arvores: O RF cria diversas arvores de decisdo, onde cada
uma é treinada em um subconjunto dos dados, gerado por amostragem
bootstrap. Em cada nd, uma selecdo aleatéria de caracteristicas é
considerada para a divisao, introduzindo diversidade entre as arvores.

e Combinacdo de resultados: Para classificacdo, as predicdes sao
combinadas por votacdo majoritaria. Para regressdo, a média das predi¢cdes

das arvores é usada.

Na previsdo de crédito, o Random Forest é robusto a dados ruidosos e variaveis
altamente correlacionadas, o que o torna ideal para cenarios com multiplas variaveis
interrelacionadas (BREIMAN,2021).
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2.4 Métricas de Desempenho

Para avaliar a eficacia dos modelos de aprendizado de maquina na previsdo de
crédito, séo utilizadas varias métricas de desempenho. Essas métricas permitem
entender a precisdo e a capacidade de generalizacdo de cada modelo, destacando

suas vantagens e limitacdes no contexto de analise de risco.

A Acurécia Geral (Overall Accuracy — ACC) é a proporcao de previsdes corretas em
relacdo ao total de previsdes realizadas. No contexto de previséo de crédito, a
acuricia indica a porcentagem de consumidores classificados corretamente como de
alto ou baixo risco. No entanto, essa métrica pode ser insuficiente para avaliar
modelos em cendrios de dados desbalanceados, onde a propor¢éo entre classes é
desigual (BEN-DAVID, 1995).

O Erro Tipo | ou Sensibilidade (T1E — Sensibilidade), mede a capacidade do modelo
de identificar corretamente os consumidores de alto risco (inadimplentes). Alta
sensibilidade é desejavel na previsdo de crédito, pois minimiza o risco de conceder
crédito a clientes que apresentam maior probabilidade de inadimpléncia(ASSEF et
al. 2019).

O Erro Tipo Il ou Especificidade (T2E — Especificidade), representa a capacidade do
modelo de identificar corretamente os consumidores de baixo risco (adimplentes).
Uma alta especificidade reduz o numero de classificacdes incorretas de
consumidores confiaveis como de alto risco, evitando decisdes injustas e
conservadoras demais(BEN-DAVID, 1995).

A Curva ROC (Receiver Operating Characteristic Curve) é uma representacao
grafica que ilustra o desempenho de um modelo em termos de Sensibilidade (Taxa
de Verdadeiros Positivos) e 1-Especificidade (Taxa de Falsos Positivos). A area sob
a curva ROC, ou AUC (Area Under the Curve), quantifica a capacidade de
discriminacdo do modelo, indicando sua eficiéncia em classificar corretamente os

consumidores como de alto ou baixo risco. Quanto maior a AUC, melhor o modelo é
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na distingdo entre classes, sendo um indicador robusto na avaliacdo de modelos
preditivos na analise de risco de crédito(ASSEF et al. 2019).

Este capitulo abordou os conceitos de previsdo de crédito e aprendizado de
maquina, detalhando técnicas especificas e métricas de desempenho que orientam
a escolha e a avaliacdo dos modelos para uma anélise precisa e confiavel de risco
de crédito. A fundamentagéo tedrica aqui apresentada fornecera a base para o

desenvolvimento e a analise dos modelos nos capitulos seguintes.
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3 VALIDAGAO DOS MODELOS DE APRENDIZADO DE MAQUINA

Neste capitulo € elaborada a ponte entre os conceitos fundamentais discutidos
anteriormente e a sua aplicagdo pratica. Durante a conducao do estudo, € criado um
conjunto de dados preenchido com os dados do Open Finance através de API
disponibilizada pelo BACEN, feito um pré-processamento no conjunto de dados, para
assegurar a qualidade e a uniformidade dos dados. Aplicado diferentes modelos de
aprendizagem de maquina - como Support Vector Machines (SVM), Decision Trees
(DT), Bagging (Bootstrap Aggregating), AdaBoost e Random Forest (RF).

3.1 Contexto de Aplicacao

O cenério estudado baseia-se no ecossistema de Open Finance, um modelo regulatério
gue promove a integracao de servigos financeiros através do compartilhamento seguro
de dados entre instituicdes. No Brasil, o Banco Central regulamenta e supervisiona
essa iniciativa, oferecendo APIs padronizadas para acesso as informacdes financeiras
dos clientes. (OMARINI, 2020).

Para conduzir a andlise de crédito, foi criado um conjunto de dados baseado nas APIs
do Open Finance disponibilizadas pelo BACEN. Estas APIs incluem informacdes sobre

contas de crédito, faturas, limites de crédito e transagdes, conforme detalhado a seguir:

Os dados foram gerados, visando a criagcdo de um ambiente de teste representativo
para as APIs de contas de crédito do Open Finance, conforme especificacbes
estabelecidas pelo Banco Central do Brasil (BACEN, 2024).



Tabela 1 - Dados, Critérios de andlise e as condicdes utilizadas
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APIl/Condicéao

Descricao

Campos
Utilizados

Critérios de Analise

API Jaccounts
(accounts.csv)

Informacdes
sobre contas de
crédito, incluindo
tipo de cartdo,
limite disponivel
e rede
associada.
Dados ajustados
pela classe
social do titular.

Tipo de cartao,
limite disponivel,
rede associada.

API Jaccounts/{credit-
CardAccountld}/bills
(bills.csv)

Simula faturas
de contas,
detalhando
valores totais,
minimos, e
status de
pagamento.
Probabilidades
de inadimpléncia
variam conforme

isPaid, payments,
billTotalAmount.

Detectar multiplas
faturas ndo pagas
consecutivas pelo
campo isPaid e
payments.

classe social.
Detalha o limite |
de crédito Calcular percentual
. ' de uso: usedAmount
API Jaccounts/{credit- | valores usados e s
.. . L usedAmount, I limitAmount.
CardAccountld}/limits | disponiveis. limi lassifi .
(limits.csv) Percentuais imitAmount. Classificar como risco
aiustados por elevado se acima de
J P 80%.
classe social.
Histérico de
transacdes, com N
Contar transagdes
valores, . o
. . realizadas nos ultimos
API JaccountsHcredit- | categorias de transactionDate 30 dias. Identificar
CardAccountid}/ gastos e ’ . : .
g valor das risco para clientes
transactions (transac- | parcelamentos. ~ .
transacgdes. com mais de 20

tions.csv)

Inclui
penalidades
para faturas ndo
pagas.

transacdes neste
periodo.
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Informacgdes Relacionar total das
financeiras dos faturas
titulares, (billTotalAmount)
API incluindo renda com renda mensal
Ipersonal/qualificatio | mensal, incomeAmount. (incomeAmount).
ns (qualifications.csv) | ocupacéo e Classificar como risco
classe social. elevado se
Dados refletem comprometimento
padrdes reais. excessivo da renda.
Relagdes
financeiras dos
API titngreAs, como
I Ilfinancial- patrimonio & Patriménio
persona renda anual.
relations declarado, renda | -
Valores

(financial_relations.cs
v)

ajustados para
refletir padroes

anual informada.

Condigao: Histérico
de faturas nao pagas

econdmicos

reais.

Identificacdo de Combinar dados das
clientes com APls de faturas e

multiplas faturas
consecutivas em

isPaid, payments.

transacoes para
identificar faturas nao

aberto. pagas.
Avaliar uso do limite
- pelo calculo
Condic¢ao: Uso Analise do usedAmount /
excessivo do limite per.centggl de L_jsgdAmount, limitAmount
P limite utilizado limitAmount. o : .
de crédito . Classificar como risco
por cliente.
elevado se uso
superior a 80%.
Condicao: Avaliacédo da Relacionar total das
Capacidade de relagédo entre billTotalAmount, faturas ao valor da
pagamento divida total e incomeAmount. renda mensal
comprometida renda mensal. declarada.
Identificacéo de Contar transagdes no
Condigao: Historico clientes com alta periodo e associar a
de transacoes frequéncia de transactionDate. | outros fatores de risco

frequentes

transacdes nos
ultimos 30 dias.

(atrasos, uso
excessivo do limite).

Fonte: Proprio autor
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A tabela 1 sintetiza as principais especificacdes utilizadas para a geracao dos dados do
Open Finance. A seguir, é detalhado como cada uma:

. API Jaccounts (accounts.csv):

Inclui informacBes sobre contas de crédito, como tipo de cartédo, limite
disponivel, e rede associada. A distribuicdo dos tipos de cartdes e limites foi

baseada na classe social do titular.

. API Jaccounts/{creditCardAccountld}/bills (bills.csv):

Simula as faturas associadas as contas, detalhando valores totais, minimos, e
status de pagamento. As probabilidades de inadimpléncia variaram por classe

social, refletindo padrdes reais.

. API Jaccounts/{creditCardAccountld}/limits (limits.csv):
Fornece detalhes sobre o limite de crédito, valores usados e disponiveis, com

percentuais ajustados por classe social.

. API Jaccounts/{creditCardAccountld}/transactions (transactions. csv):
Contém o historico de transagdes, incluindo valores, categorias de gastos, e
parcelamentos. Foram adicionados dados como penalidades para faturas néo

pagas.

. API Ipersonall/qualifications (qualifications.csv):
Fornece informacgdes financeiras detalhadas sobre os titulares das contas,
incluindo renda mensal, ocupacdo e classe social. Os dados refletem a
distribuicdo de classes sociais e padrdes de renda baseados na realidade

brasileira.
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o API [personallfinancial-relations (financial_relations.csv):

Detalha as relacdes financeiras dos titulares, incluindo patriménio declarado e
renda anual informada. Os valores foram ajustados para refletir a proporcao

entre patrimonio e renda, considerando padrdes econdmicos reais.

Para a aplicabilidade dos modelos, vamos utilizar algumas condi¢des para verificar

se existe alto risco de inadimpléncia:
» Histérico de mais de uma fatura ndo paga.
» Uso excessivo do limite de crédito.
» Capacidade de pagamento comprometida pela renda mensal.

» Histérico de transac¢des com alta frequéncia.

A seguir, é detalhado como cada uma dessas condi¢des foi analisada e vinculada

aos dados fornecidos pelas APIs.

. Histérico de mais de uma fatura nao paga:

Para identificar se uma fatura foi quitada, a analise combinou dados da API
de faturas (/accounts/{creditCardAccountld}/bills) e transacoes
(/faccounts/{creditCardAccountld}/transactions). A APl de faturas contém
informagBes como o campo isPaid, que indica diretamente se uma fatura foi
paga, além do campo payments, que registra os valores quitados. Caso este
campo estivesse vazio ou indicasse um pagamento parcial, a fatura foi

classificada como ndo paga. Esse cruzamento de dados permitiu detectar
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clientes com multiplas faturas consecutivas em aberto, alinhado ao cenario

de risco descrito no estudo (BACEN, 2024).

. Uso excessivo do limite de crédito: Este fluxo reflete uma abordagem
sistematica e iterativa para garantir resultados robustos e confiaveis. A Etapa
1 aborda os métodos e ferramentas utilizados para criar e organizar 0s
dados. A etapa 2 detalha o processo de treinamento e teste do modelo,
incluindo a configuragéo de parametros e as métricas aplicadas. Por fim, a
Etapa 3 apresenta a avaliacdo comparativa entre diferentes abordagens e os
Resultados Obtidos, oferecendo uma analise do desempenho e das
implicacdes das solu¢des propostas.

O percentual de uso do limite foi calculado utilizando os campos usedAmount
(limite ja utilizado) e limitAmount (limite total) fornecidos pela API
/accounts/{creditCardAccountld}/limits. A formula usedAmount / limitAmount
foi empregada para avaliar o percentual de limite utilizado por cada cliente.
Caso esse valor ultrapasse 80%, o cliente é classificado como risco elevado,
pois tal comportamento pode indicar uma alta dependéncia de crédito e

dificuldade em gerir os recursos disponiveis.

. Capacidade de pagamento comprometida pela renda mensal

A capacidade de pagamento foi avaliada considerando a relacdo entre o
valor total das faturas e a renda mensal declarada do cliente. Os dados para
essa andlise foram extraidos das APIs de faturas (billTotalAmount no

/accounts/{creditCardAccountld}/bills) e de qualificagbes financeiras
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(incomeAmount no /accounts/{creditCardAccountld}/qualifications).  Foi
calculada a razé&o billTotalAmount / incomeAmount para identificar clientes
gue comprometem uma grande parte de sua renda mensal no pagamento de

dividas, refletindo maior risco de inadimpléncia.

L Historico de transa¢cdes com alta frequéncia

O numero total de transacgdes realizadas nos ultimos 30 dias foi calculado
utilizando a API /accounts/{creditCardAccountld}/transactions, com base no
campo transactionDate. Para clientes que realizaram mais de 20 transacgfes
nesse periodo, foi identificado um padrao de comportamento financeiro que
pode refletir tanto uma gestdo eficiente quanto um risco elevado,
especialmente quando analisado em conjunto com atrasos no pagamento e

uso excessivo do limite (BACEN, 2024).

3.2 Processo de Avaliacao de Modelos

O processo de avaliagdo dos modelos foi estruturado para garantir uma analise

comparativa com as praticas estabelecidas de aprendizado de maquina em cenarios

de desequilibrio de classes.

Diversos algoritmos de aprendizagem de maquina foram aplicados para prever o

risco de crédito, incluindo:

Support Vector Machines (SVM)

Classifica clientes com base em caracteristicas para identificar aqueles

com maior ou menor risco de crédito.
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e Decision Trees (DT)

Estrutura decisdes sobre aprovacdo ou recusa de crédito com base em
regras derivadas de dados historicos.

e Bootstrap Aggregating (Bagging)

Combina multiplos modelos para prever o risco de crédito com maior

estabilidade e menor variancia.

e AdaBoost

Ajusta iterativamente erros de previsdo para melhorar a identificacéo de
clientes com risco de crédito.

e Random Forest (RF)

Utiliza varias arvores de decisdo para melhorar a precisdo na previsao do

risco de crédito ao considerar multiplas variaveis.

Esses modelos foram selecionados com base em sua relevancia, caracteristicas
distintas e eficacia comprovada em andlises de classificacdo, especialmente em
previsdes de risco de crédito. (ANICETO et al., 2020)

Figura 4 — Etapas do Processo de Avaliacao

Treinamento e

Validagao dos Modelos lanalise Comparativa dos Selecdo do Melhor
de aprendizado de Modelos Madelo

magquina

Construgao e Analise
do Conjunto de Dados

Preparacao dos Dados

Fonte: Proprio Autor



35

A figura 4 apresenta um fluxo das etapas do processo de avaliacdo, adaptado do

artigo , dividido em cinco etapas principais descritas abaixo:

e Construcao e Andlise do Conjunto de Dados:

Construir um conjunto de dados baseado em API do Open Finance
disponibilizada pelo BACEN (Banco Central do Brasil), para classificagdo
risco de crédito;

e Preparacao dos Dados:

Descrever as etapas de preparacdo dos dados, incluindo a limpeza,
normalizacéo e transformacao dos dados para garantir que sejam adequados

para o treinamento dos modelos de aprendizagem de maquina,;

e Treinamento e Validacao dos Modelos de aprendizado de maquina:

Support Vector Machine (SVM), Decision Trees (DT), Bagging (Bootstrap
Aggregating), AdaBoost e Random Forest (RF) para determinar quais sao

mais eficazes na previséo do risco de crédito.

e Andlise Comparativa dos Modelos:

Comparar os modelos de aprendizagem de maquina com base em métricas
como como Acuracia Geral (Overall Accuracy — ACC), Erro Tipo | (T1E —
Sensitivity, Erro Tipo Il (T2E — Specificity, Curva ROC (Receiver Operating
Characteristic Curve) e AUC (Area Under the Curve) da curva ROC,
destacando os pontos positivos e negativos de cada modelo no contexto de
previsao de risco de crédito.
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e Selecao do Melhor Modelo:

Identificar o modelo mais eficaz para a classificacéo de risco de crédito com

base nos dados do Open Finance.

3.3 Aplicacao do Processo

Descreve as etapas da aplicacdo do processo proposto, abrangendo desde a geragéo
e pré-processamento dos dados até a avaliacdo comparativa dos resultados. A etapa 1
e 2 aborda os métodos e ferramentas utilizados para criar e organizar os dados. A
etapa 3 detalha o processo de treinamento e teste do modelo, incluindo a configuracao
de parametros e as métricas aplicadas. A etapa 4 apresenta a avaliagdo comparativa
entre diferentes abordagens e os Resultados Obtidos e a etapa 5 descreve o modelo

mais eficaz.

Etapa 1: Construcao e Andlise do Conjunto de Dados e Etapa 2: Preparacao
dos Dados:

Para a implementacdo dos scripts, foram empregadas bibliotecas do Python, tais
como Faker para criacdo de dados aleatorios e csv para exportacdo dos resultados
gerados. A biblioteca Faker permite simular dados ficticios, mas realistas, como
nomes de empresas, datas, valores financeiros e outros detalhes transacionais,
essenciais para a diversidade e autenticidade dos dados. Outras fungdes nativas de
Python, como random.choice e random.randint, foram aplicadas para sorteios e
definicbes de valores com controle e variagdo, assegurando a representatividade

dos cenarios.

Todos os métodos desenvolvidos respeitam os formatos de dados e as exigéncias das

APIs do BACEN, como identificacdo unica de contas (creditCardAccountld), numeragéo
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de CNPJ e MCCs (Merchant Category Codes) validos, datas no padrao ISO e valores

monetarios com preciséo decimal.

Todos os dados gerados foram exportados para arquivos CSV utilizando a biblioteca
csv, garantindo conformidade com os campos obrigatérios e opcionais definidos pelo
BACEN.

Etapa 3: Treinamento e Validacdo dos Modelos de aprendizado de maquina

Os dados foram divididos em conjuntos de treino (70%) e teste (30%). Para atender
as particularidades de cada modelo a abordagem de treinamento e avaliagdo foi

ajustada, segue detalhes:

No modelo SVM para o processo de pré-processamento, os dados foram
padronizados utilizando o StandardScaler, garantindo que todas as variaveis fossem
normalizadas para uma escala padrdo. Para a configuracdo do modelo, foi
empregada uma maquina de vetores de suporte com kernel linear, juntamente com o
balanceamento das classes para mitigar possiveis problemas de desbalanceamento
nos dados. Além disso, foi realizado o célculo de probabilidades para a classificacéo,
permitindo uma analise probabilistica dos resultados. A validacdo do modelo foi
conduzida por meio de validagdo cruzada com 5 folds, um método que assegura
maior robustez e confiabilidade na avaliacdo do desempenho do modelo, reduzindo

0 risco de overfitting.

Para a configuracdo do modelo de arvore de deciséo, a profundidade maxima foi
limitada a 5, com o0 objetivo de evitar problemas de overfitting e manter a
simplicidade do modelo. Além disso, foi realizado o balanceamento de peso entre as
classes para lidar com possiveis desbalanceamentos no conjunto de dados. A
validagdo do modelo foi efetuada utilizando validagdo cruzada com 5 folds,
permitindo avaliar a capacidade de generalizagdo do modelo de forma robusta e

confiavel.

Para a configuracdo do modelo Bagging, foi utilizado o BaggingClassifier com 50
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arvores de decisdo, garantindo a diversidade dos modelos de base. O método
empregou subconjuntos aleatorios gerados por meio de bootstrap a partir do
conjunto de treino, permitindo maior robustez e variabilidade no treinamento. As
arvores de decisao tiveram a profundidade maxima limitada para evitar overfitting, e
0s pesos das classes foram balanceados para tratar possiveis desbalanceamentos
nos dados. A avaliacado da robustez e da capacidade de generalizacdo do modelo foi
realizada por meio de validacao cruzada com 5 folds.

Na configuragdo do modelo AdaBoost, foi utilizado o AdaBoostClassifier com 50
estimadores baseados em arvores de decisdo de profundidade limitada, garantindo
simplicidade e controle do overfitting. O algoritmo SAMME foi empregado para
combinar previsbes ponderadas, ajustando dinamicamente os pesos das amostras
durante o treinamento, o que permite ao modelo focar progressivamente nos
exemplos mais dificeis. A avaliacdo da capacidade de generalizacdo e robustez foi
realizada por meio de validagdo cruzada com 5 folds, assegurando uma analise

confiavel do desempenho do modelo.

Para a configuracdo do modelo Random Forest, foram utilizadas 100 arvores de
decisdo com amostragem por bootstrap, garantindo diversidade entre os modelos de
base. A profundidade maxima das arvores foi limitada a 5, com o objetivo de evitar
overfitting e manter a simplicidade do modelo. Além disso, foi aplicado o
balanceamento de pesos entre as classes para lidar com possiveis
desbalanceamentos nos dados. A avaliagéo da robustez e capacidade de
generalizagdo do modelo foi realizada por meio de validacdo cruzada com 5 folds,

proporcionando uma analise confiavel do desempenho.

Etapa 4: Analise Comparativa dos Modelos

A avaliacdo do desempenho dos modelos de aprendizado de maquina foi realizada
com base em métricas de acuracia, sensibilidade, especificidade, preciséo e area
sob a curva ROC (AUC). A seguir, apresenta-se uma analise detalhada de cada

modelo, considerando as métricas observadas:



Figura 5 - Acuracia Geral, Sensibilidade, Especificidade e Precisao
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Modeloc Acurdcia Sensibilidade Especificidade Precisio
8 Decision Tres @.558828 A.513358 8.988933 B.996850
1 Random Forest @&.558828 B.513358 8.088582 &.996258
2 Bagging ®©.55@828 B.513358 8.988082 ©.996850
3 AdaBoost ©.6%8667 8.682463 8.787118 8.974149
4 isvM ©.476508 B.447725 G.815081 8.966283
Fonte: Proprio Autor
Figura 6 - Curva ROC e AUC da curva ROC
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Figura 7 - Comparacéo Geral
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Com base nos resultados apresentados nas figuras 5, 6 e 7, é possivel avaliar o
desempenho de cada modelo de classificagdo com base nas métricas de Acuracia,
Sensibilidade, Especificidade, Precisdo e AUC (Area sob a Curva ROC).

O modelo Decision Tree apresentou um desempenho limitado em termos de
acuracia (55,0%) e sensibilidade (51,3%), indicando dificuldade em identificar
corretamente as amostras positivas. Apesar disso, a especificidade foi elevada
(98,0%), refletindo boa capacidade de identificar as amostras negativas. A precisao
também foi alta (99,7%), sugerindo que, entre as predicbes positivas, a maioria
estava correta. O AUC foi de 0,82, mostrando que o modelo possui uma capacidade

razoavel de separar as classes, mas né&o € o mais robusto no conjunto avaliado.

O Random Forest teve resultados idénticos ao modelo Decision Tree, com
acuracia, sensibilidade, especificidade e precisdo nos mesmos valores (55,0%,
51,3%, 98,0% e 99,7%, respectivamente). Isso indica que, embora seja uma técnica
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baseada em ensemble, as configuragdes aplicadas limitaram sua capacidade de
superar o desempenho da arvore de deciséo isolada. O AUC de 0,82 sugere uma
separacao das classes equivalente a do Decision Tree, sem ganho significativo em

termos de performance.

O modelo Bagging também apresentou desempenho semelhante aos modelos
anteriores, com valores idénticos para todas as meétricas (acuracia de 55,0%,
sensibilidade de 51,3%, especificidade de 98,0% e precisao de 99,7%). O AUC de
0,82 reflete novamente um desempenho equivalente aos outros modelos baseados
em arvores de deciséo, indicando que o ensemble com Bagging ndo trouxe uma

melhoria expressiva no cenario avaliado.

O modelo AdaBoost foi 0 que apresentou o melhor desempenho geral, destacando-
se pela acuracia de 69,0% e sensibilidade de 68,2%, indicando maior eficiéncia na
identificacdo de amostras positivas. A especificidade, embora mais baixa em
comparacao aos modelos anteriores (78,7%), foi suficiente para um bom equilibrio
entre as classes. A preciséo foi alta (97,4%), destacando a capacidade do modelo
de realizar predicdes positivas corretas. O AUC de 0,81, embora ligeiramente menor
gue o dos modelos baseados em arvores, reflete um desempenho competitivo em

cenarios com maior complexidade.

Por fim, o modelo iSVM apresentou o pior desempenho geral, com acuracia de
47,6% e sensibilidade de apenas 44,7%, evidenciando dificuldades em identificar
corretamente as amostras positivas. A especificidade foi moderada (81,5%),
enquanto a precisao, embora elevada (96,6%), nao foi suficiente para compensar as
limitacOes nas demais métricas. O AUC de 0,71 confirma o desempenho inferior em
comparacdo aos outros modelos, indicando uma menor capacidade de separacao
entre as classes.

Em resumo, o AdaBoost foi o modelo mais eficaz, enquanto o iSVM apresentou o
pior desempenho. Decision Tree, Random Forest e Bagging tiveram resultados
semelhantes, destacando a necessidade de ajustes nas configuragdes para explorar
melhor o potencial dos ensembles.
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Etapa 5: Selecdao do Melhor Modelo

Entre os modelos avaliados, o AdaBoost destacou-se como a abordagem mais
eficiente, apresentando a maior acuracia (69,0%) e sensibilidade (68,2%),
demonstrando excelente capacidade de identificar amostras positivas e de lidar com
cenarios mais complexos. Além disso, sua preciséo elevada (97,4%) assegurou que
a maioria das predicbes positivas estivesse correta, tornando-o particularmente
robusto em aplicacdes onde a identificacdo de casos positivos é crucial. Embora
outros modelos, como Decision Tree, Random Forest e Bagging, tenham mostrado
boa especificidade e precisdo, seus desempenhos gerais foram inferiores ao
AdaBoost devido a menor sensibilidade e acuracia. Por outro lado, o SVM
apresentou o pior desempenho, com meétricas significativamente mais baixas,
indicando que né&o foi adequado para o conjunto de dados avaliado. Assim, o
AdaBoost foi selecionado como o melhor modelo, equilibrando eficacia, robustez e

capacidade de generalizagéo.

3.4 Resultados Obtidos

Os resultados obtidos evidenciaram diferencas importantes no desempenho dos
modelos de classificagéo analisados. O modelo Decision Tree apresentou limitagcdes na
identificacAo de amostras positivas, apesar de demonstrar boa capacidade em
classificar corretamente as amostras negativas e uma alta precisdo nas predi¢cdes
positivas. O Random Forest, embora seja um modelo de ensemble mais avancado,
teve desempenho idéntico ao da arvore de deciséo, indicando que as configuracbes
aplicadas ndo permitiram explorar todo o seu potencial.

De maneira similar, o Bagging também apresentou resultados equivalentes aos do
Decision Tree e Random Forest, sugerindo que as limitacdes configuracionais
restringiram os beneficios esperados do ensemble. Por outro lado, o AdaBoost
destacou-se como o modelo mais eficaz, mostrando maior equilibrio entre as métricas
avaliadas, com uma excelente capacidade de identificar amostras positivas e realizar

predi¢cdes robustas em cendrios complexos.
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Por fim, o modelo SVM apresentou o pior desempenho geral, evidenciando dificuldades
na classificacdo de amostras positivas e uma capacidade inferior de separacéo entre as
classes em comparagdo aos demais modelos. Em sintese, o AdaBoost foi identificado
como o modelo mais eficiente, enquanto os outros modelos, especialmente o iSVM,

apresentaram limita¢des significativas no contexto avaliado.
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4 CONCLUSAO

Este estudo apresentou uma andlise detalhada de diferentes modelos de aprendizado
de méquina aplicados a previsao de crédito utilizando dados gerados no contexto do
Open Finance. O principal objetivo foi identificar a abordagem mais eficiente para essa
tarefa, considerando métricas como acuracia, sensibilidade, especificidade, precisao e
AUC. Entre os modelos avaliados, o AdaBoost destacou-se como o mais eficaz,
demonstrando um bom equilibrio entre as métricas e maior capacidade de identificar
casos positivos. Contudo, modelos como Decision Tree, Random Forest e Bagging
apresentaram desempenhos similares, indicando que as configuracdes restritivas
limitaram seu potencial. O modelo SVM, por outro lado, mostrou-se menos adequado

para o cenario analisado.

Uma limitagado importante deste trabalho esta relacionada a natureza da base de dados
utilizada, que foi gerada pelo autor e néo representa dados reais de instituicoes
financeiras. Essa caracteristica pode ter influenciado o desempenho dos modelos e,
consequentemente, os resultados obtidos. A quantidade de dados e variaveis também
foi restrita, 0 que pode ter limitado a capacidade dos modelos de generalizar para
cenarios mais complexos. Essas limitagbes sugerem que os resultados apresentados
nao sao totalmente representativos de um contexto real de mercado, como aquele

encontrado em instituigdes financeiras.

4.1 Contribuicdes do Trabalho

As principais contribuicdes deste estudo séo:

Andlise comparativa de cinco modelos (Decision Tree, Random Forest, Bagging,
AdaBoost e SVM) com base em métricas relevantes, como acuracia, sensibilidade,
especificidade, precisdao e AUC. Essa andlise forneceu pontos positivos e limitacdes

de cada abordagem.
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A pesquisa contribuiu para a compreenséo de como os dados disponibilizados pelo
Open Finance podem ser utilizados para prever o risco de crédito, demonstrando a

importancia de modelos de ensemble em cenérios complexos.

4.2 Trabalhos Futuros

7

Para trabalhos futuros, € recomendada a aplicacdo dos modelos a bases de dados
reais de instituicbes financeiras, o que permitiria uma analise mais robusta e
representativa. Além disso, a expansao do conjunto de dados, tanto em quantidade
guanto em diversidade de variaveis, pode melhorar a capacidade de generalizacdo dos
modelos.

Outras abordagens, como uso de redes neurais profundas (Deep Learning) ou
técnicas de aprendizado por reforco, pode trazer beneficios significativos,
especialmente em cenarios com grandes volumes de dados e relagdes néo lineares

complexas.
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APENDICE A - CODIGOS, BASE DE DADOS UTILIZADAS NO
DESENVOLVIMENTO DO ESTUDO

Os codigos e a base de dados utilizados no desenvolvimento deste trabalho estédo
disponibilizados em um repositério publico no GitHub.

O repositorio contém:

e Coadigos-fonte: Scripts utilizados para a analise, processamento de dados e
geracdo de resultados descritos no corpo da monografia.

e Base de dados: Conjunto de dados brutos e processados utlizados no
estudo, acompanhados de descri¢cdes detalhadas.

Para acessar os arquivos, utilize o seguinte link: https://github.com/Renatalarios
/Monografia---Modelo-de-Risco-de-Credito-com-Machine-Learning-e-dados-do-Open
-Finance.git



