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Resumo

A proposta deste trabalho € um estudo da rede de comunicacgao do sistema de
intertravamento microprocessado da sinalizagcao da linha 08 - CPTM, que
possibilita a comunicacédo do sistema de sinalizacdo de campo com o Centro
de Controle Operacional, CCO e vice-versa. Sendo essa denominada de Rede
Privada de Sinalizacéo.

Também sera simulada esta rede, por meio do simulador de rede Packet
tracer, e sera detalhado o funcionamento do segundo dominio da rede.

Por fim, o trabalho apresenta seus resultados dos calculos, simulacdes e testes
reais com rede. Em seguida, demonstra as formas como o simulador executa
suas rotinas, demonstrando o0s métodos de simulagdo utilizados, o
comportamento esperado para cada arquitetura e quais sequéncias para
possibilitar simulacdes de redes de dados.

O trabalho apresenta as diferencas entre os resultados reais, os calculados e
os simulados pelos softwares. Apontando nas conclusdes as limitagdes e 0 uso
recomendado do software de simulacao, para aprendizado de programacéao de
redes de comunicacdes e ndo para testes de desempenho com varios
componentes. Para testes envolvendo dois elementos de rede, os resultados
se aproximam dos reais e nos demais testes os valores divergem, como
explicado nos capitulos sequentes.

Palavras-chave:.
EIGRP, Sinalizacdo, Rede de dados, IP, Cisco Packet Tracer, simulacdo de

redes IPs.



Abstract

The purpose of this work is a study of microprocessor interlocking system
communication network of the signaling line 08 - CPTM, which enables
communication of the field of signaling system with the Operational Control
Center, CCO, and vice versa. This being called Private Network Signaling.

It will also be simulated this network through the packet network simulator tracer
with the detailing of second domain,

Finally, the paper presents the results of calculations, simulations and actual
tests with network. It also demonstrates the ways in which the simulator
executes its routines, demonstrating the simulation methods used, the expected
behavior for each architecture and which sequences to enable simulation of
data networks.

The work presents the differences between the actual results, calculated and
simulation by software. Pointing the findings limitations and recommended use
of simulation software for communications networks programming learning and
not for performance testing with various components. For tests involving two
network elements, the results are close to the real and the other tests the
values differ, as explained in sequent chapters.

Key words:
EIGRP, Signaling, Network, IP, Cisco Packet Tracer, IP Network Simulator.
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Introducéo

Vinculada a Secretaria de Estado dos Transportes Metropolitanos, a
Companhia Paulista de Trens Metropolitanos, CPTM, foi criada a partir de
autorizacéo prevista pela Lei n°® 7.861, de 28 de maio de 19921. Na qual previa
gue a nova Companhia passaria a assumir os sistemas de trens da Regiao
Metropolitana de S&o Paulo, RMSP. Substituindo a Companhia Brasileira de
Trens Urbanos (Superintendéncia de Trens Urbanos de S&do Paulo STU/SP),
CBTU, e a Ferrovia Paulista S/A, Fepasa. Cujo objetivo seria de assegurar a
continuidade e melhoria dos servigcos. Em 1994, a CPTM comecou a operar as
Linhas 7-Rubi e 10-Turquesa (antigas A e D) e 11-Coral e 12-Safira (antigas E
e F), que pertenciam a CBTU. Em 1996, passou a controlar os servicos da
Fepasa, com as Linhas 8-Diamante e 9-Esmeralda (antigas B e C)2.

Em seu primeiro ano de operagcdo, a Companhia registrou 800 mil
usuérios/dia. Em suas duas décadas de historia, ela vem passando por um
processo de revitalizacdo, modernizacdo e expansdo. Em 2014, a CPTM
alcancou a marca de trés milhdes de usuérios transportados por dia util.
Constatando um consideravel crescimento trés vezes maior que o comeco de
sua operacgdo, em 942,

Desde sua criacdo, a CPTM experimentou uma série de transformacdes
para aprimorar a qualidade de seus servigos e as mudancas se refletiram em
um novo conceito de relacionamento com seus usuarios, comunidade e
acionistas. Por meio de acdes efetivas de cunhos operacional, de manutencéo,
comunicacdo com usuarios e, principalmente, cultural, de insercéo social e de
acessibilidade.

Em 2008, para acompanhar o crescimento de usuarios, a Companhia
decidiu iniciar o processo de modernizacdo das linhas oriundas da Fepasa,
destinando uma grande reforma de sistemas de energia na linha 9-Esmeralda e
de sistemas de sinalizagdo e controle na linha 8-Diamante. Envolvendo a
substituicdo de intertravamento, sinalizacdo de alto desempenho CBTC (

Communications Based Train Control — em traducdo livre controle de trens

1 Disponivel em: http://www.al.sp.gov.br/repositorio/legislacao/lei/1992/lei-7861-28.05.1992.html
2 CPTM: “Nossa historia”. Disponivel em: http://www.cptm.sp.gov.br/a-companhia/Pages/Nossa-
Historia.aspx



baseado em comunicacao) e uma rede de comunicacéo de alta confiabilidade e
capacidade.

O CBTC utiliza uma comunicagao de rede ponto a ponto para o sistema
de sinalizag&do. Essa rede interliga as estacfes e locais técnicos com o Centro
de Controle Operacional, CCO, de forma redundante e confiavel. Tais
caracteristicas que o sistema possui sdo o principal objetivo deste trabalho:
saber realmente como a rede de comunicagdo se comporta na realidade,
verificando as especificacdes e parametros, se estdo dentro do resultado
esperado pelo sistema e pela propria CPTM. Por se tratar de uma nova
tecnologia empregada na Companhia, necessita de estudos e conhecimentos
para que, se necessario, possa-se sugerir alguma modificacdo na concepc¢éo
atual da rede ou o0 melhoramento dessa na aplicacdo onde esta empregada.

O processo de implantacdo de sistemas na CPTM é afetado pela forma
como seus produtos sdo desenvolvidos, seja pela divisdo de lotes das
contratacdes, lacunas em projetos basicos ou mesmo por caracteristicas ndo
normatizadas pelos inUmeros sistemas, desta forma a rede de dados da linha 8
€ um projeto de know how exclusivo do fornecedor de sinalizacdo devido ao
formato do empreendimento como um todo, entdo este trabalho apresenta seus

objetivos a seguir e objetiva atuar nestas lacunas mencionadas na introducao.

1 Objetivos

Analisar a rede de comunicac¢des de alta confiabilidade e capacidade da
linha 8-Diamante.

Os aspectos a serem analisados serdo: arquitetura; desempenho e
possibilidade de integracdo entre demais sistemas; andlise com demais
arquiteturas de redes de dados destinadas as aplicacbes semelhantes de
automacao.

Comparar a velocidade da rede dado, como ¢é influenciada pela

arquitetura de rede detalhando o segundo dominio. Verificar a possibilidade do



uso da rede dados para transporte de dados ndo provenientes dos sistemas de

sinalizacao.

1.1 Motivacdo e Argumentacao

A arquitetura da rede de dados da sinalizagdo da linha 8-Diamante
requer analise de sua capacidade de funcionamento, a fim de apontar seu
comportamento com seus sistemas principais e como 0s demais sistemas que
a utilizam sao afetados. Analisando também como a rede se comporta em
condic@es de falhas.

A principal funcdo dessa rede é a comunicagdo entre dominios de
sinalizacdo e o CCO. Propiciando, assim, a implantacdo do novo sistema de
sinalizacdo, que reduzira o intervalo entre trens na linha 8-Diamante de seis
minutos para trés minutos. Traduzindo, entdo, ao usuario da CPTM em um
aumento da capacidade de transporte da linha de 20 mil pessoas sentido/hora
para 40 mil pessoas sentido/hora. O que torna a linha muito mais confortavel e
veloz.

A rede também € a base para troca do sistema de intertravamento
tradicional por circuitos de via para o sistema mais avancado atualmente,
baseado em comunicacao de dados, CBTC.

O CBTC é um sistema de sinalizagdo metroferroviario inteiramente
baseado em comunicagdes, em que as composi¢des e 0S equipamentos de
controle conversam por uma rede complexa de dados, envolvendo sistemas de
radio telecomunicacoes e sistema de comunica¢cGes com fibras Optica. A fim de
garantir que as composicdes transitam de forma segura e eficiente na linha
férrea.

Gracas a capacidade constante de troca de dados, o CBTC permite
formas de regulacdo avancada de linha, possibilitando adiantar ou atrasar trens
em tempo real e ideal para enfrentar linhas com alta variacdo no nimero de
usuarios. O sistema também permite ajustar a poténcia elétrica - utilizada para
locomocdo dos trens, com o objetivo de economizar energia ou em uma

situacdo de emergéncia. Por exemplo, uma subestacdo de energia fora do



sistema, que geraria a necessidade de ter um limite de energia. Assim, o
sistema reduziria automaticamente a quantidade de trens necessarios para que
a operacao pudesse utilizar no carrossel, sem comprometer uma possivel
gueda de energia ou uma multa por utilizar energia acima da demanda.

Como caracteristica principal nesses sistemas de sinalizacdo € a
comunicacdo constante entre as partes envolvidas em caso de falha na
comunicacdo, os sistemas iniciam tratativas de seguranca, com reducao de
velocidades, aumento nos intervalos entre trens, chegando a parada total.

O relatério de dados basicos operacionais, emitido pela operacdo da
CPTM, aponta o atual intervalo entre trens da linha 08, a oferta de lugares e a
guantidade de pessoas que efetivamente fazem uso da linha. Como pode ser

visto na Figura 1:

Intervalo entre trens | Oferta de lugares por hora Quantidade de pessoas.

5 minutos 24.432 24.312

Figura 1: Dados operacionais da linha 08 - Diamante da CPTM

Tal linha interliga as esta¢fes Julio Prestes & Amador Bueno, dividindo-
se em dois trechos: Julio Prestes a Itapevi e Itapevi & Amador Bueno.
Passando por seis municipios (Sdo Paulo, Osasco, Carapicuiba, Barueri,
Jandira e Itapevi), conforme Figura 2. Possui uma extensédo de 41 quildbmetros
de trilhos de bitola larga, sendo que em algumas regides ha ainda o trilho de
bitola métrica, utilizado pelos trens de carga. Ela possui transferéncia para a
linha 09-Esmeralda da CPTM, nas esta¢cOes de Osasco e Presidente Altino, e
com as linhas 07-Rubi da CPTM 03-Vermelha do Metrd, na estacdo da Barra

Funda.

Osasco Sao Paulo

Itapevi Jandira Barueri Carapicuiba

Figura 2: Linha 08-Diamante com divisdo de municipios.




No primeiro trecho (Julio Prestes — Itapevi), a linha 08 oferece 296
viagens durante um dia util, sem que ocorra um problema que venha a
prejudicar a operacdo e que comprometa o headway. JA& a segunda parte
(Itapevi - Amador Bueno), proporciona 83 viagens. Também h& um loop interno
entre Julio Prestes e Barueri, ativo somente no horéario de pico pela manha, que
ocorre das 06h00 as 09h00, com 44 viagens.

A frota dessa linha é composta por somente um tipo de composicdo: o
trem série 8000. Cuja capacidade é de transportar 2036 pessoas por viagem. O
cruzamento entre os intervalos, entre trens e a quantidade de lugares
disponiveis por composicdo resulta no Grafico 1, abaixo. Para ilustrar melhor a
realidade, os dados demonstram a capacidade de transporte de uma linha com
intervalos entre trens de cinco minutos comparada com uma linha com

intervalos de trés minutos.

Lugaresdigponiveis  maom
Tempo () inersdas intersdos
1] 0 &o0m
203 3395
4072 grgy 0w
A1 10280
a4 15573
10LE0 18967 o
20340
14252 2753 qom
16283 27147
15524 30540 wao
20380 3503

Z15% I a
a5 07T o 5 0 15 M 5 W 3 41 A5 B 55 En

BHEHAERAERERE oo
5
&

GRAFICO 1: Quantidades de pessoas transportadas considerando o intervalo
de trens.

Quanto menor o intervalo entre trens, maior sera o impacto da
paralisacdo em uma linha. Em seguida, o Grafico 2 apresenta linhas com cinco

minutos de intervalo entre trens, sendo paralisadas por 10 minutos.
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GRAFICO 2: Impacto na quantidade de pessoas transportadas para falhas em linhas
de cinco minutos;

Ja no Grafico 3, os dados demonstram o impacto de paralisacdes de 10

minutos em linhas com intervalo entre trens de trés minutos:
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GRAFICO 3: Impacto para falhas com headway de trés minutos

Por mais que os graficos apontem que o impacto nas linhas, em
porcentual, € o mesmo (de 50%). Contudo, ha um salto no impacto de pessoas,
de 12 mil para 20 mil usuérios por hora.

Desta forma, fica claro que quanto maior for o desempenho da linha,
maior € a necessidade que todo sistema opere sem interrupcdes ou
degradacfes. Sendo que a rede tem uma importancia especial, pois interliga

todos os sistemas que devem trabalhar.



Tao importante quanto a operacdo sem interrupcdo e degradacdo € a
capacidade de manter o sistema funcionando durante toda a sua vida util. A
rede de sinalizagdo em foco depende exclusivamente de um protocolo
dedicado de roteamento automatico, impedindo a compatibilizacdo com novos

sistemas e com equipamentos que nao constam com esta funcionalidade.



2 Sinalizagéo

O sistema de sinalizagé@o da linha 08 é constituido em grande parte por
l6gica microprocessada. A regido que permanece com a logica a relé é o trecho
entre as estacdes Imperatriz Leopoldina e Osasco, com cerca de quatro
quildmetros. O sistema de sinalizacdo coleta as informacdes dos objetos de
campo, geralmente relés do tipo vital, instalados ao longo da via férrea. Essas
informacgdes sao transmitidas para os “cérebros” do sistema, que realizam
l6gicas de sinalizacédo e automacao dos sistemas, como verificacdo do bloqueio
de uma determinada rota e codificacéo para o bordo do trem de forma segura.

Tais “cérebros” sdo denominados de intertravamento eletrénico, em uma
mistura de homenagem aos antigos sistemas de controle ferroviario feitos por
|6gica de intertravamento a relés e eletronica moderna. Comunica-se com seus
respectivos vizinhos até que a informacéo esteja presente no centro de controle
operacional. Esses dados sdo encaminhados através de uma rede fisica de
fibra 6tica do tipo Ethernet/IP de alta confiabilidade.

A rede na qual analisaremos sera a privada de sinalizacdo, RPS, que
interconecta os sistemas de intertravamento de campo da sinalizacdo com o
centro de controle. Ela possui equipamentos de comunicacdo duplicados e a
topologia acompanha o anel fisico, que sera detalhado no capitulo 6.1.

A arquitetura utilizada pela rede RPS, neste fornecimento do sistema de
sinalizacdo, compreende trés tipos de equipamentos essenciais, sendo eles:

° Main;

° VOC:;

° VOC ATP.

Main

O Main é o concentrador de informag¢des do intertravamento vital,
comunicando- se com o0s controladores vitais de objeto Vital Object Controler,
VOC, e Vital Object Controle Automatic Train Protection, VOC ATP,



executando as rotinas locais de automacdo e seguranca. Também é

responsavel pelo envio de informacdes ao Servidor do CCO.

2.2 VOC

7

O VOC ¢é responsavel pela logica de campo da sinalizacdo. O
equipamento tem a fungdo de manter a distancia segura entre trens, controlar
0s equipamentos de mudanca de via, permitir o transito das composi¢cdes nos
trechos determinados e controle de sinais de via.

Por ser montado em légica vital, toda condicdo de operacdo do
equipamento € desenvolvida para que o sistema sempre se comporte em falha
segura. Ou seja, em qualquer condicdo de falha, anomalia ou comportamento
estranho das entradas, o sistema sempre encaminha para uma condicao
segura, saindo de interrupcdes de trechos até a parada completa dos trens.

A falta de comunicacdo com o Main leva o sistema a uma condi¢céo
chamada de rota padréo, na qual toda a sinalizacao se alinha na rota normal da
linha. Obviamente, mais condi¢cdes de seguranca sao tratadas nesse evento,

mas elas nado fazem parte do escopo dessa analise.

2.3 VOCATP

O VOC ATP é um controlador de objeto vital para o sistema de protecéo
de trens a partir da comunicac¢éo das informacgdes recebidas pelo Main. O VOC
ATP é responsavel pela geracdo dos coédigos de velocidades para as
composicoes.

Sua concepcdo é de tal forma para que seja garantida a geragdo do
codigo certo. Em caso de falha na comunicacdo com o Main, o codigo de
velocidade do sistema desaparece e as composicdes também séo levadas a

paralisagao.
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2.4 Rede Privada da Sinalizagao

A linha 08 é dividida em quatro regides macros ou dominios: Barra
Funda, Osasco, Carapicuiba e Itapevi. Tais regides recebem a informacao dos
VOCs vizinhos através dos Mains correspondentes. Por exemplo, o dominio de
Barra Funda detém os Mains de Julio Prestes (JPR), Barra Funda (BFU), Lapa
(LAB) e Domingos de Moraes (DOM), que também estdo instalados no site de
Barra Funda. Cada dominio concentra as informacfes dos elementos, que,

geralmente, estdo na estacdo mais proxima, por exemplo, a estacdo da Lapa.

VOC 1 LAP

«— E|W —

6
o4
- — B8 2 m—

Figura 3: Dominio LAPA

Podemos observar que os circuitos de via, maquina de chave, sinais e
demais elementos desse trecho estéo localizados no VOC 1 da Lapa. Indicado
na parte superior de desenho, onde esta também a direcdo dos elementos
Leste (E) ou Oeste (W).

De acordo com a quantidade de equipamentos em cada site, a
quantidade de equipamentos do tipo VOC varia. Porém, o impacto dessa
variacdo na quantidade de informag@o na comunicagao é baixo.

A comunicacdo encaminhada dos VOCs para Main, e vice-versa, € do
tipo string fixa. Por exemplo, o quinto e o sexto bit da string sempre

representam a posicdo da maquina de chave 3B, enquanto o sétimo e o oitavo
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bit os da maquina 3A. Dessa forma, a sinalizacdo diminui a necessidade de
decodificagdo complexa da string, pois ndo € necesséario buscar o nome da
maquina de chave e depois seu status na string, mantendo os pacotes de
informag&o pequenos.

A comunicacdao realizada entre os Mains e o servidor do CCO é padréo
de rede de computadores. O que significa que aqui os pacotes IPs (Internet
Protocol) contemplam informagdes complexas sobre a ocupacéao dos circuitos e
rotas a serem alinhadas. Cabe ressaltar que o software do servidor do CCO
nao é vital. Assim, ele pode encaminhar informacdes que serdo rejeitadas
pelos Mains. O Main € responsavel por toda l6gica de seguranca da
sinalizagdo, porém somente as rotas sé@o trabalhadas. Ja o VOC é sempre o
responsavel pela autorizacao dos avancos das composicoes.

A figura abaixo representa a comunicacao realizada pelos Mains com o
servidor do CCO.

MAlN PR
MAALT TP WAL BFLI

ML D ) 1 L&

MAIN BRLU ML DA

SERWIDOR CCO Ml | LE

MAIM STE \W

MM CPE

hAI PRAL

Figura 4: Comunicacdo Mains com o servidor CCO

Cada Main se comunica com seus respectivos VOCs e VOCs ATP,

como apresentando na figura abaixo:
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MAIM BFL WOC BFU

Figura 5: Comunicacao Mains com o VOC

Obviamente, que as quantidades sdo sempre proporcionais ao tamanho
e complexidade da via que se ira automatizar. Na linha 08, existem mais
trechos com equipamentos de via do que com controle de cédigo de
velocidade. Dessa maneira, temos trechos que possuem um Main que controla

dois VOCs e um VOC ATP entre outros arranjos.

2.5 Tamanho dos pacotes de comunicacéo

Para controlar e gerar o fluxo de dados entre VOC e Mains € usado um
protocolo proprietario do fabricante do intertravamento, situado na camada de
aplicacdo do sistema. Ou seja, o sistema trabalha todo o controle da
comunicacdo na camada superior do modelo OSI.

Esse protocolo, por medida de seguranca, gera sempre pacotes fixos de
tamanho em bits, independentemente da quantidade de objetos controlados.
Dessa forma, foi captado em campo que esses 0s pacotes tém o tamanho de
66 Kbytes e sdo comumente encontrados em intervalos de 0,5 segundos.
Resultando em uma banda de 132 KBps, ou 1.056 Mbps. Este tamanho foi
detectado ja na camada de transmissao, interceptado por um Sniffer de rede.
Sendo assim, os encapsulamentos das camadas 2 e 3 ja estdo presentes.

Para a simulacdo, usamos o teste de Ping® com um ajuste no tamanho

do pacote em camada 2 para 144 Bytes cada. Excepcionalmente, o software

3 Disponivel em: https://technet.microsoft.com/en-us/library/cc940091.aspx



https://technet.microsoft.com/en-us/library/cc940091.aspx
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de simulacdo ndo tem uma ferramenta que permite contabilizar o tempo de
propagacdo de pacotes menores. No intuito de saturar as redes, usamos

também o transporte de arquivos de 1,12 MB e 2,24MB.

2.6 Camadas de protocolos

A rede IP encaminha suas informacdes através de camadas de
protocolos, que controlam o enlace elétrico, a rede IP, a camada de transporte
com os protocolos TCP e UDP e as camadas subsequentes de aplicacdo. A
seguir, uma explicacdo dessas camadas e o papel dentro do processo.

A camada de enlace é a responsavel pela troca de informacéo elétrica
entre os componentes. Nela toda a informacéo vai estar alinhada em uma fila
de bits para transmissao, controlando o trafego de dados e fornecendo a
sincronizagdo entre os componentes.

A camada de rede, também conhecida como camada Internet, &
responsavel por determinar o melhor caminho por onde os pacotes devem ser
transmitidos. Utiliza-se de enderecos logicos - o principal utilizado é o IP. O
protocolo IP possui uma identificacdo légica, que € um numero de 32 bits
(versdo 4) ou 128 bits (versdo 6), que os computadores utilizam para
identificacdo e comunicagdo uns com 0s outros*.

Em seu livro, Tannenbaum faz uma analogia das camadas de transporte

e de rede com o sistema de convencional de correio, que diz:

Uma pessoa pode deixar uma sequéncia de cartas
internacionais em uma caixa de correio em um pais e, com um pouco
de sorte, a maioria delas sera entregue no endereco correto no pais
de destino. Provavelmente, as cartas atravessardo um ou mais
gateways internacionais ao longo do caminho, mas esse processo é
transparente para os usuarios. Além disso, o fato de cada pais (ou
seja, cada rede) ter seus proprios selos, tamanhos de envelope

preferidos e regras de entrega fica oculto dos usuarios®.

4 Disponivel em:
http://intertemas.toledoprudente.edu.br/revista/index.php/ETIC/article/viewFile/4378/4137
®> Tanenbaum, Andrew S. Redes de computadores. Amsterdam (HOL), Editora Campus, 2003. Pag. 48.
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Por exemplo, IP do controlador de objeto da estacdo Barra Funda € o
10.35.2.11, sendo do tipo IPv4. O tamanho dos pacotes que transita nesta rede
varia de 66 Bytes para 1500 Bytes tipicamente. Mas técnicas de jumbo frame
permitem pacotes de até 9000 Bytes. Na camada de rede também esta o
protocolo Internet Control Message Protocol, ICMP, que € responsavel pela
informacéo de erro ao nivel IP de origem, ndo tendo qualquer responsabilidade
sobre a correcdo dos mesmos®.

Para explicar o funcionamento do ICMP, imaginamos uma rede

conforme figura abaixo:

—

—

Estacdo A Estacdo B

Router 1

Figura 6: Troca de pacote entre a estacdo A e estacdo B

Estacdo A envia um pacote a estacdo B, por meio do Router 1. Ao
chegar no Router 1, averigua-se que esse ndo € capaz de entregar tal pacote.
Entdo, Router 1 envia um pacote ICMP redirect a Estacdo A, para avisar a
necessidade de usar o Router 2 para esse efeito.

A camada de transporte € responsavel pelo transporte e regulacdo do
fluxo de informacfes da origem até o destino. Ela possui dois protocolos que
sdo o User Datagram Protocol, UDP, e Transmission Control Protocol, TCP. O
UDP realiza apenas a multiplexacdo para que varias aplicacbes possam
acessar o sistema de comunicagcédo de forma coerente. Enquanto o TCP faz,
além da multiplexacdo, uma série de fungcbes para tornar a comunicagéo entre
origem e destino mais confidveis. Sao responsabilidades desse: controle de
fluxo, controle de erro, a sequenciacéo e a multiplexacdo de mensagens.

Tanenbaum ainda explica que a camada de aplicacédo “contém todos os

protocolos de nivel mais alto”. Fazem parte desses protocolos: o de terminal

® Disponivel em:
http://www.dcc.fc.up.pt/~ssargento/aulas_2003_2004/RSD/aulas_teoricas/RSD_ICMP_6.pdf
" Tanenbaum, Andrew S. Redes de computadores. Amsterdam (HOL), Editora Campus, 2003. Pag. 49.
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virtual, Telnet; o de transferéncia de arquivos, FTP, e de correio eletrénico,
SMTP. O Telnet tem como funcdo conectar uma pessoa a uma maguina a
distancia. Assim, podemos ter um posto de comando local, em qualquer
estacdo, para controlar a operacao. O FTP permite a transferéncia de arquivos

entre maquinas.

2.7 Redundéancia de comunicacgao

Na arquitetura deste tipo de intertravamento, para garantir a redundancia
do sistema, todos os equipamentos do tipo VOC, VOC ATP e Main contam com
duas interfaces ethernet 100Mbps. Cada uma é conectada a duas redes
distintas e nao interligadas logicamente. Resumidamente, ha duas portas
ethernet em todos os VOC, VOC ATP e Main, que sao eletricamente
independentes do hardware dos equipamentos

O intertravamento garante que uma falha simples da rede ndo cause a
interrupcdo da comunicacdo. Pois esse duplica a informacdo entre as duas
redes. Ressaltamos, assim, que nao existe ganho em desempenho e a andlise
posterior pode ser realizada com se a rede fosse Unica. A figura, abaixo, ilustra

tal situacéo:

BN e Rede 2 e QRN gIN«— Bede 1 —s Rzl gl)

WOC BFU ATP | WO BEL ATF

Figura 7: Redundéancia da rede 1 e rede 2
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3 Distribuicdo dos componentes e Hardware de rede

A distribuicdo dos equipamentos é realizada de acordo com a
guantidade necesséaria para o controle de dominios de sinalizacdo. Em suma,
guanto maior a quantidade de equipamentos a serem controlados, maior € a
necessidade de equipamentos de controle.

A tabela 1 demonstra a quantidade de cada equipamento em cada

localidade necessaria para controle da linha 8, no primeiro e segundo dominio:

Local Equipamento Local | Equipamento
CCO Bras | Servidor CCO ILE VOC ILE

JPR VOC JPR ILE VOC ATP ILE
JPR VOC ATP JPR PAL | VOC PAL

BFU MAIN JPR PAL | VOC ATP PAL
BFU MAIN BFU PPAL | MAIN PPAL
BFU MAIN LAB PPAL | VOC PPAL
BFU MAIN DMO OSA | MAIN ILE
BFU VOC BFU OSA | MAIN PAL
BFU VOC ATP BFU OSA | MAIN OSA
LAB VOC LAB OSA | VOC OSA
LAB VOC ATP LAB OSA | VOCOSA?2
DMO VOC DMO OSA | VOC ATP OSA
DMO VOC ATP DMO

DMO VOC ATP DMO 2

Tabela 1: LISTA DE COMPONENTES PRIMEIRO E DE SEGUNDO DOMINIO
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A tabela 2 mostra os equipamentos presentes no terceiro e quarto

dominio:
Local Equipamento Local | Equipamento
CSA VOC CSA AJO | VOC ATP AJO
CSA VOC ATP CSA AJO | VOC ATP AJO 2
GMC VOC GMC BRU | VOC BRU
GMC VOC ATP GMC BRU |VOC BRU 2
CPB MAIN GMC BRU |VOC ATP BRU
CPB MAIN CSA JDR | VOC JDR
CPB MAIN CPB JDR | VOC ATP JDR
CPB MAIN STE IPV MAIN STE
CPB VOC CPB IPV MAIN AJO
CPB VOC CPB 2 IPV MAIN BRU
CPB VOC ATP CPB IPV MAIN IPV
STE VOC ATP STE IPV VOC IPV
STE VOC ATP STE 2 IPV VOC IPV 2

IPV VOC ATP IPV

Tabela 2: LISTA DE COMPONENTES TERCEIRO E QUARTO DOMINIO

A interligacdo dos componentes é realizada de acordo com as redes,
gue serdao exemplificadas no capitulo 4, com os dois tipos de equipamentos de
rede, um Switch padrdo e um Switch Central.

Cada local contém um Switch padrdo que interliga os componentes
daquele local. Ja o Switch Central é utilizado somente na rede em estrela na

localidade do CCO. Desta forma, as caracteristicas dos Switchs sao:

Switch padréo:

° 24 portas 10/100 Fast-ethernet;

° Duas portas 10/100/1000 Gigabit ethernet;

° Capacidade de roteamento de 32 Gbps;

° Capacidade de roteamento em pacotes por segundo de 38,7

Mpps
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A distribuicdo dos equipamentos e os modelos dos Switchs é fornecida
no AR38508, documento CPTM, este trabalho detalha os testes realizados no

segundo dominio, correspondente a segunda coluna da tabela 1.

8 Consdrcio diamante. Siemens Rail. AR3850 - RELATORIO TECNICO — ENDERECAMENTO DOS EQUIPAMENTOS
NA LINHA 8. Reviséo 3, S&o Paulo, RT-S-08-99-99-0599/6-Y00-005, 2015.
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4 Rede em Anel

A rede utilizada pela RPS € uma Rede em Anel, na qual cada né esta
conectado mediante um dispositivo Switch de forma que o todo site tenha duas
saidas, a lado leste e lado oeste, ambas conectadas com o anterior e préximo
site.

No final, os sites de Itapevi e CCO Bras sao interconectados fechando o
anel. A informacéo circula no interior dele, formando uma série de enlaces
ponto a ponto entre os Switchs.

A interligacéo entre as localidades é feita com enderecgos especificos em
camada 2, levando ao uso de roteadores. Os Switchs estdo programados para
assumirem a funcdo de roteamento. Caso contrario, fica impossivel para a
comunicacao ocorrer entre os sites.

Consequentemente, 0s congestionamentos na rede ficam restritos ao
site que estédo, tornando esse, também, obrigatorio no uso de um protocolo de
roteamento, seja estético, seja dinamico.

A figura 8 demonstra a rede da sinalizacdo em Anel:

‘“ — — . “ — — . :‘ ¥ — — : ‘ A —— : ‘
b =~ = S 5~ V9 “FP
R
CCOBRAS PR BFU LAB o{no
I
l 11\J\1‘__ l\,\“‘__lﬂ\l\“
l /,E\
| ~ PPAL PAL ILE
| &%
vy
| ~
~
I OSA \r;»
: t — — : — — ‘
I NP Y : 1\,\; A N 5
I CMD GMC C%B
7 5
V‘\I\ — — l\’\ ) —— ‘\’\‘ ) —— -‘-\l\. -— ‘*\f\,‘
' e Rl iy £l
1PV JDR BRR AJO STE

Figura 8: Arquitetura de rede em Anel.
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Em cada localidade existe um Switch que concentra os equipamentos do
local com duas portas de 1Gbps, interconectadas ao site anterior e posterior a
localidade. Para ligagéo fisica, essa arquitetura requisita dois pares de fibras
Opticas lancadas do CCO até Itapevi. Dessa maneira, o Anel apresenta duas
rotas entre todos os sites.

O protocolo utilizado pela rede para roteamento € o Enhanced Interior
Gateway Routing, EIGRP, uma versao superior do Interior Gateway Routing
Protocol, IGRP. Ambos os protocolos séo desenvolvidos pela Cisco®.

A partir de uma tabela de rotas e enderecos, o EIGRP encaminha os
pacotes de acordo com uma métrica. A métrica envolve parametros, como
largura de banda, atraso, confiabilidade, carga e MTU. A forma como a métrica
se comportara pode ser decidida pelo usuario, no nosso caso essa obedece ao
conjunto de métricas do caminho mais rapido. O EIGRP envia apenas
atualizacdes parciais das suas tabelas de rotas quando hd uma alteracao de
rota e os enlaces sdo mantidos sob vigilancia, determinando quais caminhos
foram perdidos quando os enlaces sé&o desativados, disparando rotinas para
manter o acesso a todas as redes mapeadas™®.

O EIGRP mantém uma cépia das tabelas de roteamento de seus
vizinhos em eventos quando uma rota ndo é encontrada, disparando uma
consulta para outros roteadores, que é propagado até que uma rota seja
resolvida'?.

O protocolo EIGRP da Cisco pode ser encontrado em:

http://www.cisco.com/c/en/us/support/docs/ip/enhanced-interior-gateway-

routing-protocol-eigrp/16406-eigrp-toc. html#intro.1?

% Expdsito, J., Trujillo, V., Gamess, E.: Easy-EIGRP: A Didactic Application for Teaching and
Learning of the Enhanced Interior Gateway Routing Protocol, Caracas (VEN),. Pag 1.

10 Thorenoor, Sheela Ganesh: Dynamic Routing Protocol implementation decision between EIGRP,
OSPF and RIP based on Technical Background Using OPNET Modeler. Bangalore (IND)

1 Thorenoor, Sheela Ganesh: Dynamic Routing Protocol implementation decision between EIGRP,
OSPF and RIP based on Technical Background Using OPNET Modeler. Bangalore (IND)

12 Cisco. Enhanced Interior Gateway Routing Protocol. ID 16406,

Disponivel em: http://www.cisco.com/c/en/us/support/docs/ip/enhanced-interior-gateway-routing-
protocol-eigrp/16406-eigrp-toc.html#intro. Acesso em: 27 marco 2016


http://www.cisco.com/c/en/us/support/docs/ip/enhanced-interior-gateway-routing-protocol-eigrp/16406-eigrp-toc.html#intro
http://www.cisco.com/c/en/us/support/docs/ip/enhanced-interior-gateway-routing-protocol-eigrp/16406-eigrp-toc.html#intro
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4.1 Enderegamento IP das redes

A Rede em Anel, tem uma tabela de enderecos particular, cada
localidade tem uma rede prépria. Assim como 0s enderecos entre as
localidades também possuem uma rede particular de dois enderecos. A Figura

11 apresenta os sites com seus devido IPs:

10.36.160.0/30 10.36.160.5/30 10.36.160.9/30 10.36.160.13/30

L “.‘l.,“ i Tp— l“\f\- P _—n' -‘\.{\.. [ —— \ —“rﬁ\- o —— .‘1'4'*“;,-

103600/22 | #  103510/24 | @ 10352024 ' ¥  103530/24 ' # 103540022 ' ¥
|
CCO‘FRAS JPR BFU LAB Dgo
10.36.160.17/30
I 10.36.160.25/30 10.36.160.21/30
I s S JR— — - lx.[\\ o —— '7.1.4-.7_ -
10.36.160.29/30 e e 'y
l 2 P - o950/ 10.35.6.0/24 10.35.5.0/24
| = ~ PPAL PAL ILE
10.36.160.65/30 | W oy o
I “N,_ 10.36.160.33/30
I OSA \\@ 10.36.160.37/30 10.36.160.41/30
I ll\f\t_—— 'irl-A-\h‘_ L —— 1.7‘\]\.37
I 10359.0/24 o 10.35.10.0/24 | “ 10.35.11.0/24 e
CMD GMC
10.36.160.45/30
% 10.36.160.61/30 10.36.160.57/30 10.36.160.53/30 10.36.160.49/30 &
¥ l\r\; L) e—— 'Vi.i’sj\.. ) —— ¥ iﬁ\h ) —— \ A‘._rs,» ) —— ‘ l-g,ls,l
1035160/24 | # 1035150/24 | ® 103514024 ' # 103s130/24 ' # 1035120/24 ' ¥
1PV JDR BRR AJO STE

Figura 9: Arquitetura em Anel com os respectivos IP’s

Nessa configuragdo, os Switchs assumem papéis normalmente
utilizados por roteadores, para que a comunicacao entre os Mains, VOC e o
CCO possa ocorrer. A tabela com os respectivos enderecamentos das redes

em Anel, Barramento e Estrela de cada equipamento estdo no anexo I.
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5 Velocidade tedrica das redes

A velocidade de resposta tedrica das redes é calculada a partir do tempo
de transporte dos pacotes da rede somado ao tempo de roteamento do Switch.
O tempo de transporte total em conexdes (TT) é igual ao tempo de transportes
dos enlaces envolvidos (Ts) somado ao tempo de roteamento dos Switchs
envolvidos.

Para facilitar os calculos, os efeitos de aglomeracdo de pacotes terdo
tratativas lineares. Dessa forma, as curvas calculadas ndo mostrardo efeitos
tipo dente de serra, mas apresentardo valores proximos.

O tempo de transportes dos enlaces envolvidos (Ts) € igual ao tamanho
do arquivo ou do pacote dividido pela largura de banda do canal entre as portas
dos equipamentos e os Switches. Representando o tempo que leva entre as
portas Ethernet de dois equipamentos, a partir do momento que é entregue na
camada de transporte do equipamento. Para efeito de célculo e simulacgéo,
sera desprezado o efeito do desempenho do hardware, uma situacdo em que
nao importa a velocidade da rede, os préprios componentes clientes ndo tém
capacidade de lidar com o volume de dados e o desempenho da rede ndo pode
ser alcancado. Também serdo simplificados os modelos de entradas de dados
com relacdo as entradas estatisticas da rede.

O tempo de roteamento do Switch (RT) é igual ao inverso do roteamento
maximo de pacotes por segundo do equipamento, 0 que representa 0 tempo
gue o Switch leva no processo de encaminhamento dos pacotes.

Séo calculados trés valores basicos para todas a redes, que sao: tempo
de propagacéo do pacote Ping; tempo de propagac¢ao dos arquivos 1,12MB e
tempo de propagacdo dos arquivos 2,24MB3. Em sequéncia, eles foram
somados usando a mesma logica de testes do capitulo 8 e a arquitetura das
redes do capitulo 4. A planilha com os resultados esperados esta presente no

anexo lll.

13 Bradner, S. and McQuaid, J.: RFC:2544, Benchmarking Methodology for Network Interconnect
Devices. IETF (USA)
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5.1 Calculo de tempos minimos de propagacao

Abaixo, a Figura 12 demonstra os tempos de propagacao de um pacote

Ping entre VOC e Main para a regido da Barra Funda:

pran— 57}

PC-PT
ATP VOC BFU
< ﬂJchh
2960-24RS ;-
Server-PT / Bml‘&\ VOC BEU
BFU MAIN
/ \
// \\
/ \
¢ \
X ¢ '
"\
3560-24PS 3560-24PS
LAB JPR

Figura 10: Interligacdo entre VOC e Main de BFU

Um pacote de Ping encaminhado de VOC BFU para BFU Main passa
pela seguinte rota: primeiro, enlace entre VOC BFU e BFU SW a uma
velocidade de 100 Mbps, deste tempo propagag¢ao temos o primeiro “ts”, o tsl.
Em seguida, ao estar presente no Switch BFU, esse o encaminha para o
segundo enlace, entre o Switch BFU e o BFU Main, aqui temos a parcela do
RT. No segundo enlace, o pacote sera transmitido, agora, entre Switch BFU e
BFU Main e chamamos de ts 2.

Resultando, entdo, na somatdria abaixo:

TT[VOC BFU >BFU MAIN]=ts1+RT+ts2 (1)

A préxima figura mostra a comunicacdo entre VOC e Main para Julio

Prestes.
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Server-PT
JPR MAIN

Te

———— (| —

—
3560-24PS PC-PT
BFU JPR JPR VOC 1P

Figura 11: Interligacdo entre VOC e Main de JPR

Podemos aplicar a equacao anterior e nota-se que serao inclusas novas
variaveis de RT e TG na equacao.

TT[VOC JPR > JPR MAIN]=ts1+RT+ts2+TG+RT. (2)

Seguindo para o proximo site, temos a seguinte arquitetura:

- g.___...g.___._H
PC-PT 3560-24PS 3560-24PS

DMO VOC 1P DMO A1 356&52;4% BFU gfar(\)’ew::;;

Figura 12: Interligacdo entre VOC e Main de DMO

Descrevendo essa nova conexao temos que:
TT[VOC DMO > DMO MAIN]=ts1+RT+ts2+TG+RT+TG+RT. (3)

Logo, colocando os termos TG e RT em funcdo da adicdo de links
gigabit e switchs temos a equacgéo final abaixo:
TT[VOC X > X MAIN]=ts1+RT+ts2+N*(TG+RT) (4)

Onde tsl=ts2 = tempo de propagacédo do pacote em interfaces 100
Mbps.

RT = tempo de roteamento do Switch.

Tg= Tempo de propagacao do pacote em interfaces 1000Mbps.

N= Numero de switchs pertencentes a transmissao subtraido de 1.
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Para calculo completo do efeito de Ping, pergunta e resposta, é
necessario multiplicar a formula por 2.
Entéo temos:
TT[VOC X > X MAIN]=2*[ts1+RT+ts2+N*(TG+RT)] (5)

5.2 Calculos das variaveis Tsl, Ts2, RT e Tg

As variaveis de tempo sdo calculadas para trés instancias diferentes:
pacotes de 144 Bytes do tipo Ping; transmissédo de 1,12MB e transmissao de
2,24 Mb.

Para pacote Ping:

Ts1[ 144]=144/(100/8)M (6)
Ts1[ 144]=11,6us

Para os calculos dos pacotes Tsl e Tg nos pacotes maiores €
necessario corrigir o tempo de propagacao, devido a subdivisdo em pacotes
menores. Neste calculo, o protocolo FTP encapsulara arquivos de 1,12MB e
2,24MB em pacotes de 1500 Bytes, com efetivo de 1450 Bytes por pacote.

Desta forma, a divisdo dos arquivos em pacotes de 1500 bytes significa
um aumento de 3,33% no tamanho. Resultando numa variagéo de 3,33% nos
tempos de propagacao:

Ts1[ 1,12M]=1,12MB/(100/8)*1,033
Ts1[ 1,12M]=92,59ms
Tg[ 1,12M]=1,12MB/(1000/8)*1,033
Tg[ 1,12M]=9,25ms
Ts1[ 2,24M]=2,24MB/(100/8)*1,033
Ts1[ 2,24M]=185,17ms
Tg[ 2,24M]=2,24MB/(1000/8)*1,033
Tg[2,24M]= 18,51ms
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Convém observar que 1,12 MB e 2,24 MB devem ser convertidos para
bytes, levando em consideracdo que nesse caso o valor das constantes K, M e
G é de 1024 e n&o 1000.

Para o célculo de RT é usada a seguinte formula:

RT= 1/ Capacidade de roteamento. (7)

Logo temos que, aplicando na equacéo:
RT = 1/38,7Mbps =0.025us

O valor de RT também é corrigido devido a quantidade de pacotes,
sendo que:
RT2=RT*n

Onde n € igual a quantidade de pacotes:
n[1,12]= 1,12 MB /1450=810
n[2,24]= 2,24 MB /1450=1620
RT2[1,12]= RT*n = 810*25ps = 20,93us
RT2[2,14]= RT*n = 1620 * 25ps = 41,86us

A partir da aplicagdo da formula 1 com as constantes requisitadas para
cada tipo de transmissao temos uma forma que pode ser aplicada em todas as

situacOes da rede.

5.3 Rede Anel

Todos os célculos deste capitulo partem da equagéo 4.
Situagdo 1: VOC e Main no mesmo Switch, caso dos sites de BFU, OSA,
CPB e IPV e o0 N sera igual a zero.
Pacotes 144 Bytes:
TT[VOC BFU > BFU MAIN]=2*[ts1+RT+ts2+N*(TG+RT)
TT[VOC BFU > BFU
MAIN]=2*[11,52us+25,84ps+11,52us+0*(1,15us+25,84ps)]
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TT[VOC BFU] = 46,13us

Arquivos 1,12 MB:
TT[VOC BFU > BFU MAIN]=ts1+RT+ts2+N*(TG+RT)
TT[VOC BFU > BFU MAIN]=
92,58ms+20,93us+92,58ms+0*(9,25ms+20,93us)
TT[VOC BFU] = 185,19ms

Arquivos 2,24 MB:
TT[VOC BFU > BFU MAIN]=ts1+RT+ts2+N*(TG+RT)
TT[VOC BFU > BFU MAIN]=
185,72ms+41,86us+185,72ms+0*(18,55ms+41,86us)
TT[VOC BFU] = 370,39ms

Situacado 2: VOC e Main em estacbes diferentes do mesmo dominio. O
valor de N varia de 1 a 3, sendo que os sites de JPR, LAB, STE, GMC E STE
sao sites com N igual a 1. Os sites de BRU, CSA. PAL e DMO tém N igual a 2
e os sites ILE e AJO tém N igual a 3.

Pacotes 144 Bytes:

TT[VOC JPR > JPR MAIN]=ts1+RT+ts2+N*(TG+RT)
TT[VOC JPR > JPR
MAIN]=2*[11,52us+25,84ps+11,52us+1*(1,15us+25,84ps)]
TT[VOC JPR > JPR MAIN]= 48,49us

Arquivos 1,12 MB:
TT[VOC JPR > JPR MAIN]=ts1+RT+ts2+N*(TG+RT)
TT[VOC JPR > JPR MAIN]=
92,58ms+20,93us+92,58ms+1*(9,25ms+20,93us)
TT[VOC JPR > JPR MAIN]= 194,37ms

Arquivos 2,24 MB:
TT[VOC JPR > JPR MAIN]=ts1+RT+ts2+N*(TG+RT)
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TT[VOC JPR > JPR MAIN]=
185,72ms+41,86us+185,72ms+1*(18,55ms+41,86us)
TT[VOC JPR > JPR MAIN]= 388,95ms

Situacédo 3: Main se comunicando com o servidor no CCO.

Nesse caso, o0 Valor de N assume quatro valores especificos de acordo
com a disposi¢cdo no anel da rede. Sendo assim, N é igual a 1 para quarto
dominio. E igual a 2 para o primeiro domino. Assume valor de 6 para o terceiro
domino. Por ultimo, o valor de 8 para o segundo dominio. Como exemplo,

segue o célculo de IPV no quarto dominio.

Pacotes 144 Bytes:
TT[MAIN IPV > CCO SV]=ts1+RT+ts2+N*(TG+RT)
TT[MAIN IPV >CCO
SV]=2*[11,52us+25,84ps+11,52us+1*(1,15us+25,84ps)]
TT[MAIN IPV > CCO SV]=48,49us

Arquivos 1,12 MB:
TT[MAIN IPV > CCO SV]=ts1+RT+ts2+N*(TG+RT)
TT[MAIN IPV > CCO SV]=
92,58ms+20,93us+92,58ms+1*(9,25ms+20,93us)
TT[MAIN IPV > CCO SV]= 194,47ms

Arquivos 2,24 MB:
TT[MAIN IPV > CCO SV]=ts1+RT+ts2+N*(TG+RT)
TT[MAIN IPV > CCO SV]=
185,72ms+41,86us+185,72ms+1*(18,55ms+41,86us)
TT[MAIN IPV > CCO SV]= 388,95ms
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5.4 Tabela de simulacao

No intuito de descobrir como as redes se comportariam, foi realizada
uma somatoria dos tempos de propagacdo de acordo com a metodologia
utilizada nos testes. Ou seja, seguindo a mesma ordem da simulacdo, os
valores de propagagéo encontrados anteriormente foram somados respeitando
caracteristicas como:

Os VOC acessam de forma crescente os Mains, fazendo com que a
capacidade de transmissdo seja dividida igualmente entre os VOCs. Dessa
maneira, quando o VOC BFU se comunica com seu Main, o tempo de
comunicacao para 1,12 MB é de 185 ms. Quando o VOC BFU e VOC ATP BFU
se comunicam com o Main o tempo de comunicacdo para 0 mesmo arquivo €
de 354ms. Essa caracteristica foi considerada para a comunicacdo do Mains
com o CCO também.

A comunicacado entre os VOCs de um determinado Main néo interfere no
Main vizinho, devido a comutacdo rapida do Switch e a comunicacdes de

circuitos dele. A partir dessas regras foram criadas as tabelas no anexo lll.
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6 Simulacéo

6.1 Software

A simulacédo da rede de dados foi realizada pelo software Cisco Packet
Tracer, de fornecimento gratuito em licengas para estudantes. Esse apresenta
um ambiente que simula equipamentos de rede, terminais PC e sistemas
servidores dos padrdes mais comuns em rede IPs!4,

O software apresenta modelos dos Switchs iguais aos reais, o Cisco
3650, sistema de programacéo, plataforma Windows que o permite ser usado
com maior facilidade e em um ndmero maior de equipamentos. Dessa forma foi
escolhido para uso dos testes.

Para simular os hardwares e softwares dedicados de sinalizac&o, as
redes foram construidas usando computadores como substitutos dos
Componentes Main, VOC e VOC ATP. Podendo-se testar o tempo de resposta
das redes.

Uma funcéo interessante que serd essencial para simular as condicdes
mais intensas de trafego na rede é a capacidade do software de controlar o
tempo de simulagdo. Permitindo colocar todos os pacotes em um mesmo
instante de tempo, evidenciando a capacidade dos Switchs de manejar a
informacgé&o e permitindo carregar a rede com maior facilidade.

A partir dos computadores VOC e VOC ATP é executado um comando
de requisi¢ao de resposta “Ping” para os computadores Main. Ao receber esses
comandos, os computadores Main respondem o comando com uma mensagem
de estar ativo, o tempo que tal troca de mensagens leva dos computadores
originais até os computadores Main contabilizando a volta é o tempo de atraso
da rede.

O trafego normal entre esses componentes € pequeno, entdo, sera
usado o pacote de Ping razoavelmente maior que o padréo, de 144 Bytes. Por
escolha dos fornecedores do aplicativo, é possivel gerar pacotes menores, mas

14 Disponivel em: http://, .blogspot.com.br/2015/02/lancamento-do-cisco-packet-tracer-62.html.
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a forma de contabilizacdo deles € mais dificil e tem que ser feita manualmente.
Segue exemplo do comando Ping, utilizado para encontrar o um computador

em uma rede doméstica:

Bl C\Windows\system32\cmd.exe (= | E ]

Minimum = 1ms, Maximum = Yms. Average = 4ms
C:sUserssnoteBor>ping 192.168.1_135

Pinging 192_168.1.135% with 32 hytes of data:

Reply from 192_168.1.135%: bytes=32 time=ims TTL=128
Heply from 192.168.1.135%: hytes=32 time=5msz TTL=128
Reply from 192_168.1.135%: bhuytes=32 time=3mz TIL=12Z8
RHeply from 192_168.1.135%: bhytes=32 time=1imsz TTL=128

Ping statistics for 192.168.1.135:

Packets: Sent = 4, Received = 4, Lost = B {(B@x loss).
Approximate round trip times in milli-—seconds:

Minimum = 1imz, Maximum = 1ims,. Average = Sms

C:~Users~noteBor>_

Figura 13: Tela de captura do comando Ping

Apols esse teste, serd realizado outro de saturagcdo com 0S arquivos
1,12MB e 2,24MB a partir do protocolo FTP. Desse, foi criado, pelo editor de
texto disponivel nos computadores do software, dois arquivos: um com 1,12MB
e um segundo com 2,24MB. A partir desse ponto, eles foram copiados para
todos os Mains, VOCS, VOC ATP e servidor do CCO.

Os testes consistem em realizar o download e upload dos arquivos com
um site e inserir demais sites em subsequéncia. Sendo, entédo, trés tipos de
testes: Ping; arquivo 1,12MB; arquivo 2,24 MB. Eles serdo organizados como
descrito capitulos seguintes e realizados nos quatro sites dos segundo
dominio. Para cada teste feito sédo geradas 20 amostras, em que sera feita uma

média simples nos valores finais.

6.2 Testes entre VOC e Main

No primeiro momento, realizamos o teste de forma progressiva, iniciando

pelo centro do segundo dominio, perfazendo a comunicagédo entre o VOC e
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VOC ATP para o Main de cada dominio. Inserindo equipamento por
equipamento até completar todos do mesmo dominio. Em seguida € alterado o
site principal e as simulagdes sao refeitas.

Os resultados dos valores de tempo de transmissao e recepcdo dos
arquivos coletados estdo apresentados no anexo IV. Este processo foi repetido

para os outros trés dominios da linha 08, na seguinte ordem:

Dominio 2 - OSA

1. VOC OSA, VOC 2 OSA e VOC ATP OSA,;
2. VOC PAL, VOC 2 PAL e VOC ATP PAL;
3. VOC ILE, VOC 2 ILE e VOC ATP ILE.
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7 Resultados dos testes e simulagdes

A apresentacdo dos graficos com resultados das simulacdes segue a
seguinte ordem para a rede em anel;
e Site de Osasco.
e Site de Presidente Altino;
e Site de Imperatriz Leopoldina;

e Site do Patio de Presidente Altino.

Cada subtitulo apresenta os resultados para os quatros sites do segundo
dominio nas comunicacfes VOC para Main.

As simulagdes sdo encontradas em dois graficos, sendo que o primeiro
trata do tempo de propagacao dos pacotes de Ping e o segundo demonstra o
tempo de propagacédo dos arquivos de 1,12MB e 2,24MB.

No eixo vertical estard o valor do tempo total de propagacédo, em
segundos ou milissegundos (de acordo com a legenda do grafico), ja no eixo
horizontal ficardo os equipamentos que fazem parte do teste.

Para interpretacdo do teste, o primeiro equipamento apresentando no
eixo X representa o centro do teste. Esse € o equipamento em que se inicia o
teste. Em seguida, é adicionado o préximo equipamento na linha do eixo X,
resultando, entdo, no teste em que os dois equipamentos ficam em paralelo.

A cada novo teste € inserido mais um novo equipamento na rede em
paralelo, com os testados anteriormente, até esgotarem 0s componentes de
cada dominio para os testes de VOC para Main.

As curvas apresentadas sdo sempre do primeiro equipamento do
grafico, comparando com a influéncia dos demais equipamentos da rede. Para
visualizar o comportamento dos outros equipamentos de rede, € necessario

consultar o Anexo V.
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7.1 Site de Osasco

O grafico 4 demonstra os resultados obtidos na simulagdo da Rede em
Anel no segundo dominio para o site da Osasco. Nele, esta apresentada a
curva de tempo simulada e calculada para os tempos de resposta do OSA

VOC, conforme os demais componentes do dominio sdo adicionados ao teste.

TEORICO X SIMULADO SEGUNDO DOMINO - REDE ANEL - OSASCO - PACOTES PING

2,50

OSAVOC OSAVOC 2 OSA ATP VOC PALVOC PAL ATP VOC ILE VOC ILE ATP VOC PPAL VOC
== = CALCULO 0,05 0,09 0,14 0,14 0,14 0,14 0,14 0,14
SIMULADO 4,00 4,00 4,00 4,00 4,00 4,00 4,00 4,00

Equipamentos

Gréfico 4: Tedrico x Simulado — Rede em Anel — Osasco — Pacotes Ping

Verificamos que os valores calculados estdo distantes do simulado no
programa, cerca de cem vezes. Isso ocorre, porque em cada trecho da
comunicacdo o software arredonda todo valor menor que 1ms para 1ms. Por
exemplo, do VOC para o Main OSA temos um caminho do VOC OSA até o
Switch OSA (1ms), do Switch OSA para Main OSA (1ms). Considerando o
percurso de retorno, por se tratar de um pacote Ping, resulta em 4ms. Ja o

valor calculado no capitulo anterior é de 46us.
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Gréfico 5: Tedrico x Simulado — Rede em Anel — Osasco — Arquivos 1,12MB e 2,24MB

O gréfico 5 mostra uma constante linear que aumenta proporcionalmente

com relacdo ao aumento de carga e hosts, fica claro também que desde que

estejamos com um site sO, 0s resultados sdo mais préximos do esperado.

7.2 Site de Presidente Altino

O gréfico 8, logo abaixo, demonstra os pacotes Ping em com presidente

Altino sendo o centro da simulagéo, porem fica notado que o resultado em Ping

7

entre o site de Presidente Altino e Osasco.

€ 0 dobro do de Osasco. Resultado direto dos maiores enlaces disponiveis

As mesmas caracteristicas anteriores, como 0s resultados muito maiores

gque os esperados e a invariabilidade dos resultados, recorrente a forma que o

software simula estéo presentes.
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TEORICO X SIMULADO SEGUNDO DOMINO - REDE ANEL - PAL- PACOTES PING

- AP AP APAPP AP PP PR AU PP PP P
7
6
)
'_E, 5
o
g
g4
3
2
1
PAL ATP VOC PALATP VOC ILEVOC ILE ATP VOC OSAVOC OSAVOC2 OSA ATP VOC PPAL VOC
== == CALCULO 0,05 0,10 0,10 0,10 0,10 0,10 0,10 0,10
~~~~~~ SIMULADO 8,00 8,00 8,00 8,00 8,00 8,00 8,00 8,00

Equipamentos

Grafico 6: Teodrico x Simulado — Rede em Anel — PAL — Pacotes Ping

O gréfico 7 apresenta a curva de resposta no tempo dos testes, sendo
realizado no site de Presidente Altino, semelhante ao mostrado por sites com
vizinhos que se comunicam sobre ele. A forma matematica de arredondamento
para um milissegundo de passo impede velocidades maiores gerando trafego e
aqui demonstra-se que, 0 acesso ao proximo site, Osasco aonde se encontra o

Main de Presidente Altino, € somado no tempo de propagacao do sistema.

TEORICO X SIMULADO SEGUNDO DOMINO - REDE ANEL - PAL - ARQUIVOS 1,12MB E 2,24MB

4

35
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05 -
= -
PAL ATP VOC PALATP VOC ILE VOC ILE ATP VOC 0SAVOC 0SAVOC 2 OSA ATP VOC PPAL VOC
— CALCULO 1,12 0,20 0,41 0,41 0,41 0,41 0,41 0,41 0,41
e SIMULADO 1,12 0,26 0,62 0,84 0,71 0,93 0,98 1,40 1,63
CALCULO 2,24 0,41 0,82 0,82 0,82 0,82 0,82 0,82 0,82
SIMULADO 2,24 0,62 1,10 1,48 1,56 191 197 2,78 341

Equipamentos

Grafico 7 tedrico x simulado — Rede em Anel — PAL — Arquivos 1,12MB e 2,24MB
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7.3 Site de Imperatriz Leopoldina

Os gréficos 8 e 9 ilustram a simulagdo realizada no site de Imperatriz
Leopoldina, uma das pontas deste dominio, as caracteristicas visualizadas pelo
Simulador continuam sendo as mesmas, o arredondamento para cima nos
pacotes Ping, e o atraso exagerado de nos arquivos maiores quando dois ou

mais computadores falam.

TEORICO X SIMULADO SEGUNDO DOMINO - REDE ANEL - ILE - PACOTES PING
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ILE VOC ILE ATP VOC PPALVOC PALATP VOC PALATP VOC 0OSA VOC OSAVOC2 OSA ATP VOC
== == CALCULO 0,05 0,11 0,11 0,11 0,11 0,11 0,11 0,11
------ SIMULADO 4,00 4,00 4,00 4,00 4,00 4,00 4,00 4,00
Equipamentos
Grafico 8: Teodrico x Simulado — Rede em Anel — ILE — Pacotes Ping
TEORICO X SIMULADO SEGUNDO DOMINO - REDE ANEL - ILE- ARQUIVOS 1,12MB E 2,24MB
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ILE vOC ILE ATP VOC PPALVOC PALATP VOC PALATP VOC 0SAVOC OSAVOC 2 OSA ATP VOC
e CALCULO1,12 0,19 0,37 0,37 037 0,37 0,37 0,37 0,37
s SIMULADO 1,12 0,21 0,32 0,37 0,69 1,01 1,39 1,77 2,15
CALCULO 2,24 0,37 0,74 0,74 0,74 0,74 0,74 0,74 0,74
SIMULADO 2,24 0,43 0,52 0,57 1,21 1,85 2,61 3,37 4,13

Equipamentos
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Gréfico 9: Tedrico x Simulado — Rede em Anel — ILE — Arquivos 1,12MB e 2,24MB

Neste caso em particular, fica caracterizada na curva de respostas, 0
site de Patio de Presidente Altino mostra pouca ou nenhuma influéncia na

resposta para Imperatriz Leopoldina.

7.4 Site do Péatio de Presidente Altino

O patio de presidente Altino é o site mais pitoresco, sendo que poucas
informacdes sdo externadas dele, mesmo assim os efeitos do método de
calculo do simulador ficam mais evidente sendo que o esperado era que a
comunicacdo externa se impacta no interior, jA que o0 mesmo impacta pouco na
comunicagao exterior como mostrado no capitulo anterior.

O Grafico 10 expressa o tempo de resposta dos pacotes Ping, com as
mesmas caracteristicas visualizadas no site de Osasco, devido a Main deste
site ser o Unico centralizado no préprio local.

TEORICO X SIMULADO SEGUNDO DOMINO - REDE ANEL - PPAL- PACOTES PING

45

Tempo (ms)

05

PPALVOC PALATP VOC PALATP VOC ILEVOC ILE ATP VOC OSAVOC 0SAVOC?2 OSA ATP VOC
== == CALCULO 0,05 0,05 0,05 0,05 0,05 0,05 0,05 0,05
SIMULADO 4,00 4,00 4,00 4,00 4,00 4,00 4,00 4,00

Equipamentos

Grafico 10: Teodrico x Simulado — Rede em Anel — PPAL — Pacotes Ping

O grafico 11 apresenta a curva de resposta para Patio de presidente

Altino, nota-se que ele é drasticamente influenciado pelas demais
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comunicacdes. Sendo recorrente do processamento dos pacotes de 1ms, o
Switch de Ppal acaba atrasando os pacotes internos.

Essa situacdo somente ocorre em pétio Ppal, sendo resultado da
combinacgao de dois fatores, a interface 1 Gbps com o aglomerado de pacotes

de 1ms, desta forma eles blogueiam o site resultando nesse comportamento.

TEORICO X SIMULADO SEGUNDO DOMINO - REDE ANEL - PPAL- ARQUIVOS 1,12MB E 2,24MB
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0
PPAL VOC PAL ATP VOC PALATP VOC ILE VOC ILE ATP VOC 0OSA vVOC 0OSAVOC 2 OSA ATP VOC
e CALCULO1,12 0,19 0,19 0,19 0,19 0,19 0,19 0,19 0,19
= SIMULADO 1,12 0,32 0,32 126 1,88 1,98 2,03 2,11 2,19
CALCULO 2,24 037 0,37 037 037 0,37 037 037 037
SIMULADO 2,24 0,42 1,61 1,79 1,72 1,64 1,72 1,79 161

Equipamentos

Grafico 11: Teoérico x Simulado — Rede em Anel — PPAL — Arquivos 1,12MB e 2,24MB
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8 Resultados e consideragdes finais
8.1 Cisco Packet Tracer

A documentacdo do software Cisco Packet Tracer 6.2V descreve o
programa como um simulador em tempo real'®. Levando a entender que sua
metodologia de simulacdo permite obter resultados proximos aos reais era
esperado valores até 25% fora do calculado.

Em alguns casos, encontramos grandes divergéncias entre os valores,
sendo que a tendéncia de aumento acontece conforme o numero de host ao
usar a rede no mesmo momento. O problema inicialmente cogitado seria que o
modelo usado nos Switches seria incapaz de rotear os pacotes de uma rede
para outra na velocidade correta. Possibilidade essa descartada pelo
comportamento da Rede em Barramento, que nao realiza roteamento entre
redes diferentes.

Portanto, foi notado que o tempo para encaminhar as mensagens de
dois hosts diferentes para um servidor dobrava. Porém, de maneira estranha, a
mensagem entre quatro hosts diferentes e dois servidores - o dobro da primeira
configuracdo - mostra um atraso. Como se 0s quatro hosts tivessem um soé
servidor. O que quer dizer que parecia que somente existia um unico canal.

Como os Switches séo projetados para estabelecerem conexdes entre
suas portas em paralelo, ganhando assim muita velocidade, se comparados
com antigos hubs, que sao incapazes disso, supomos que o canal Gigabit
poderia estar incorretamente programado. Ou, que por questdo de usar o
simbolo de cabeamento metalico, seria considerado como um cabo de Cat 5
incapaz dessa velocidade.

Para eliminar a possibilidade de programacdo indevida dos
equipamentos, foi montada uma rede pequena entre dois hosts em Gigabit,
utilizando, dessa vez, fibra Optica para atingir taxas dez vezes superiores a
encontrada.

A nova taxa de transmissao foi rigorosamente igual a encontrada nas
redes de 100 Mbps. Modificando a velocidade das interfaces dos hosts para 10

Mbps, dez vezes mais lento que o atual. Em uma rede que leva 0,25 segundos

15 Disponivel em http://www.cisco.com/c/dam/en_us/training-
events/netacad/course_catalog/docs/Cisco_PacketTracer_DS.pdf
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na transferéncia de arquivos de 1,12MB, o valor esperado minimo era de 2,5
segundos. Qualquer pessoa que ja tenha tentado usar uma rede de 10Mbps
conhece a lentiddo que tal situacdo representa aos padrdes modernos de
telecomunicagodes.

Sequencialmente, alterou-se ainda a fibra éptica para cabeamento e os
resultados se repetiram.

Podemos chegar a concluséo, entdo, que o modelo matematico utilizado
pela Cisco para modelar o seu simulador ndo leva em conta a utilizagdo das
interfaces 1Gbps ou 10 Mbps. Acabando com as condicbes de andlise de
trafego, servindo somente para uma analise relativa para efeitos de
propagacio da rede, programacao das interfaces e componentes. E possivel
encontrar resultados compativeis em redes exclusivamente 100 Mbps dentro
de padrdes especificos como somente um Switch entre os hosts.

O simulador, em suma, considera a velocidade das portas somente para
sincronismo entre os componentes. Em caso de velocidades serem diferentes
nos hosts, a comunicacao ndo é estabelecida, mas o tempo e propagacédo das
informacBes ndo € computada. Um segundo ponto recortdvel é a precisédo
numeérica do servidor. Quando se trata de pacotes, o simulador realiza o célculo
com base em 1ms. Da forma que um arquivo que poderia percorrer inimeros
Switchs em intervalos de tempos de milissegundos acaba desperdicando 1ms
entre todas as interfaces.

Existe uma opcado no modo de simulacao de “Constant Delay”, a primeira
vista seria capaz de tornar esse intervalo de 1ms variavel. Porém, o simulador
faz saltos de 3ms a 4ms, aumentando ainda mais o valor encontrado em todos
os testes. A mesma estratégia do passo de 1ms foi repetida em todos os
componentes e protocolos. Na qual pudemos descobrir que em protocolos
maiores, como os FTP, o programa aglomera uma série de pacotes em um
pacote para ser encaminhado dentro de 1ms. Significando que, na emissao de
pacotes maiores, o de 1ms contém a quantidade de pacotes que o protocolo
FTP encaminharia em 1ms.

Tal construcdo aproxima o resultado dos pacotes FTP ao resultado real,
melhor do que acontece com 0s pacotes pequenos. Ja para os testes dentro do

dominio, com dois ou trés VOCs, o resultado foi proximo do calculado.
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Certamente, somente foi possivel testar os pacotes Ping e ter os
resultados da seguinte forma: Oms de atraso; 4ms ou valores randémicos
acima de 4ms quando o “Constant Delay” é desativado.

Foi possivel constatar que o Simulador oferece uma plataforma
excelente para programacéao de redes, estudo da metodologia de programacao,
segregamento de trafego, roteamento dinamico, aprendizado sobre os
protocolos das camadas 2 e 3 e entre outros. Entretanto, ndo € capaz de
simular o que acontece nas camadas de enlace fisico. O que nos leva a alguns
guestionamentos, como: como garantir, que usando redes IP, o funcionamento
de uma rede de comunicacdo para sinalizacdo ou automacdo de sistemas
funcionard adequadamente, quando a necessidade de transferéncias ndo é o
padrao das redes no sentido de computadores?

Ou, ainda, como determinar se é possivel, dentro de um backbone IP,
transmitir a sinalizacdo, os canais telefénicos VOIP e tradicionais, a rede de
subsistemas de energia e rede corporativa?

Fica, dessa maneira, a sugestdo para um préximo trabalho, a criacdo de
um ambiente simulador que permita que a camada fisica dos enlaces elétricos
seja analisada, fazendo uso dos modelos de propagacdo de sinais com 0s

modelos computacionais de criacdo de pacotes das camadas superiores.

8.2 Resultados

Os resultados calculados frente aos simulados oferecem uma condi¢ao
gue nao € possivel determinar o desempenho da rede via software de
simulagdo. Entdo a andlise de um dominio em especifico corrobora com o
abordado na monografia completa, que devido a metodologia matematica do
Cisco Packet Tracer os resultados muito vezes atingidos pelas simulagdes
completas ndo consegue refletir a realidade da rede.

Nos pacotes menores, como por exemplo o Ping, a formula do passo do
programa de um milissegundo acaba levando a contabilizacéo diversas vezes

maior quando se executa em passo a passo. Em tempo real esse tipo de
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simulacdo € mascarado pelos proprios componentes da simulacdo, que
apresentam valores arredondados para baixo.

No caso dos arquivos de FTP, o programa aglomera inUmeros pacotes
num pacote que equivale um milissegundo, dessa forma passo de um
milissegundo ndo causa atraso nas transferéncias desses arquivos, desde que
0s Switches consigam encaminhar sem a montagem de vila.

Um ponto relevante também € que a interface Gigabit que interliga os
sites ndo é tratada nessa velocidade, ou seja, a possibilidade de encaminhar os
dados mais rapidamente ndo € tratada, a velocidade da porta € tratada s6
como uma facilidade de programacao do que uma de possibilidade de real de
simulagéo.

Em contrapartida para a parte de programacao, montagem das redes,
funcionalidade didatica, equipamentos, programacdo dos protocolos o
simulador oferece uma interface desenhada para ser realista, que é extremante
importante e permite inclusive desenvolver a rede toda pelo software e exportar

a programac&o pronta.
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O anexo | apresenta a tabela com os enderecos de redes usados para

cada componente de sinalizacdo simulado nas trés redes simuladas.

EQUIPAMENTO REDE ANEL REDE LINHA REDE ESTRELA

VOCJPR 10 35 1 11 10 35 0 1 10| 35) 0| 1
VOCATP JPR 10] 35 1 13 10] 35 0] 2| 10] 35 0] 2|
JPR MAIN 10] 35 2| 1 10] 35 0] El 10 35 0] El
VOC BFU 10] 35 2| 11 10] 35 0] 4 10 35 0] 4
VOCATP BFU 10] 35 2| 13 10] 35 0] 5| 10 35 0] 5|
MAIN BFU 10 35 2| 3| 10 35 0 6] 10 35 0] 6]
VOC LAB 10] 35 3| 11 10] 35 0] 7| 10] 35 0] 7|
VOCATP LAB 10] 35 3| 13 10] 35 0] 8| 10 35 0] 8|
MAIN LAB 10] 35 2| 5| 10] 35 0] 9| 10 35 0] 9|
VOC DMO 10] 35 4 11 10] 35 0] 10] 10 35 0] 10]
VOC ATP DMO 10] 35 4 13 10 35] 0 11 10| 35) 0 11
VOC2DMO 10] 35 4 15 10] 35 0] 12 10] 35 0] 12
MAIN DMO 10 35 2| 7| 10 35] 0 13 10| 35) 0| 13
VOC ILE 10] 35 5| 11 10] 35 0] 14 10 35 0] 14
VOCATP ILE 10] 35 5| 13 10] 35 0] 15] 10 35 0] 15]
MAIN ILE 10] 35 8| 1 10] 35 0] 16) 10 35 0] 16]
VOC PAL 10] 35 6) 11 10] 35 0] 17 10] 35 0] 17]
VOCATP PAL 10 35 6) 13 10 35] 0 18 10} 35) 0| 18
MAIN PAL 10] 35 8| 3| 10] 35 0] 19 10 35 0] 19
PPALVOC 10] 35 7| 11 10] 35 0] 20| 10 35 0] 20
MAIN PPAL 10] 35 7| 1 10] 35 0] 21 10 35 0] 21
VOC OSA 10] 35 8| 11 10] 35 0] 22 10] 35 0] 22
VOC OSA 2 10 35 8 13 10 35] 0 23] 10| 35) 0| 23]
VOCATP OSA 10] 35 8] 15 10] 35 0] 24 10] 35 0] 24
MAIN OSA 10] 35 8| 5| 10] 35 0] 25 10 35 0] 25
VOC CMD 10] 35 9 11 10] 35 0] 26 10 35 0] 26
VOCATP CMD 10] 35 9 13 10] 35 0| 27 10 35 0] 27
MAIN CMD 10] 35 11 1 10 35) 0 28] 10| 35) 0 28
VOC GMC 10] 35 10 11 10] 35 0] 29 10] 35 0] 29
VOC ATP GMC 10 35 10} 13 10 35] 0 30] 10} 35) 0| 30)
MAIN GMC 10] 35 11 3| 10] 35 0] 31 10 35 0] 31
VOC CPB 10] 35 11 11 10] 35 0] 32 10 35 0] 32
VOC2CPB 10| 35 11 13 10 35) 0 33 10 35 0] 33
VOCATP CPB 10] 35 11 15 10] 35 0] 34 10] 35 0] 344
MAIN CPB 10 35 11 5| 10 35] 0 35) 10} 35) 0] 35
VOCATP STE 10] 35 12 11 10] 35 0] 36 10 35 0] 36
VOCATP 2 STE 10] 35 12 13 10] 35 0] 37 10 35 0] 37
MAIN STE 10] 35 11 7| 10] 35 0] 38 10 35 0] 38
VOCATP AJO 10] 35 13 11 10] 35 0] 39 10] 35 0] 39
VOCATP 2AJO 10 35 13 13 10 35 0 40 10} 35) 0] 40
MAIN AJO 10] 35 16 1 10] 35 0] 41 10 35 0] 41
VOC BRU 10] 35 14 11 10] 35 0] 42 10 35 0] 42]
VOC 2 BRR 10] 35 14 13 10] 35 0] 43] 10 35 0] 43]
VOCATP BRU 10] 35 14 15 10] 35 0] 44] 10 35 0] 44]
MAIN BRU 10 35 16} 3| 10 35] 0 45] 10} 35) 0 45)
VOCJDR 10] 35 15 11 10] 35 0] 46) 10] 35 0] 46)
VOCATP JDR 10] 35 15 13 10] 35 0] 47, 10 35 0] 47,
MAIN JDR 10] 35 16 5| 10] 35 0] 48] 10 35 0] 48]
VOCIPV 10] 35 16 11 10] 35 0] 49 10 35 0] 49
VOC2IPV 10 35 16} 13 10 35] 0 50) 10 35 0] 50
VOCATP IPV 10] 35 16 15 10] 35 0] 51 10] 35 0] 51
MAIN IPV 10 35 16} 7| 10 35] 0 52| 10| 35) 0| 52|
CCO SERV. 1 10] 36 0| 1 10] 35 0] 53 10 35 0] 53

p 2] 2| 2] 2| 2] 2| 2|
MASCARA DE REDE 5| 5| 5| 0] 5| 5| 255 0 5| 5| 5| 0
5| 5| 5| 5| 5| 5| 5| 5|
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10.2 Anexo Il - Tabela de enderecamento dos Switches

A tabela do anexo Il apresenta o enderecamento das interfaces de cada

switch para comunicagfes com os demais sites adjacentes.

ROTEADORES

REDE/LINK JORI  DES SWITCH  PORTA ENDERECO REDE/LINK |JORI  DES SWITCH  PORTA ENDERECO

REDE CCO |JPR 10| 36/160] 1|REDE PPAL|OSA 10| 36| 160] 29
LADO OESTE|CCO [JPR [SW|CCO |Al]lgig1l 10| 36/ 160] 2|LADO OESTE|PPAL|OSA |SW|PPAL|A1l]|gig1 10] 36] 160] 30
LADO LESTE |JPR |CCO |SW|JPR |Al]gig2 10| 36/ 160] 3|LADO LESTE |OSA |PPAL|SW|OSA |Al]gig2 10| 36/ 160] 31
BROADCAST|CCO [JPR 10] 36| 160] 4|BROADCAST|PPAL|OSA 10| 36| 160] 32
REDE JPR |BFU 10| 36/ 160] 5|REDE OSA |CMD 10| 36| 160] 33
LADO OESTE|JPR [BFU |SW|[JPR |Al]gig1l 10| 36/ 160] 6|LADO OESTE|OSA |CMD |SW|OSA |Al]lgigl 10] 36| 160] 34
LADO LESTE |BFU [JPR |SW|BFU |Al]gig2 10| 36/ 160] 7|LADO LESTE |CMD [OSA |SW|CMD |Al]gig2 10| 36| 160] 35
BROADCAST|JPR |BFU 10] 36| 160] 8|BROADCAST|OSA |CMD 10| 36| 160] 36
REDE BFU |LAB 10| 36/ 160] 9|REDE CMD |GMC 10| 36| 160] 37|
LADO OESTE|BFU [LAB |SW|BFU |Al]lgig1l 10| 36/ 160] 10|LADO OESTE|CMD |GMC |SW|CMD |Al]gig 1 10| 36| 160] 38
LADO LESTE |LAB [BFU |SW|LAB |Al]gig2 10| 36/ 160] 11|LADO LESTE |GMC |CMD |SW|GMC |Al]gig 2 10| 36| 160] 39
BROADCAST|BFU [LAB 10] 36| 160] 12|BROADCAST|CMD |GMC 10| 36| 160] 40
REDE LAB |DMO 10| 36| 160] 13|REDE GMC |CPB 10| 36| 160] 41
LADO OESTE|LAB [DMO|SW|LAB |Al]lgig1l 10| 36| 160] 14|{LADO OESTE|GMC |CPB |SW|GMC |Al]gig1 10| 36| 160] 42
LADO LESTE |DMO|[LAB |SW|DMO|Al]gig2 10| 36/ 160] 15|LADO LESTE |CPB |GMC |SW|CPB |Al]gig2 10| 36| 160] 43
BROADCAST|LAB |DMO 10] 36| 160] 16|BROADCAST|GMC |CPB 10| 36| 160] 44
REDE DMO|ILE 10| 36| 160] 17|REDE CPB |STE 10| 36| 160] 45
LADO OESTE|DMO|ILE |SW|DMO|A1l]gig1 10| 36| 160] 18|LADO OESTE|CPB |STE |SW|CPB |Al|gigl 10| 36| 160] 46|
LADO LESTE |ILE |[DMO|SW{ILE |Al]gig2 10| 36| 160| 19|LADO LESTE [STE |CPB |SW|STE |Al|gig2 10| 36| 160] 47|
BROADCAST|DMOILE 10] 36[160] 20|BROADCAST|CPB |STE 10| 36| 160] 43
REDE ILE |PAL 10| 36| 160] 21|REDE STE |AJO 10| 36| 160] 49
LADO OESTE|ILE |PAL |SWIILE |Al]gig1l 10| 36| 160] 22|LADO OESTE|STE |AJO |SW|STE |Al]gigl 10| 36/ 160] 50
LADO LESTE |PAL |ILE [SW|PAL |Al|gig2 10| 36| 160 23|LADO LESTE [AJO |STE |SW]AJO |Al|gig2 10| 36| 160] 51
BROADCASTJILE _|PAL 10] 36] 160] 24]BROADCAST|STE [AJO 10| 36| 160] 52
REDE PAL |PPAL 10| 36| 160] 25|REDE AJO |BRU 10| 36| 160] 53
LADO OESTE|PAL [PPAL|SW|PAL |Al]lgig1l 10| 36| 160] 26[{LADO OESTE|AJO |BRU |SW|AJO |Al]gigl 10| 36| 160] 54
LADO LESTE |PPAL|PAL [SW|PPAL|A1|gig2 10| 36| 160 27|LADO LESTE [BRU |AJO |SW|BRU |Al|gig2 10| 36| 160] 55
BROADCAST|PAL |PPAL 10] 36| 160] 28|BROADCAST]AJO |BRU 10| 36| 160] 56
REDE BRU |JDR 10| 36| 160] 57|REDE JDR [IPV 10| 36| 160] 61
LADO OESTE|BRU [JDR |SW|BRU |Al]lgig1l 10| 36| 160] S58|LADO OESTE|JDR [IPV |SW|IDR |Al]lgigl 10| 36| 160] 62
LADO LESTE |JDR [BRU |SW|IDR |Al]gig2 10| 36| 160] S59|LADO LESTE |IPV [JIDR |SW|IPV |Al]gig2 10| 36/ 160] 63
BROADCAST|BRU_[JDR 10] 36| 160] 60[BROADCAST|JDR [IPV 10] 36| 160] 64
REDE PPAL|OSA 10| 36| 160] 29|REDE IPV |CCO 10| 36| 160] 65
LADO OESTE |PPAL|OSA |SW|PPAL|A1l]lgig1 10| 36/ 160] 30|LADO OESTE|IPV |CCO |SW|IPV |Al]lgigl 10| 36| 160] 66|
LADO LESTE |OSA [PPAL|SW|OSA |Al]gig2 10| 36| 160] 31|LADO LESTE |CCO [IPV |SW|CCO |Al]gig2 10] 36| 160] 67|
BROADCAST|PPAL|OSA 10] 36] 160] 32|BROADCAST]IPV_|CCO 10| 36| 160] 68
MASCARA 255 255 255 252] MASCARA 255 255 255 252
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10.3 Anexo lll - Calculos em formato de planilhas

O Anexo Il mostra os resultados dos calculos aplicados a cada

componente das redes da linha 8. O teste € centrado no componente principal
de cada dominio.

A figura 17 mostra a tabela com os resultados calculados.

Equipamentos RESULTADO CALCULADO REDE ANEL, linha
VOC para Main
PRIMEIRO DOMINIO

BFU VOC BFUMAIN |Média [Média [Média [Média [Média [Méc
Up ping 0,0000]| 0,0001| 0,0001] 0,0001] 0,0001| 0,0¢
Donw ping 0,0000| 0,0001| 0,0001| 0,0001] 0,0001| 0,0c
Up 1MB 0,1852] 0,3584] 0,3584] 0,3584] 0,3584] 0,3t
Donw 1MB 0,1852] 0,3584] 0,3584] 0,3584] 0,3584] 0,3t
Up 2MB 0,3704] 0,7168| 0,7168| 0,7168] 0,7168| 0,71
Donw 2MB 0,3704] 0,7168| 0,7168] 0,7168] 0,7168| 0,71
BFUVOCATP |BFU MAIN Média [MédiafsasatioTnaz o Taas
Up ping < o000+-6-6064 Propagacao de Ping
Donw ping € 0,0001| 0,000
Up imMB —] 0,3704| 0,3704 : :
Donw 1ve € os764te57o+ Arquivos 1,12MB
Up 2MB —| 0,7408| 0,7408 . —
Donw 2MB $———__ _TU5408] 0,7408 .
VOC JPR JPR MAIN ﬁfl Arquivos 2,24MB
11l Nnina n nnnn"

Figura 14: exemplo tabela de célculos.

A primeira coluna, na figura 17, mostra o sentido da comunicacéo,
gquando a coluna mostra o termo UP temos a comunicacdo no sentido do
primeiro equipamento para o equipamento da segundo coluna. Por exemplo, na
primeira coluna de Up temos um pacote Ping encaminhado de BFU VOC para
o BFU Main. A segunda linha trata os mesmos calculos para o teste contrario,
ou seja, de BFU MAIN para BFU VOC.

A partir da terceira coluna, estdo dispostos todos os valores calculados,
sendo que a cada coluna € adicionado a comunicacéo do proximo componente,
imediatamente abaixo na planilha. No exemplo acima, temos na terceira coluna
a comunicacéo entre BFU VOC e BFU MAIN, na quarta coluna temos BFU
VOC para BFU MAIN somada a BFU VOC ATP e BFU Main. Na terceira
coluna, encontra-se os dados para comunicacédo de BFU VOC e BFU MAIN. Na
guarta, encontra-se os valores para BFU VOC e BFU VOC ATP. Esse mesmo
conceito esté presente em todas as simulagdes. Todos os dados apresentados
a partir da terceira coluna estdo em segundos e para simulacdo representam a
média das 20 amostras realizadas.
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RESULTADO SIMULACAO REDE ANEL, linha em segundos
VOC para Main
SEGUNDO DOMINIO

OSA vVOC OSA MAIN

Up ping 0,0000]| 0,0001| 0,0001 | 0,0001| 0,0001 | 0,0001 | 0,0001| 0,0001
Donw ping 0,0000]| 0,0001| 0,0001 | 0,0001| 0,0001 | 0,0001 | 0,0001| 0,0001
Up 1MB 0,1852]0,3584| 0,5556| 0,5556]| 0,5556 | 0,5556| 0,5556| 0,5556
Donw 1MB 0,1852]0,3584| 0,5556| 0,5556]| 0,5556 | 0,5556| 0,5556| 0,5556
Up 2MB 0,3704|0,7168| 1,1112(1,1112|1,1112|1,1112(1,1112|1,1112
Donw 2MB 0,3704|0,7168| 1,1112(1,1112]1,1112|1,1112(1,1112|1,1112
OSA VOC2 OSA MAIN

Up ping 0,0001| 0,0001| 0,0001 | 0,0001| 0,0001 | O,0001| 0,0001
Donw ping 0,0001| 0,0001| 0,0001| 0,0001| 0,0001 | O,0001| 0,0001
Up 1MB 0,3704] 0,5556| 0,5556| 0,5556| 0,5556| 0,5556| 0,5556
Donw 1MB 0,3704] 0,5556| 0,5556| 0,5556| 0,5556| 0,5556 | 0,5556
Up 2MB 0,7408|1,1112|1,1112{1,1112|1,1112|1,1112|1,1112
Donw 2MB 0,7408|1,1112(1,1112|1,1112|1,1112|1,1112|1,1112
OSA ATP VOC |OSA MAIN

Up ping 0,0001| 0,0001| 0,0001 | 0,0001| 0,0001| 0,0001
Donw ping 0,0001| 0,0001 | 0,0001 | 0,0001| 0,0001| 0,0001
Up 1MB 0,5556]| 0,5556| 0,5556 | 0,5556| 0,5556| 0,5556
Donw 1MB 0,5556| 0,5556| 0,5556 | 0,5556| 0,5556| 0,5556
Up 2MB 1,1112}1,1112(1,1112}1,1112}1,1112|1,1112
Donw 2MB 1,1112(1,1112(1,1112|1,1112|1,1112|1,1112
ILEVOC ILE MAIN

Up ping 0,0001]| 0,0001 | 0,0001 | 0,0001| 0,0001
Donw ping 0,0001| 0,0001 | 0,0001 | 0,0001| 0,0001
Up 1MB 0,2130]0,2130( 0,2130( 0,2130]| 0,2130
Donw 1MB 0,2130]0,2130( 0,2130( 0,2130]| 0,2130
Up 2MB 0,4261|0,4261|0,4261|0,4261| 0,4261
Donw 2MB 0,4261|0,4261|0,4261|0,4261| 0,4261
ILE ATP VOC ILE MAIN

Up ping 0,0001 | 0,0001 | 0,0001 [ 0,0001
Donw ping 0,0001 | 0,0001| 0,0001 [ 0,0001
Up 1MB 0,4261|0,4261| 0,4261(0,4261
Donw 1MB 0,4261|0,4261| 0,4261(0,4261
Up 2MB 0,8521|0,8521|0,8521(0,8521
Donw 2MB 0,8521|0,8521|0,8521(0,8521
PAL ATP VOC PAL MAIN

Up ping 0,0000| 0,0000| 0,0000
Donw ping 0,0000| 0,0000| 0,0000
Up 1MB 0,1792]0,1792| 0,1792
Donw 1MB 0,1792]0,1792|0,1792
Up 2MB 0,3584]0,3584| 0,3584
Donw 2MB 0,3584]0,3584| 0,3584
PAL ATP VOC PAL MAIN

Up ping 0,0000 | 0,0000
Donw ping 0,0000| 0,0000
Up 1MB 0,3584]| 0,3584
Donw 1MB 0,3584]| 0,3584
Up 2MB 0,7168]| 0,7168
Donw 2MB 0,7168]| 0,7168
PPALVOC PAL MAIN

Up ping 0,0000
Donw ping 0,0000
Up 1MB 0,1792
Donw 1MB 0,1792
Up 2MB 0,3584
Donw 2MB 0,3584
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10.4 Anexo IV — Resultados das simulacdes

O Anexo IV mostra os resultados das simulacbes aplicadas a cada
componente das redes da linha 8. O teste é centrado no componente principal
de cada dominio. A figura 18 mostra a tabela com os resultados calculados.

Equipamentos RESULTADO CALCULADO REDE ANEL, linha
T VOC para Main

PRIMEIRO DOMINIO

BFU VOC BFU MAIN Média |Média [Média |Média [Média |[Méc
Up ping 0,0000] 0,0001[ 0,0001[ 0,0001[ 0,0001] 0,0¢
Donw ping 0,0000/ 0,0001[ 0,0001[ 0,0001[ 0,0001] 0,0¢
Up 1MB 0,1852] 0,3584[ 0,3584[ 0,3584] 0,3584] 0,3t
Donw 1MB 0,1852| 0,3584/| 0,3584[ 0,3584] 0,3584] 0,3t
Up 2MB 0,3704| 0,7168| 0,7168[ 0,7168| 0,7168| 0,71
Donw 2MB 0,3704[ 0,7168[ 0,7168[ 0,7168] 0,7168] 0,71
BFUVOCATP |BFU MAIN Média [Médigoasainlnacauio Tnas

Up ping < ;000 Propagacéo de Ping
Donw ping € 0,0001| 0,000l

Up imMB ——] 0,3704] 0,3704 : :

Donw 1ve € 037641 6; + Arquivos 1,12MB
Up 2MB  —] 0,7408[ 0,7408 : :

Donw 2MB  —] [o-#40s] 0,7408 - '

VOC JPR JPR MAIN mvedia] Arquivos 2,24MB
1in Nninao N NnnNNirrrrrrrrrrrrrrrTT T

Figura 15: Exemplo resultado de simulacodes.

A primeira coluna, na figura 18, mostra o sentido da comunicacéo,
quando a coluna mostra o termo UP temos a comunicagcdo no sentido do
primeiro equipamento para o equipamento da segundo coluna. Por exemplo, na
primeira coluna de UP temos um pacote Ping encaminhado de BFU VOC para
o BFU Main. A segunda linha trata os mesmos valores simulados para o teste
contrario, ou seja, de BFU MAIN para BFU VOC.

A partir da terceira coluna, estdo dispostos todos os valores simulados,
sendo que a cada coluna é adicionado & comunicacao do préximo componente,
imediatamente abaixo na planilha. No exemplo acima, temos, na terceira
coluna, a comunicagéo entre BFU VOC e BFU MAIN. Na quarta coluna, temos
BFU VOC para BFU MAIN somada a BFU VOC ATP e BFU Main. Na terceira
coluna, encontra-se os dados para comunicacdo de BFU VOC e BFU MAIN. Na
guarta, encontra-se os valores para BFU VOC e BFU VOC ATP. Esse mesmo
conceito esta presente em todas as simulacoes.

Todos os dados apresentados a partir da terceira coluna estdo em

segundos e para simulacdo representam a média das 20 amostras realizadas.
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RESULTADO SIMULACAO REDE ANEL
VOC para Main
SEGUNDO DOMINIO
OSA VOC |OSA MAINOSA VOC OSAVOC2 |OSA ATP VOC|PALATP VOC|PALATP VOC|ILEVOC ILEATP VOC [PPALVOC
Up ping 0,0040 0,0040 0,0040 0,0040 0,0040 0,0040 0,0040 0,0040
Donw ping 0,0040 0,0040 0,0040 0,0040 0,0040 0,0040 0,0040 0,0040
Up 1MB 0,2690 0,3190 0,3690 0,6890 1,0090 1,3890 1,7690 2,1490
Donw 1MB 0,1750 0,2260 0,3700 0,6050 0,9840 1,3480 1,8450 2,1020
Up 2MB 0,4710 0,5210 0,5710 1,2110 1,8510 2,6110 3,3710 4,1310
Donw 2MB 0,3180 0,3530 0,7040 1,1990 2,0370 2,6530 3,2470 3,9750
PALATP V|ILE MAIN |PALATP VOC [PALATP VOC|ILEVOC ILE ATP VOC [OSAVOC OSA VOC 2 [OSA ATP VOC |PPALVOC
Up ping 0,0080 0,0080 0,0080 0,0080 0,0080 0,0080 0,0080 0,0080
Donw ping 0,0080 0,0080 0,0080 0,0080 0,0080 0,0080 0,0080 0,0080
Up 1MB 0,2590 0,6210 0,8400 0,7120 0,9330 9,7820 1,4020 1,6330
Donw 1MB 0,3850 0,5610 0,6790 0,7770 0,9320 9,7800 1,4200 1,6830
Up 2MB 0,6160 1,0990 1,4780 1,5580 1,9090 19,6950 2,7760 3,4110
Donw 2MB 0,5410 1,2260 1,4800 1,5970 1,8250 19,5060 2,8230 3,4470
ILEVOC |PAL MAIN|ILEVOC ILE ATP VOC [PPALVOC PALATP VOC |PALATP VOC [OSAVOC |OSAVOC2 [OSA ATPVOC
Up ping 0,0100 0,0100 0,0100 0,0100 0,0100 0,0080 0,0080 0,0080
Donw ping 0,0100 0,0100 0,0100 0,0100 0,0100 0,0080 0,0080 0,0080
Up 1MB 0,4290 0,8620 1,1110 1,3730 1,7820 1,8370 1,9180 2,1810
Donw 1MB 0,4300 0,8190 0,8710 0,8090 0,8790 0,9480 0,8520 0,8090
Up 2MB 0,7230 1,7990 1,6020 1,6870 1,6630 1,7610 1,6960 1,7440
Donw 2MB 0,6590 1,7710 1,6420 1,7890 1,6200 1,6680 1,6640 1,7870
PPALVOC|PAL MAIN|PPALVOC PALATP VOC [PALATP VOC |ILEVOC ILEATP VOC |OSAVOC |OSAVOC2 [OSAATPVOC
Up ping 0,0040 0,0040 0,0040 0,0040 0,0040 0,0040 0,0040 0,0040
Donw ping 0,0040 0,0040 0,0040 0,0040 0,0040 0,0040 0,0040 0,0040
Up 1MB 0,3180 0,3230 1,2600 1,8770 1,9820 2,0270 2,1090 2,1860
Donw 1MB 0,3020 0,8370 0,7930 0,8350 0,7880 0,8700 0,8460 0,8470
Up 2MB 0,4230 1,6080 1,7890 1,7150 1,6360 1,7180 1,7850 1,6110
Donw 2MB 0,4440 1,7110 1,7910 1,7910 1,6320 1,6190 1,7040 1,7060




