Aprendizado de maquina baseado em Classificacao
hierarquica de textos aplicado ao contexto
chamados de suporte

Beatriz Yokota

Monografia - MBA em Inteligéncia Artificial e Big Data

o
]
=
(a B
o
<
Vg
LLY
=
LLY
=
<
o
W
oc
LLY
>
=
=

Instituto de Ciéncias Matematicas e de Computacao

SAO CARLOS

ICMC
i







SERVICO DE POS-GRADUACAO DO ICMC-USP

Data de Depésito:

Assinatura:

Beatriz Yokota

Aprendizado de maquina baseado em Classificacao
hierarquica de textos aplicado ao contexto chamados de
suporte

Monografia apresentada ao Departamento
de Ciéncias de Computacao do Instituto
de Ciéncias Matematicas e de Computacao,
Universidade de Sao Paulo - ICMC/USP,
como parte dos requisitos para obtencao
do titulo de Especialista em Inteligéncia
Artificial e Big Data.

Area de concentracio: Inteligéncia Artificial
Orientador: Prof. Dr. Tiago A. Almeida

Co-orientador: Dr. Brucce Neves dos Santos

Versao original

Sao Carlos
2025



AUTORIZO A REPRODUCAO E DIVULGACAO TOTAL OU PARCIAL DESTE TRABALHO,
POR QUALQUER MEIO CONVENCIONAL OU ELETRONICO PARA FINS DE ESTUDO E
PESQUISA, DESDE QUE CITADA A FONTE.

Ficha catalogréfica elaborada pela Biblioteca Prof. Achille Bassi, ICMC/USP, com os dados
fornecidos pelo(a) autor(a)

Yokota, Beatriz
S856m Aprendizado de méquina baseado em Classificagdo hierdr-
quica de textos aplicado ao contexto chamados de suporte /
Beatriz Yokota ; orientador Tiago A. Almeida ; co-orientador
Dr. Brucce Neves dos Santos. — Sdo Carlos, 2025.
77 p. : il. (algumas color.) ; 30 cm.

Monografia (MBA em Inteligéncia Artificial e Big Data) —
Instituto de Ciéncias Mateméaticas e de Computagdo, Universi-
dade de Sao Paulo, 2025.

1. NLP. 2. Classificacdo Hierarquica. 3. LCL. I. Almeida,
Tiago A, orient. II. Santos, Brucce Neves dos Santos, co-orient.




Beatriz Yokota

Aprendizado de maquina baseado em Classificacao
hierarquica de textos aplicado ao contexto chamados de
suporte

Monograph presented to the Departamento
de Ciéncias de Computacao do Instituto
de Ciéncias Matematicas e de Computacao,
Universidade de Sao Paulo - ICMC/USP, as
part of the requirements for obtaining the
title of Specialist in Artificial Intelligence and
Big Data.

Concentration area: Artificial Intelligence

Advisor: Prof. Dr. Tiago A. Almeida
Coadyvisor: Dr. Brucce Neves dos Santos

Original version

Sao Carlos
2025






RESUMO

Yokota, B. Aprendizado de maquina baseado em Classificagdo hierarquica de
textos aplicado ao contexto chamados de suporte. 2025. 77p. Monografia (MBA
em Inteligéncia Artificial e Big Data) - Instituto de Ciéncias Mateméticas e de
Computacao, Universidade de Sao Paulo, Sao Carlos, 2025.

Este trabalho apresenta um método de Classificagao Hierarquica (CH) de textos para
automatizagdo da categorizacao de chamados de suporte. O estudo é motivado pelos
desafios encontrados no cenario atual de atendimento ao cliente: o alto volume de cha-
mados diarios e a complexidade da estrutura taxondémica hierarquica das categorias. A
metodologia proposta emprega um classificador base e utiliza a abordagem Local Classifier
per Level (LCL), na qual para cada n6 nao-folha é criado um algoritmo classificador e os
rotulos sao seus nos filhos. Com isso, mantém a consisténcia das predigoes através dos
diferentes niveis hierarquicos, oferecendo vantagens praticas como a redugao do nimero de
classificadores necessarios e maior facilidade de extensao para novos dominios. No presente
estudo, adotou-se Naive Bayes (NB) e Multilayer Perceptron (MLP) com duas variagoes
arquiteturais: MLP (256, 128) e MLP(512) como classificadores base, e o desempenho
da metodologia foi avaliado por meio da métrica F'1,,4¢r0, levando em consideragao o
significativo desbalanceamento entre as classes na base de dados. Os resultados obtidos
pelo método proposto revelaram desafios substanciais na classificagdo automatica de textos
especializados, evidenciando a necessidade de abordagens metodologicas mais sofisticadas

para capturar nuances semanticas em taxonomias complexas.

Palavras-chave: NLP. Classificacao Hierarquica. LCL.






ABSTRACT

Yokota, B. Machine learning based on Text Hierarchy Classification applied to
the context called support. 2025. 77p. Monograph (MBA in Artificial Intelligence and
Big Data) - Instituto de Ciéncias Matematicas e de Computagao, Universidade de Sao
Paulo, Sao Carlos, 2025.

This study presents a Hierarchical Classification (HC) method for text-based automation
of support ticket categorization. The research is motivated by challenges in the current
customer service scenario: the high daily volume of tickets and the complexity of the
hierarchical taxonomic structure of categories. The proposed methodology employs a base
classifier and utilizes the Local Classifier per Level (LCL) approach, where a classification
algorithm is created for each non-leaf node, with its child nodes as labels. This approach
maintains prediction consistency across different hierarchical levels, offering practical
advantages such as reducing the number of required classifiers and facilitating extension
to new domains. In the present study, Naive Bayes (NB) and Multilayer Perceptron
(MLP) was adopted with two architectural variations: MLP (256, 128) and MLP(512)
as base classifiers, and the methodology’s performance was evaluated using the F'1,,4cr0
metric, considering the significant class imbalance in the database. The results obtained
by the proposed method revealed substantial challenges in the automatic classification of
specialized texts, highlighting the need for more sophisticated methodological approaches

to capture semantic nuances in complex taxonomies.

Keywords: NLP. Hierarchical Classification. LCL.
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1 INTRODUCAO

Com o avango da tecnologia e a aceleracdo do processo de digitalizacao, uma
enorme quantidade de informacoes processadas diariamente por corporagoes passou a ser
armazenada em formato nao-estruturado, como por exemplo: e-mails, memorandos, notas
de call centers e operacgoes de suporte, noticias, grupos de usuarios, chats, relatorios, cartas,
pesquisas, white papers, material de marketing, pesquisas, apresentagoes e paginas da Web
(BLUMBERG; ATRE, 2003). A International Data Corporation (IDC) estimou que os
dados globais crescerao de 33 Zettabytes (ZB) em 2018 para 175 ZB em 2025 (REINSEL;
GANTZ; RYDNING, 2018). Contudo, os dados sé terao relevancia se forem devidamente
categorizados e examinados (GANTZ; REINSEL, 2012). Apesar da enorme quantidade de
dados gerados diariamente, poucos sao utilizados para extrair relatérios, identificar eventos
e tendéncias, apoiar na tomada de decisao com base em anadlises e inferéncias estatisticas

para fins comerciais, operacionais ou cientificos.

Uma aplicacao envolvendo dados nao-estruturados que existe no ambiente corpora-
tivo é a classificacao de chamados. Muitas organizacoes possuem centrais de atendimento
para suporte/assisténcia em forma de chat, na qual o cliente interage com pessoas (ou
chatbots autométicos) por meio de trocas de mensagens. As informagoes geradas através
desta interagao (histérico da conversa e/ou campos preenchidos pelo atendente) podem ser
organizadas por temas/assuntos, sendo que cada tépico representa uma categoria distinta,

conforme ilustrado na Tabela 1.

Tabela 1 — Exemplos temas de chamados

Categoria Subcategoria

Como emitir NF-e
Emissao de NF-e Falha na emissao de NF-e
Cancelamento e inutilizacao de NF-e

Cadastro manual

Cadastro de compras Cadastro via importacao de Nota Fiscal

Cadastro completo

I
Cadastro de clientes Cadastro répido

Frente de caixa

Cadastro de vendas
E-commerce

Cadastro manual

1 t .. . .
Controle de estoque Cadastro via importacao de Nota Fiscal

A possibilidade de rotular os assuntos dos chamados automaticamente permite

tomar decisoes de negocio e acionar outras areas quando hé problemas urgentes, como,
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por exemplo, bugs e instabilidades, conforme ilustrado na Figura 1. Contudo, além do
grande volume de atendimentos realizados diariamente, analisar todas as informagoes dos
chamados manualmente e, em tempo real, torna-se inviavel. Isso também se deve ao fato
de que transformar dados em informagoes tteis é um processo lento, caro e subjetivo
dependendo de quem estd rotulando (FAYYAD; PIATETSKY-SHAPIRO; SMYTH, 1996).
Além disso, os temas/assuntos dos chamados podem ser organizados em uma taxonomia,

havendo categorias e subcategorias que se relacionam de maneira hierarquica.

Figura 1 — Exemplo de processo de classificacao de chamados

Atendimentos realizados

D

Informagées do atendimento Informagées do atendimento

Histoérico do chamado Anotacoes Histérico do chamado Anotagdes
do suporte do suporte

aZeal = |aZea) ;

/ Classificador de chamados \

/ Relatério em tempo real \

1.2.1

1.4.1
1.2.2 1.4.2

Fonte: Autor

Diante deste cenario, a categorizagao hierarquica de textos, também conhecida
como Classificacao Hierdarquica (CH) de textos, tornou-se promissora (SEBASTIANI, 2001;
NIGAM, 2001). Por se tratar de uma metodologia de Aprendizado de Maquina (AM),
a CH de textos possibilita a automatizacao do processo de rotulagem, tornando-o mais
eficiente para as organizagoes (NAIK; RANGWALA, 2018). Ao construir um modelo de

AM que classifique os chamados, seria possivel utiliza-lo em outras aplicagoes voltadas
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ao atendimento do consumidor, como: usar como insumo para treinamentos de chatbots
automaticos para identificagdo mais rapida do assunto e insercao dos assuntos em sistemas
de Perguntas Mais Frequentes (Frequently Asked Questions - FAQs) bem como portais de

perguntas e respostas.

A CH de textos se despontou como a abordagem mais promissora e apropriada, pois
esse tipo de classificagao considera as inter-relagbes entre as classes e possibilita organizar
os documentos em uma estrutura hierdrquica (MENG et al., 2019). Além disso, a CH é
reconhecida como a mais eficiente para atuar em contextos de crescimento exponencial
dos dados, sendo capaz de diferenciar e rotular um volume muito grande de categorias e
subcategorias. Nao obstante, também é capaz de identificar instancias ainda nao rotuladas
(ou desconhecidas) o que é um grande diferencial, dada a necessidade de adaptabilidade
rapida com o dinamismo das mudangas (NAIK; RANGWALA, 2018).

O aprendizado através de CH possui diversos desafios que devem ser considerados
para a construcao de um classificador de chamados. O primeiro é que, ao contrario da
classificagao bindria, em que cada documento (instdncia) pertence exclusivamente a apenas
uma (unica) classe, a hierdrquica pode ser multirrétulo, ou seja, cada instancia pode
pertencer a varias classes de ramos completamente diferentes na hierarquia. O segundo
desafio é a existéncia de muitas classes com poucas amostras. Esse problema pode afetar
o aprendizado do modelo e reduzir a capacidade de generalizacao, tornando-o propenso
ao sobreajuste. O terceiro desafio é conseguir incorporar relacionamentos hierarquicos
durante o treinamento dos modelos para otimizar seu desempenho, uma vez que encontrar
a melhor solucao é uma tarefa dificil e nao trivial. Outro obstaculo é a inconsisténcia na
estrutura hierdrquica, em outras palavras, a presenca de relacionamentos inconsistentes
entre categorias pais e filhos/irméaos na hierarquia (NAIK; RANGWALA, 2018).

Frente a este contexto, este trabalho apresenta um método que possa superar esses
principais obstaculos relacionados & CH de textos, aplicado especificamente aos chamados

de suporte de uma organizacao.

1.1 Hipotese e objetivos

Diante deste contexto, o objetivo deste trabalho foi desenvolver um classificador
de chamados com capacidade de distinguir entre um grande ntimero de categorias e
subcategorias existentes e cujos temas destas categorias estao interligados, ou seja, nao

sao completamente independentes entre si.

A hipdtese assumida neste projeto é que é possivel categorizar automaticamente
chamados digitais escritos em linguagem natural. Para isso, foram empregadas técnicas de
Processamento de Linguagem Natural (PLN) e métodos consolidados de categorizacao

hierarquica de textos. Além disso, também foi analisada a possibilidade de automatizar o
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processo de classificacdo dos dados nao estruturados de maneira escalavel, possibilitando

a reducao do tempo e frequéncia de manuten¢ao do modelo. Em resumo, as principais

contribuigoes deste trabalho sao:

1.2

o Oferecer um estudo sobre as metodologias e desafios existentes relacionados a CH de

textos;

o Apresentar uma anélise do desempenho de modelos de CH utilizando uma base de

dados textual rotulada.

Organizacao do texto

O presente trabalho esta organizado da seguinte forma:

O Capitulo 2 aborda a fundamentacao tedrica, contemplando os principais conceitos
relacionados a classificacao textual e suas variagcoes metodoldgicas. Sao apresenta-
das as diferentes modalidades de classificacao (bindria, multiclasse, multirrétulo e
hierarquica), com énfase nas caracteristicas especificas da Classificagdo Hierdarquica
(CH). O capitulo inclui também uma revisao sistematica da literatura, analisando as

principais abordagens existentes no campo;

O Capitulo 3 detalha a metodologia proposta, descrevendo o processo de pré-
processamento textual e a abordagem hierarquica selecionada para o treinamento do

modelo;

O Capitulo 4 apresenta a avaliagdo experimental, incluindo a caracterizagao do
conjunto de dados, a metodologia empregada, as configuracoes experimentais, as

métricas de avaliacao utilizadas e a andlise dos resultados obtidos;

O Capitulo 5 sintetiza as contribuicoes da pesquisa e indica direcionamentos para

investigacoes futuras.
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2 FUNDAMENTACAO TEORICA

Neste capitulo, sdo introduzidos os principais fundamentos associados a catego-
rizacdo de textos, em especial, os tépicos que envolvem pré-processamento de texto e
métodos de AM para realizar a tarefa de categorizacao. Na Segao 2.1, sdo apresentados os
principios bésicos e essenciais sobre o pré-processamento e preparacao do texto. Métodos
de representacao computacional de textos sdo apresentados na Secao 2.2. Posteriormente,
sao introduzidos os tipos de classificacao na Secao 2.3, bem como os principais métodos de
classificagdo na Secao 2.4. Na Secao 2.5, sao apresentadas as defini¢coes da CH e, na Segao
seguinte 2.6 os principais fundamentos sobre estrutura e profundidade hierarquica. Por
fim, na Secao 2.7 sdo apresentados os diferentes tipos de métodos e trabalhos relacionados

sobre o tema.

2.1 Pré-processamento e preparacao do texto

Com o alto volume de dados nao estruturados disponivel, a Categorizacao de
Textos (CT), que envolve designar categorias previamente estabelecidas a documentos
textuais, é um subcampo importante e aplicado em muitos contextos, desde a indexacao de
documentos até a geracao automatizada de metadados e a organizagdo de documentos. As

categorias sao comumente baseadas em assuntos ou tépicos, embora também possam ser
determinadas por estilo (como géneros) ou relevancia (ZHAN; YOSHIDA; TANG, 2011).

Até o final dos anos 80, a abordagem mais popular para a CT era a engenharia do
conhecimento, que envolvia a definicdo manual de regras para classificar documentos. No
entanto, nos anos 90, a abordagem de AM ganhou popularidade. Esta abordagem permite
a construcao automatica de um classificador de texto, capaz de aprender as caracteristicas
das categorias de interesse a partir de um conjunto de documentos pré-classificados. Tal
abordagem oferece precisao comparavel a dos especialistas humanos e economiza mao-
de-obra especializada, pois nao requer a intervencao de engenheiros do conhecimento ou
especialistas de dominio para a construgao do classificador (SEBASTIANI, 2001).

Para a implementacao de quase todas as aplicagoes de Processamento de Linguagem
Natural, é imprescindivel executar fases que convencionalmente sdo denominadas de pré-
processamento. Nestas fases, os textos selecionados passam por uma sequéncia de passos
com o objetivo de extrair as informagoes mais relevantes e uniformizar os dados (CASELI;

NUNES, 2023). Algumas tarefas comuns no pré-processamento incluem:

Setenciagao (ou sentenciamento): procedimento de divisao do texto em senten-

cas, isto ¢, o processo de identificar as unidades textuais de processamento que determinam
os limites de cada sentenga (HAPKE; HOWARD; LANE, 2019). Este procedimento é
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intrinsecamente complexo, uma vez que a ambiguidade inerente as linguas impede a total

certeza de onde uma sentenga se encerra (READ et al., 2012).

Tokenizagao: divisao em unidades linguisticas elementares. Semelhante a setencia-
¢ao, essa divisao é realizada com base na separacao das palavras por meio de delimitadores.
Nesse contexto, é essencial identificar os limites das palavras utilizando caracteres delimi-

W [T W, ” ((_77

tadores, como espacos em branco ou simbolos de pontuacao, incluindo “,”, “:”, “;”,
“7 (FRAKES; BAEZA-YATES, 1992).

e

Normalizagao: tarefa de converter as palavras para alguma forma padrao, como

por exemplo:

« Normalizacao lexical: substituir palavras/expressoes abreviadas por suas formas
canoénicas (ALMEIDA et al., 2016) como, por exemplo, “vc” para “vocé”. Vale
ressaltar que é necessario ter alguns cuidados para realizar essa operagao para que a
substituicdo nao seja feita com abreviagoes com significados diferentes como, por
exemplo, “rs” como abreviacao de “risos” ser substituido como “Os youtubers do RS

tem muito sotaque” para “Os youtuberisos do RS tem muito sotaque”.

o Conversao para caracteres minusculos: para fins de uniformizacao, todo o texto
costuma ser convertido para letras minusculas. Este processo permite que palavras
que se diferem como, por exemplo, “hepatite” e “Hepatite”, sejam tratadas de forma
equivalente. Contudo, mesmo nessa situagao, é preciso ter cautela com nomes préprios
e outras representacoes que possuem semantica associada ao uso de letras maitsculas
e minusculas como, por exemplo, erroneamente descaracterizar a denominacao do
estado do Rio Grande do Sul (“RS”) para a abreviagao “rs” (UYSAL; GUNAL,
2014).

» Lematizacdo: reduz as palavras a sua forma mais bésica. Contudo, para realizar essa
tarefa é necessario consultar os recursos que definem a estrutura e o significado das
palavras, como um dicionario da lingua. O desafio é entender o sentido correto das
palavras que podem ter significados diferentes dependendo do contexto (MANNING;
RAGHAVAN; SCHUTZE, 2009). Por exemplo, na frase “Quem casa, quer casa.” a
palavra “casa” na primeira vez que aparece se refere ao verbo “casar”, enquanto na

segunda vez se refere ao substantivo “casa”.

« Radicalizacao: uniformiza e diminui o vocabulario, convertendo as palavras para
seus radicais e em alguns casos, pode levar a perda de informacao (LOVINS, 1968).
Exemplo: as palavras “certo”, “certidao”, “incerto”, “certamente”, “certificacdo”,
“certeiro” e “incerteza” possuem o mesmo radical “cert” e, portanto, tornam “cert”

um bom candidato a subpalavra.
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Remocao de caracteres de pontuacao: a existéncia de pontuagdes como pontos
de exclamacao, apostrofo, virgula, gera ruidos nos textos, uma vez que possibilita criar
distingdo para palavras com mesma grafia (por exemplo, “oi” e “oi,”) (TABASSUM; PATIL,
2020). A definigao de caracteres de pontuagao pode variar conforme o método, linguagem
de programacao ou software utilizados. Neste contexto, como pontuacao, o ponto final, a

virgula, a sequéncia de dois hifens (—) e as aspas (7 ou “).

Remocao de stopwords: baseando-se na hipdtese da distribuicao, a remocao
das stopwords possibilita deixar apenas as palavras relevantes, que representam melhor
o conteudo, e remover aquelas que mais se repetem. A partir da frase “o médico pessoal
do argentino Diego”, por exemplo, apds a remocao de stopwords fica “médico pessoal
argentino Diego”, tendo sido removidos os tokens “0” e “do” (UYSAL; GUNAL, 2014).

Simplificagao lexical: torna um texto mais facil de compreender substituindo

palavras dificeis ou raras por palavras mais simples e comuns (CASELI; NUNES, 2023).

Remocao de palavras raras: mesmo apds a substituicao de palavras raras
ou complexas, se a frequéncia dessas palavras nos dados de treinamento for baixa, a
probabilidade de contribuirem para a identificagdo da categoria do documento é reduzida.
Portanto, tais palavras podem ser descartadas (WEISS; INDURKHYA; ZHANG, 2010).

2.2 Representacao computacional de textos

O Processamento de Linguagem Natural possibilita o uso de computadores para
compreensao da comunica¢ao humana, sendo uma ramificacdo da Inteligéncia Artificial
(IA) (SRI, 2020). Como os algoritmos computacionais ndo possuem capacidade de processar
simbolos ou palavras, foram desenvolvidas diversas técnicas que possibilitam representar
numericamente um texto para realizar suas operacoes. Desta forma, para aplicar algoritmos
de AM como, por exemplo, CH, é necessario transformar os textos em representacoes mais

adequadas.

De acordo com Turian, Ratinov and Bengio (2010), as metodologias de transforma-
cao textual podem ser categorizadas em trés abordagens principais. No escopo do presente
trabalho, optou-se por concentrar a andlise em duas destas categorias: a representacao
distributiva e a representacao distribuida, cujas caracteristicas e relagdes encontram-se
ilustradas na Figura 2. Esta delimitacdo metodoldgica foi estabelecida considerando a
adequacao destas abordagens aos objetivos especificos desta pesquisa e suas respectivas
capacidades de capturar as nuances semanticas necessarias para a tarefa de classificacao

hierarquica.

A representacao distributiva, também conhecida como modelo espago-vetorial,
transforma cada palavra no documento em uma frequéncia de sua ocorréncia dentro do

texto. Desta forma, o vetor de representacao indicara quando as palavras do vocabulério
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Figura 2 — Tipos de métodos para representacao computacional de textos

Representagao

computacional dos
textos

—L

Distributiva Distribuida
| —
One-Hot Enconding TF-IDF PMI M°dig’:t£;’tr§5 de ‘ M"C‘:;':’:X'C:m ’

| e N

WordVec ‘ WangVec ’ ELMO

Glove ‘ SenseVec ’ BERT
\ J

FastText GPT

Fonte: Caseli and Nunes (2023)

estao presentes na mensagem. Um exemplo de representacao distributiva é o Bag-of- Words
(BoW) (CHOMSKY, 1957/2002).

Formalmente, seja X = x1, 2, ...,x,, um conjunto com n documentos de textos,
T = ty,ts,...,ty 0 conjunto com d termos (atributos) que compoéem um vocabulario
predefinido e Y = yq, 99, ..., Y5 um conjunto finito de categorias ou rétulos do problema, o
conjunto de documentos rotulados pode ser expresso como D = (x1,41), (T2, Y2), -y (Tns Yn)s
em que x € X ey CY. Nos modelos de representacao distributiva, cada documento pode
ser representado por uma matriz que contém, em cada posigao, um peso w(t;, z;) que
representa a frequéncia da ocorréncia das palavras que compoem o documento (¢; em x).
Esse peso pode variar de acordo com a metodologia de atribuicao de pesos, sendo as mais

comuns:

« Binaria (One-Hot Encoding): na representagao bindria, um termo/palavra é
atribuido ao valor 1 (um) se estiver presente no documento e 0 (zero) se nao estiver.
E importante ressaltar que, nesta forma de representacgao, a frequéncia com que o
termo aparece no documento nao é levada em consideragao. Em termos matematicos,

o peso binario pode ser calculado conforme ilustrado na Equacao 2.1:
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(2.1)

(. 2) 1, set; aparece em x
Ww\l;, ) = B
0, set; nao aparece em x

o Term Frequency (TF): o termo/palavra é quantificado com base em sua frequéncia
de ocorréncia de um termo t) em um documento d), estabelecendo uma relagao
diretamente proporcional entre o niimero de apari¢oes do termo e seu peso na
representacao textual conforme ilustrado na Equacao 2.2. Entretanto, a utilizagao
isolada da métrica TF apresenta limitagdes na identificacao dos termos mais relevantes
de um documento, uma vez que determinadas palavras podem apresentar alta
frequéncia em diversos documentos, reduzindo assim seu poder discriminativo na

caracterizagao do contetudo textual.

numero__ocorrencias(t,d)
total__termos(d)

tf(t.d) = (2.2)
o Inverse Document Frequency (IDF): para mitigar o problema da métrica
anterior, foi desenvolvida a métrica IDF, na qual é quantificada com base em sua
frequéncia inversa de ocorréncia de um termo t) em uma cole¢ao de documentos N),
conforme ilustrado na Equagao 2.3. Em outras palavras, IDF mensura a raridade de

uma palavra em um conjunto de documentos.

N

total__documentos(t)

idf (1) = log( ) (2.3)

o Term Frequency-Inverse Document Frequency (TF-IDF): o peso do termo/pa-
lavra é determinado multiplicando o TF (definido pela Equagao 2.2) pelo IDF (defi-
nido pela Equagao 2.3), conforme ilustrado na Equagao 2.4. Isso significa que se uma
palavra for comum em um documento especifico, mas rara no contexto geral, pode
indicar que a palavra é particularmente relevante para o contetido do documento em

questao (WILBUR; KIM, 2009; RENNIE et al., 2003).

tfoidf(t,d) = tf(t,d) x idf(t) (2.4)

o Pointwise Mutual Information (PMI): medida estatistica que permite mensu-
rar a probabilidade de dois termos aparecem juntos em comparagao com a proba-
bilidade de aparecem separadamente. PMI foi introduzido por Church and Hanks
(1990). Formalmente, o PMI entre um termo alvo = e um termo contexto y ¢ definido

pela Equacao 2.5.
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py) _ o, paly) _  p(Y]2)
p@py) % pla) tog: p(y)

onde a probabilidade de um termo p(t) é calculada através da sua frequéncia divida

pmi(x,y) = log, (2.5)

pelo total de termos existentes em um documento, conforme ilutrado na Equacao
2.6:

_ frequencia(t)

p(t) (2.6)

~ total termos

No caso da BoW, como muitas palavras nao aparecem em alguns documentos e
existem muitas palavras sinonimas, esse modelo geralmente resulta em vetores grandes e
esparsos, ou seja, com muitos zeros. Podendo assim, demandar alto custo computacional
(XU et al., 2013). Além disso, as representagoes distributivas tém problemas conhecidos,
como perda de localidade de palavras, falta de informagoes seméanticas e caracteristicas
sintaticas em diferentes contextos. Por exemplo, as frases “Joao é mais velho do que José” e
“José é mais velho do que Joao” teriam representacoes idénticas, apesar de seus significados
serem opostos. Assim, outras técnicas de representacao computacional de textos surgiram
para resolver estas questoes, tais como técnicas de representacao distribuida usando redes
neurais (BENGIO et al., 2006; COLLOBERT; WESTON, 2008; MNIH; HINTON, 2008;
TURIAN; RATINOV; BENGIO, 2010; MIKOLOV et al., 2013).

A representacao distribuida, também chamada de representacao vetorial ou
embedding, ¢ um método em que os termos/palavras sdo representadas por vetores seman-
ticos. Esses vetores mostram, em cada dimensao, o significado das palavras com base em
como elas sao usadas nos textos (relagoes sintaticas e semanticas) (BENGIO et al., 2006).
Em contraste com a representagao distributiva, os modelos de representacao distribuida
transformam os textos em nimeros reais positivos ou negativos que representam relagoes

semanticas e contextuais entre as palavras, em vez de contagens quase zero.

Por se basearem em distribuicao, podem ser aprendidos automaticamente a partir
de textos, sem a necessidade de supervisao humana. Os modelos aprendem através de
algoritmos de AM, seja supervisionado ou nao, por exemplo, usando redes neurais artificiais,
ou, ainda, através da representacao estatistica da matriz de coocorréncia de termos. Os

modelos podem ser classificados como livres de contexto ou com contexto (WANG;
HOU; CHE WANXIANGAND LIU, 2020):

» Modelos livres de contexto, como Word2Vec (MIKOLOV et al., 2013), GloVe (PEN-
NINGTON; SOCHER; MANNING, 2014), FastText (BOJANOWSKI et al., 2017),
Wang2Vec (LING et al., 2015) e SenseVec (TRASK; MICHALAK; LIU, 2015), pois
o vetor de uma mesma palavra é o mesmo independente do contexto que ela esta

inserida;
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« Modelos com contexto, como Embeddings from Language Models (ELMo) (PETERS
et al., 2018), Bidirectional Encoder Representations from Transformers (BERT)
(DEVLIN et al., 2019) e Generative Pre-trained Transformer (GPT) (BROWN et
al., 2020), pois o vetor resultante de uma palavra depende do contexto que ela estd
inserida. Por apresentar a capacidade de interpretar as nuances semanticas, esta
abordagem vem sendo muito utilizada para resolver problemas de classificacao de

textos.

A escolha entre essas abordagens depende das necessidades da aplicagao (problema)
e do método de classificagdo que sera empregado, pois pode variar de acordo com a

abordagem escolhida.

2.3 Classificacao binaria, multiclasse, multirrétulo e hierarquica

A ciéncia (e a arte) de ensinar computadores a aprender com dados, permitindo
a criacao de algoritmos, é conhecida como AM (GERON , 2019). De acordo com Samuel
(1959), AM é o campo de estudo que possibilita aos computadores a habilidade de aprender

sem explicitamente programéa-los.

No campo do AM, os dispositivos computacionais sdo instruidos para adquirir
conhecimento a partir de experiéncias anteriores (dados). Eles frequentemente utilizam um
método de inferéncia conhecido como inducao, que possibilita a obtencao de conclusoes
genéricas a partir de um conjunto especifico de exemplos (FACELI et al., 2011). Os
dados de experiéncias anteriores (exemplos) F utilizados para adquirir aprendizado se
chamam conjuntos de treinamento e cada exemplo de treinamento se chama instancia
de treinamento (ou amostra). O computador aprende algum tipo de tarefa T e

avalia o desempenho P para mensurar o quanto conseguiu aprender com os exemplos E
(MITCHELL, 1997). AM ¢é particularmente util para:

« Problemas cujas solu¢oes atuais demandam uma quantidade significativa de ajustes
ou extensas listas de regras (complexidade de manutengao): um algoritmo de AM
pode simplificar o processo e geralmente apresenta um desempenho superior ao de

métodos tradicionais.

o Problemas complexos que nao possuem uma solucao eficaz através de abordagens
convencionais: as técnicas avancadas de AM podem ser capazes de encontrar uma
solucao. Por exemplo, a tarefa de reconhecimento de voz é altamente complexa, pois
existem milhares de palavras em diversas linguas que variam de pronuncia de acordo
com diferentes pessoas. Em vez de criar regras, a solugao mais viavel, até o momento,

¢ criar algoritmos que aprendam sozinhos através de gravacoes.
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» Adaptacao a ambientes variaveis: um sistema baseado em AM tem a capacidade de

se adaptar a novos dados através de treinamentos continuos.

o Compreensao de problemas complexos e manipulacao de grandes volumes de dados.

A tarefa de classificacdo de texto comega com um conjunto de treinamento
D = (z1,11), (x2,92), .., (Tpn,yn) de documentos rotulados, em que z € X ey C Y,
com categorias Y = y1,¥a, ..., yr (por exemplo, esportes, politica). O objetivo é treinar um
modelo de classificagdo f (classificador) conforme ilustrado na Figura 3, capaz de atribuir

automaticamente rétulo(s) de classe correto(s) a um novo documento x cujas classes sao
desconhecidas (ZHAN; YOSHIDA; TANG, 2011).

Figura 3 — Légica de criacao de algoritmos de aprendizado supervisionado

Etapa de treinamento : Etapa de classificagcdo

r :
Conjunto de dados !
1 de treinamento
rotulado H
Categoria = y; E
D ~ Z2 :
Categoria = yy E

T x Novo

dado/documento

Categoria = y, H
- H

Treinamento

lCIassificagéo
Algoritmo de
aprendizado L Classe predita Yy
supervisionado '

Modelo
Classificador

Fonte: Bittencourt (2020)

A classificagao faz parte de uma categoria dentro de AM, pois os dados de trei-
namento que sao fornecidos ao algoritmo incluem as solugoes desejadas, chamadas de
rétulos/categorias (GERON, 2019). Tarefas de classificacio podem ser divididas em:

binarias, multiclasse, multirrétulo e hierarquicas (conforme ilustrado na Figura 4).

Classificadores binarios fazem distingoes entre apenas duas classes (GERON,
2019). Por exemplo, diagnosticar um paciente se ele possui ou ndo uma doenga com base

nos sintomas que apresenta.

Classificadores multiclasse, também conhecidos como classificadores multinomi-
ais, fazem disting¢oes entre mais de duas classes. Um exemplo pratico ¢ a classificacao de

noticias em diversas categorias como: esporte, politica, satude, etc.
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Figura 4 — Hierarquia de Aprendizado de Maquina

Aprendizado de maquina

Supervisionado Nao Supervisionado

Classificacédo Regressao Agrupamento Associagéo Sumarizagao

Y

Binaria

Multiclasse

Multirétulo

Hierarquica

Fonte: Faceli et al. (2011)

Classificadores multirrétulo, podem atribuir mais de uma classe para a mesma
instancia. Por exemplo, um modelo de identificacao de comentarios ofensivos em féruns
de discussao, uma amostra poderia ser atribuida a classe machismo e racismo ao mesmo

tempo.

Classificadores hierarquicos, as classes podem se organizar em uma relagao de
taxonomia ou dependéncia. Desta forma, uma instancia pode ser atribuida a uma subclasse
dentro de uma superclasse. Um exemplo pratico é a classificacdo de artigos de noticias,

sendo uma amostra atribuida a superclasse esportes e a subclasse futebol.

Na literatura, existem diversas metodologias para resolver problemas de CH que
podem ser divididas em trés categorias: plana, local e global. A classificagdo plana é a mais
simples, pois desconsidera a estrutura hierarquica para o treinamento do modelo. Ja a
classificacao local divide a estrutura hierarquica em varias estruturas menores e utiliza as

relagoes locais. Por fim, a global considera toda a hierarquia de classes para treinamento
(NAIK; RANGWALA, 2018).

2.4 Aprendizado supervisionado - Classificacao

Existem varios métodos de classificacdo disponiveis na literatura e devem ser
escolhidos de acordo com a aplicacio/tarefa a ser realizada. Os mais tradicionais incluem
(FACELI et al., 2011):



34

o Métodos baseados em distancias: a hipdtese é que dados similares tendem a estar

proximos em uma regiao e distantes de dados divergentes. Um exemplo de método

de distancia é K-Nearest Neighbours (KNN) (COVER; HART, 2006);

« Métodos probabilisticos: a hipdtese é que a probabilidade de um evento A (por
exemplo, um paciente ter uma determinada doenga) dado um evento B (por exemplo,
o paciente ter um resultado positivo em um exame) nao depende apenas da relagdo
entre A e B (MITCHELL, 1997). Isso significa que, ao calcular a probabilidade,
esses métodos levam em conta tanto a informacao especifica do exame quanto a
informagao geral sobre a frequéncia da doenca. Isso pode ajudar a fazer previsoes
mais precisas em situagdes complexas onde varios fatores estao em jogo. Um exemplo

de método probabilistico é o Naive Bayes (NB) (MCCALLUM; NIGAM, 1998);

o M¢étodos simbodlicos: sao métodos que buscam representar os dados de maneira
simbolica, facilitando a interpretagdo e compreensao do processo de classificagdo para
seres humanos. E o caso das Decision Trees (DT) e Classification and Regression

Trees (CART) (BREIMAN et al., 1984);

o M¢étodos conexionistas: método basea-se na busca de aproximar a maneira como o
processo do cérebro humano opera para classificar os dados. O cérebro é composto por
células denominadas neurénios, que intercambiam informacoes através de conexoes
chamadas sinapses. Cada neurénio, estando conectado a varios outros, possibilita
a atuacao de muitos em paralelo, o que é crucial para o funcionamento do cérebro.
Desta forma, o funcionamento do cérebro inspirou no desenvolvimento dos métodos
conexionistas de AM, as Redes Neurais Artificiais (RNAs) (HAYKIN, 1998);

o Métodos baseados em maximizacado de margens: método que busca, através de
diversas técnicas, separar dados que pertencem a classes distintas maximizando-se
as margens, determinando o grau em que os dados estdo separados (SMOLA et
al., 2000). Um exemplo de método é Support Vector Machines (SVM) (CORTES;
VAPNIK, 1995);

o Métodos baseados em modelos multiplos preditivos: método que utiliza um con-
junto de preditores, cada qual as decisoes individuais dos modelos sao combinadas
ou agregadas para classificar os dados (DIETTERICH, 1997). Exemplos de mode-
los: Random Forest (RF) (BREIMAN, 2001) e o boosting adaptativo (FREUND;
SCHAPIRE, 1996).

Além dos métodos citados acima, existem diversos outros tipos de classificadores
e regressores. Por ser o foco deste estudo, a Classificacao Hierarquica serd detalhada na

préxima segao.
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2.5 Definicao de Classificacao Hierarquica

CH foi explorada por diversos pesquisadores como, Koller and Sahami (1997),
Larkey (1998), McCallum et al. (1998), D’Alessio et al. (2000), Vaithyanathan, Mao and
Dom (2000), Dumais and Chen (2000), Sun and Lim (2001), Cai and Hofmann (2004).
Essa metodologia foi amplamente estudada e utilizada por apresentar maior eficiéncia e

escalabilidade em casos de crescimento exponencial de dados, principalmente para fins de
organizagao de documentos (CHAKRABARTT et al., 1998).

Isso se deve pelo fato de que a CH possibilita acessar e gerenciar as categorias
de forma que facilite na recuperacao de documentos, uma vez que permite especializar
ou generalizar determinado assunto ao se aproximar da raiz ou nés-folhas. Foi e ainda
¢ amplamente utilizada como, por exemplo, pelo Yahoo! e Wikipedia para pesquisas de
suas paginas web (ANICK; VAITHYANATHAN, 1997; PARTALAS et al., 2015), pela
International Business Machines - IBM para organizar suas patentes (APTE; DAMERAU;
WEISS, 1994), pela Columbia University Libraries para organizar seu catalogo de livros
online (DAVIS, 2002), para classificagdo das emoc¢oes na fala/discurso (XIAO et al., 2007)
e, mais recentemente, com classificacdo de tépicos e subtopicos para recuperacao de
documentos em chatbots (RODRIGUEZ-CANTELAR et al., 2023).

CH é um dentre diversos tipos de Classificacao Estruturada (Structured Classifica-
tion - SC) do qual as classes sdao organizadas de maneira hierarquica (SILLA; FREITAS,
2011). Vale ressaltar que SC possui outros tipos que nao se enquadram nessa estrutura
como, por exemplo, classes que possuem organizagiao temporal ou sequencial (Label Se-
quence Learning) (ALTUN; HOFMANN, 2003; TSOCHANTARIDIS et al., 2005). Antes
de estabelecer a estrutura das classes, ¢ fundamental definir os tipos de nés presentes na

hierarquia.

Definicao 1: define-se como né raiz na hierarquia o né que nao possui um noé
ancestral (né pai) e pelo menos um né descendente (né filho). Vale ressaltar que existem

hierarquias complexas que possuem mais de um né raiz.

Definicao 2: define-se como né interno, também é conhecido como né nao terminal,
0 n6 que possui pelo menos um né ancestral (né pai) e pelo menos um né descendente
(n6 filho). Ou seja, o no interno é intermediario, conectando nés superiores e inferiores.
Conforme ilustrado na Figura 5 o né “Animais” é considerado como né interno na

hierarquia.

Definicao 3: define-se como né folha, também é conhecido como né terminal, o
né que possui pelo menos um né ancestral (né pai) e nenhum né descendente (né filho).
Em outras palavras, n6 que nao pertence a raiz ou ao né interno é o né folha. Conforme

ilustrado na Figura 5 o n6 “Caes” ¢ considerado como né interno na hierarquia.

A organizacao hierarquica das classes, também chamada de taxonomia de classes, foi
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Figura 5 — Propriedade de transitividade

Fonte: Silla and Freitas (2011)

inicialmente definida por Wu, Zhang and Honavar (2005) da seguinte forma: a taxonomia
de classes é uma estrutura em arvore sobre um conjunto parcialmente ordenado (C, <),
no qual C' é um conjunto finito das categorias de um determinado dominio e < representa
a relacao “IS-A” como anti-reflexiva e transitiva. Entretanto, a defini¢ao feita por Wu,
Zhang and Honavar (2005) foi reexaminada por Silla and Freitas (2011) e definiu a relagao
“IS-A” como:

1. Um tnico grande elemento R é a raiz da arvore.
2. Assimétrica: Vc¢;,c; € C, se ¢; < ¢; entdo ¢; £ ¢
3. Anti-reflexiva: Ve; € C, ¢; 4 ¢

4. Transitiva: Ve, ¢j, e € C, ¢, <cjec; <c, = ¢ < ¢

A propriedade 1 indica que a raiz da arvore R deve ser uma tnica categoria R que

antecede as demais. Quando a instancia é uma raiz, seu rétulo precisa ser geral e aplicavel

a qualquer outra instancia mais especifica abaixo dela (WU; ZHANG; HONAVAR, 2005).

A propriedade 2 denota que a relagao entre as classes é assimétrica, uma vez que
se a categoria ¢; antecede a categoria c; e, portanto, a categoria ¢; possui uma relacao
“IS-A7 com ¢;. Contudo, a mesma relacao inversa entre as categorias nao deve ocorrer
para que a organizacao da hierarquia seja valida. Ruiz and Srinivasan (2002) fornece o
seguinte exemplo para melhor entendimento: todos os caes sao animais, mas nem todos os

animais sao caes.
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A propriedade 3 expressa o principio da anti-reflexidade, na qual a categoria c¢;
nao pode anteceder a si mesma. Tal propriedade, em conjunto com a anterior, possibilita

que as classes nao tenham uma relagao ciclica entre si, possibilitando apenas estruturas

hierarquicas (WU; ZHANG; HONAVAR, 2005; SILLA; FREITAS, 2011).

A propriedade 4 define o principio da transitividade das rela¢oes de antecedéncia
entre as classes. Ou seja, se a categoria ¢; antecede a categoria c; e a mesma categoria
antecede ¢, entao hd uma relacao de antecedéncia de ¢; e ¢; (SILLA; FREITAS, 2011).
Utilizando o mesmo exemplo dado anteriormente, todos os animais sao seres vivos e todos

os caes sdo animais, logo, todos os caes sao seres vivos (conforme ilustrado na Figura 5).

Desta forma, qualquer problema classificatéorio no qual as classes se adequem as
quatro regras de relagao “IS-A” citadas acima pode ser considerado um problema de CH
(SILLA; FREITAS, 2011).

2.6 Tipos de estrutura e profundidade da Classificacao Hierarquica

A estrutura hierdrquica pode ser dividida em dois tipos: Arvore e Grafos Aciclicos
Dirigidos (Direct Acyclic Graphs - DAG). A diferenca entre as duas estruturas esta no
fato de que a DAG permite que as categorias tenham mais de um antecessor em suas
relagoes (SILLA; FREITAS, 2011; FACELI et al., 2011). Ou seja, um documento pode
ser classificado em mais de uma categoria (ROUSU et al., 2006). Em contrapartida, na
estrutura em arvore, cada categoria deve possuir apenas um unico antecessor, conforme

ilustrado na Figura 6.

Existem dois caminhos possiveis para realizar a CH: classificacdo inica ou mul-
tirrétulo (multilabel). Na classificagdo unica, um documento pertence a uma categoria
exclusiva, enquanto na classificacdo multirrotulo, um documento pode pertencer a varias
categorias, das quais podem pertencer a multiplas categorias antecedentes da hierarquia
(TIKK; BIRO; YANG, 2003). Rousu et al. (2006) define a CH multirrétulo como “uma

uniao de caminhos parciais na hierarquia”.

A partir desta defini¢do, qualquer problema de CH pode ser considerado multirrétulo.
Para exemplificar, conforme ilustrado na Figura 6 se um documento pertencer a classe
2.1.1, pode-se afirmar que este mesmo documento pertence as classes 2.1 e 2, possuindo

trés classes para um tnico documento.

Outro aspecto relevante dos problemas de CH esta relacionado com a profundidade
das rotulacgoes, podendo ser implementadas de duas maneiras: classificando apenas no
ultimo nivel da hierarquia, conhecido em inglés como Mandatory Leaf-Node Prediction
(MLNP) (FREITAS; CARVALHO, 2007) e também pode ser chamado de Virtual Category
Tree (SUN; LIM, 2001); ou classificando em qualquer nivel da hierarquia Non-Mandatory
Leaf Node Prediction (NMLNP) (FREITAS; CARVALHO, 2007).
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Figura 6 — Tipos de estruturas hierarquicas

~

Arvore DAG
Fonte: Silla and Freitas (2011)

Figura 7 — Profundidade das rotulagoes

MLNP NMLNP
Fonte: Naik and Rangwala (2018)

Conforme ilustrado na Figura 7, na CH por MLNP, seria possivel obter apenas
as categorias 1, 2.2, 2.1.1 e 3. Em contrapartida, utilizando o método NMLNP, os dados
poderiam ser classificados em qualquer nivel 1, 2, 2.1, 2.2, 2.1.1 e 3 sendo possivel utilizar

um limiar (threshold) para determinar a profundidade desejada.

2.7 Tipos de Classificacao Hierarquica

Os métodos de CH sao definidos pela forma como utilizam a estrutura hierar-
quica para construcao do classificador e para rotular novos dados. Existem trés tipos de
abordagens desenvolvidas até o momento: classificagao plana, local e global (conforme ilus-

trado na Figura 8). Nas Subse¢oes seguintes, sao apresentadas as definigdes e abordagens
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desenvolvidas aplicadas a problemas de CH de textos.

Figura 8 — Tipos de classificagdo hieraquica

Classificagéo

hierarquica
I I
Classificadores Classificadores Classificadores
Planos Locais (LC) Globais (GC)

Classificadores locais Classificadores locais Classificadores locais
por n6 (LCN) por né pai (LCPN) por nivel (LCL)

Fonte: Autor

2.7.1 Classificagdo Plana

A Classificagao Plana (Flat Classification), segundo Silla and Freitas (2011) é a
abordagem mais simples para lidar com problemas de CH, rotulando-se apenas as classes
do ultimo nivel da hierarquia. Essa técnica é aplicavel para ambos os tipos de estruturas

hierdrquicas (drvore ou DAG), pois ignora as classes antecedentes, seguindo a abordagem
MLNP.

A principal vantagem desta técnica reside na reducao de complexidade de imple-
mentacao, permitindo o uso de algoritmos de classificagao nao hierarquicos. Além disso,
possibilita atribuir as classes antecedentes a uma mesma instancia, seguindo a relagao das
classes de uma hierarquia. Entretanto, esse método traz diversas desvantagens, uma vez
que ao rotular os niveis mais baixos da hierarquia resulta em um aumento substancial
das classes-alvo, potencialmente desequilibradas. O classificador plano precisa tomar uma

decisao dificil e nao trivial de escolher apenas uma tnica classe dentre todas, ignorando as
relagdes entre os niveis da hierarquia (SILLA; FREITAS, 2011; BABBAR et al., 2013).

2.7.2 Classificagao Local

Classificacao Local (Local Classification), segundo Faceli et al. (2011) é uma
abordagem que utiliza informacoes locais da hierarquia para classificagdo, possibilitando
rotular em qualquer nivel da hierarquia (NMLNP), com excecao da raiz. Em virtude disso,
esse método pode ser aplicado a problemas de classificagdo multirrétulo (DAG). Outra

vantagem é a possibilidade de utilizar algoritmos de classificacdo nao hierarquicos.



40

Contudo, esta técnica nao é adequada quando ha um grande volume de classes, pois
se torna ineficiente para lidar com o desbalanceamento dos dados de treinamento. Outro
problema estd relacionado a propagacao de erros na rotulagao de classes antecedentes para
os niveis mais baixos da hierarquia (IRSAN; KHODRA, 2016). Segundo Silla and Freitas

(2011), existem trés maneiras de classificar localmente: por né, por né pai ou por nivel.

2.7.2.1 Local Classifier per Node

Local Classifier per Node (LCN), é uma técnica que combina algoritmos classificado-
res bindrios em cada né da estrutura hierarquica, com excegao da raiz R. Esta abordagem
tem como principal caracteristica a versatilidade para determinar quais amostras serao
consideradas positivas e negativas dos nés nao-folha. Em estudos anteriores de EISNER et
al. (2005), FAGNI; SEBASTIANI (2007) e CECI; MALERBA (2007), destacam-se seis
regras (comumente chamadas de “politicas”) para definir os exemplos positivos e negativos
da amostra. A notagao empregada nestas defini¢goes segue a convengao proposta por Fagni
and Sebastiani (2007), detalhada na Tabela 2.

Tabela 2 — Notacao para exemplos positivos e negativos de treinamento

Simbolo | Significado
Tr Conjunto de todos dos exemplos de treinamento

Tr*(c;) | Conjunto de todos dos exemplos positivos de (c;)
Tr~(cj) | Conjunto de todos dos exemplos negativos de (c;)

T (¢j) | Categoria pai de (c;)

1 (¢j) | Conjunto de todas as categorias filho de (¢;)

f (¢j) | Conjunto de todas as categorias antecessoras de (c;)
U (¢;) | Conjunto de todas as categorias descendentes de (c;)
< (¢j) | O conjunto de categorias de irméos de (c;)

J
*(cj) Denota exemplos cuja classe conhecida mais especifica é (¢;)

« Politica “exclusiva” ( “exclusive” policy) proposta por Eisner et al. (2005), restringe-
se aos exemplos explicitamente rotulados pelo né (¢;) para definir a classe mais
especifica como positiva Tr*(c;) = (¢;), utilizando os demais nés como negativos
Tr=(¢;) = Tr \ * (¢;). Conforme ilustrado na Figura 9, esta abordagem ignora a
estrutura hierarquica e os nés descendentes |} (¢;) sdo considerados como negativos,
o que contradiz a defini¢do da relacao “IS-A” da hierarquia. A aplicabilidade deste
método é limitada a problemas com hierarquias parcialmente conhecidas, onde apenas

os niveis mais superficiais sao rotulados.

« Politica “menos exclusiva” (“less exclusive” policy) também proposta por Eis-
ner et al. (2005), considera os exemplos rotulados pelo né (¢;) como positivos
Trt(cj) = *(cj), enquanto os demais nods, com excessao dos descendentes do né

(¢;), como negativos T~ (¢;) = Tr \ * (¢;) U | (¢;). Hlustrado na Figura 10, esta
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abordagem resolve o problema da metodologia anterior, no qual os nés descendentes
sao tomados como exemplos negativos. Entretando, a aplicabilidade se mantém

restrita a rotulagem superficial da hierarquia.

« Politica “menos inclusiva” (“less inclusive” policy), proposta por Eisner et al.
(2005), também pode ser encontrada na literatura como politica “tudo” (“ALL”
policy) definida por Fagni and Sebastiani (2007). Conforme ilustrado na Figura 11,
esta abordagem determina que os exemplos do né (c;) e todos os seus descendentes
I} (¢;) sao rotulados como a classe positiva Trt(c;) = *(c;) U |} (¢;). Os exemplos
rotulados como negativos sao os nos restantes da hierarquia e seus descendentes
Tr(c;) = Tr \ * () U U (¢y):

o Politica “inclusiva” (“inclusive” policy), proposta por Eisner et al. (2005), determina
que 0 16 (c¢;) e todos os seus descendentes |} (¢;) sdo rotulados como a classe positiva
Trt(e;) = *(c;) U (¢;). Todos os demais nés, com excessao dos ancestrais 1 (¢;),
sdo rotulados como negativos Tr=(¢;) = Tr \ * (¢;) U | (¢;) U 1 (¢;), conforme

ilustrado na Figura 12.

o Politica de “irmaos” (“siblings” policy), inicialmente proposta por Wiener, Pedersen
and Weigend (1995) e, posteriormente, definida por Fagni and Sebastiani (2007) e
citada por Ceci and Malerba (2007) como “conjuntos de treinamento hierarquicos”
(“hierarchical training sets”). Conforme ilustrado na Figura 13, esta abordagem
considera o n6 (¢;) e todos os seus descendentes |} (¢;) como exemplos positivos
Trt(cj) = *(cj) U (¢j). J& os exemplos negativos é tomado pelo conjunto de

categorias de irmaos de (c¢;) e seus descendentes T (¢;) = > (¢;) U (= (¢))).

o Politica de “irmaos exclusivos” ( “exclusive siblings” policy), definida por Ceci and
Malerba (2007) como “conjuntos de treinamento apropriados” ( “proper training sets”).
Esta abordagem considera apenas o nd (¢;) como exemplos positivos Tr(c;) = *(c;)
e seus irmaos como negativos 77~ (¢;) = « (¢;), ignorando os todos os demais nés,

conforme ilustrado na Figura 14.

Independente da politica para definir os exemplos positivos e negativos de cada né,
o processo de classificacao é normalmente realizado top-down, comecando pela raiz até
chegar aos niveis mais baixos (KOLLER; SAHAMI, 1997; NAIK; RANGWALA, 2018).
Entretanto, ndo é uma regra obrigatoria a ser seguida. Na literatura, ha trabalhos que
afirmam que a abordagem LCN e a abordagem top-down sdo a mesma abordagem, mas sao
abordagens distintas que frequentemente sao utilizadas em conjunto (SILLA; FREITAS,
2011).

A LCN apresenta uma caracteristica multirrétulo, possibilitando a rotulacao si-

multanea de diversas categorias em cada nivel de classe. No entanto, como mencionado
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Figura 10 — Menos ex- Figura 11 — Menos in-
clusiva clusiva

Figura 9 — Exclusiva

Figura 14 — Exclusiva

Figura 12 — Inclusiva Figura 13 — Irmaos o
de irmaos

Fonte: Metz (2011)

anteriormente, essa abordagem pode nao preservar a relagao hierarquica, dependendo
da estrutura da hierarquia e da politica utilizada, o que pode gerar inconsisténcias nas
previsoes das classes em diferentes niveis. Existem trabalhos que propoem formas para

tratar tais inconsisténcias de maneira mais profunda como, por exemplo, Silla and Freitas
(2011).

Diversos estudos na literatura empregam a abordagem LCN para fins de categori-
zacao de textos. Bennett and Nguyen (2009) realizaram o balanceamento das classes na
fase de treinamento para reducao de ruidos que o desbalanceamento causa. Além disso,
utilizaram a abordagem bottom-up, na qual foram utilizadas as informacgoes das saidas de
cada classificador dos nés inferiores para classificacdo de cada um dos nds superiores como
atributo. Por fim, é realizada a classificagao final top-down para cada né da hierarquia,
assim mitigando potenciais inconsisténcias na hierarquia. A pesquisa foi aplicada a uma

base com contetdos textuais de web sites rotulados Open Directory Project’s (ODP).

Ramirez-Corona, Sucar and Morales (2016) utilizaram uma abordagem diferente
para lidar com a propagacao de inconsisténcias, calculando a correlagao entre o no e
seus ancestrais como atributo adicional. Em seguida, calcularam uma pontuagao para
cada caminho e, por fim, realizaram a rotulacao final para cada né da hierarquia. Foram
utilizadas 20 bases de dados, entre elas bases de dados textuais de sequéncias gendémicas

(FunCat) e ontologia genética (Gene Ontology).
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Cesa-Bianchi, Gentile and Zaniboni (2006a) utilizaram a medida de desempenho
especifica para problemas de CH (H-loss) e a abordagem bottom-up para reduzir os
impactos da propagacao de inconsisténcias. Posteriormente, Cesa-Bianchi, Gentile and
Zaniboni (2006b) utilizaram a mesma medida de desempenho, combinada a um novo
algoritmo que é treinado incrementalmente a cada né top-down. Obteve-se desempenho
préximo a Support Vector Machines (SVM) hierarquicas e aplicdvel a problemas com

caminhos multiplos e/ou parciais na hierarquia.

Banerjee et al. (2019) desenvolveram uma nova abordagem, chamada de “trans-
feréncia de aprendizado” ( “transfer learning”), uma vez que reutiliza os parametros do
algoritmo treinado para o né pai e ajustados para classificar os nés filhos. A primeira
vantagem apresentada nos resultados deste estudo é a melhora na classificacao de categorias
que possuem poucos exemplos e a segunda vantagem é obter melhores resultados utilizando

classificadores binarios em vez de classificadores multirrotulo.

Silva, Suguiy and Silla (2023) exploraram o problema de classificagdo de género
musical utilizando LCN, que até entao foi pouco investigado em uma estrutura hierar-

PR A4

quica de classificagdo. Foram comparados quatro tipos de politicas (“exclusiva”, “menos
exclusiva”, “inclusiva” e “menos inclusiva”) sobre uma base de musicas disponibilizadas
e rotuladas pelos proprios artistas (Free Music Archive Database). A politica “menos
inclusiva” apresentou o melhor resultado (de Medida-F), comparando-a com as demais

politicas.

Miranda, Kéhnecke and Renard (2023) compararam classificadores locais com
classificadores planos, sobre uma base textual de reclamagoes de consumidores (Consumer
Financial Protection Bureau of the United States) categorizando em produto e sub-produto
utilizando a biblioteca HiClass. Os resultados dos LCN apresentaram maior performance

(de Medida-F), comparando-a com classificadores planos.

2.7.2.2 Local Classifier per Parent Node

Local Classifier per Parent Node (LCPN) é uma técnica na qual o algoritmo é
treinado para classificar os rotulos dos nds pais na hierarquia, conforme ilustrado na Figura
15. Esta abordagem também pode ser aplicada a problemas multirrétulo e, portanto, pode
possuir as mesmas inconsisténcias de LCN (SILLA; FREITAS, 2011).

Nesta abordagem, existem duas politicas para determinar quais exemplos serdo
definidos como positivos e negativos: Politica de “irmaos” e Politica de “irmaos exclusi-
vos”. A diferenca entre as técnicas esta no uso dos nés descendentes ou apenas nos filhos
imediatos como exemplos para classificagdo (PEREIRA; COSTA; JR., 2021).

Koller and Sahami (1997) foram os primeiros a propor o primeiro método de LCPN,

adotando a estratégia top-down na fase de teste. Esta abordagem caracteriza-se pela
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Figura 15 — Local Classifier per Parent Node (LCPN)

Fonte: Silla and Freitas (2011)

aplicagdo de um mesmo algoritmo de classificagao em todos os niveis da hierarquia de

classes (SILLA; FREITAS, 2011).

Posteriormente, Secker et al. (2007) desenvolveram uma abordagem diferente
utilizando o método chamado “classificador seletivo” ( “selective classifier”), no qual sdo
aplicados diferentes algoritmos para cada né pai da hierarquia. Para determinar qual
classificador deve ser utilizado em cada né pai, conjunto de treinamento é subdividido de
maneira aleatéria em dois subconjuntos menores: treinamento e validacao. O classificador
escolhido para cada né pai é o que possui maior precisdo no conjunto de validacao. Além

disso, essa abordagem também utiliza a estratégia top-down na etapa de teste.

Em seguida, uma nova proposta de abordagem foi desenvolvida por Holden and
Freitas (2008) para o “classificador seletivo”. Diferentes algoritmos continuam sendo
aplicados a cada n6 da hierarquia, mas a avaliagao ¢é realizada de forma global. Desta
forma, a combinacao de classificadores a cada n6 pai considera toda a taxonomia de uma

s0 vez na avaliagdo do desempenho.

Krendzelak and Jakab (2019) aplicou LCPN utilizando apenas um algoritmo por né
pai. Cada algoritmo foi treinado de forma independente utilizando apenas como exemplos os
noés pai e seus descendentes. O estudo apresentou bons resultados utilizando Convolutional

Neural Networks (CNNs) em conjunto com LCPN, superando outras abordagens locais.

2.7.2.3 Local Classifier per Level

Local Classifier per Level (LCL), é uma técnica na qual um classificador plano
¢é criado para cada nivel da hierarquia, conforme ilustrado na Figura 16. Semelhante
a abordagem anterior (LCPN), pode-se utilizar todos os nés descendentes ou apenas

os nos-filho diretos para definir as amostras positivas e negativas no treinamento do
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classificador.

Esta técnica possui a vantagem de inibir inconsisténcias horizontais, visto que s6
é possivel rotular as classes do mesmo nivel. Entretanto, é possivel ter inconsisténcias
verticais, visto que os classificadores realizam previsoes independentes por nivel. Outra
desvantagem ¢é o aumento substancial das classes quando a hierarquia possui muitas
ramificagoes profundas. Freitas and Carvalho (2007) mencionou esta técnica como uma
possibilidade para lidar com problemas de CH. Contudo, é pouco utilizada na literatura,
comparando-a com as demais abordagens (SILLA; FREITAS, 2011).

Figura 16 — Local Classifier per Level (LCL)

Com o objetivo de tornar esta abordagem 1til, os trabalhos de Clare and King (2003)
e Costa et al. (2007) aplicaram no pds-processamento para avaliar outros classificadores
hierdrquicos a fim de corrigir as inconsisténcias. Mais tarde, Paes, Plastino and Freitas
(2012) também utiliza esta técnica como pés-processamento de duas formas diferentes
para mitigar as inconsisténcias. Ao comparé-las com o classificador plano e LCPN, pode-se

obter uma boa performance na predicao.

Cerri, Barros and Carvalho (2015) propoem o método de rede neural baseado
em perceptron multicamadas chamado de Hierarchical Multi-Label Classification with
Local Multi-Layer Perceptrons (HMC-LMLP). Desta forma, é criado um conjunto de redes
neurais, nas quais cada uma é responsavel por prever as categorias em um determinado
nivel. J& Tavares (2018) utiliza classificacao por nivel do dominio da pergunta escrita pelo

usuario para roteamento e selecdo de sistemas de Question Answering utilizando NB.

Zheng and Zhao (2020) desenvolveram o método Cost-Sensitive Hierarchical Clas-
sification with Imbalanced Classes (CSHCIC), uma abordagem especifica para classificacao
hierarquica em cenarios com classes desbalanceadas. O método implementa uma estratégia
de classificacao por niveis, utilizando aprendizagem sensivel a custos. A metodologia

emprega regressao logistica com limiares (thresholds) especificos para cada né hierar-



46

quico, permitindo a mitigacao da propagacao de erros entre niveis, através da andlise da

significancia das probabilidades estimadas.

Wang et al. (2022b) propdem uma abordagem chamada de Hierarchy-aware Prompt
Tuning (HPT), na qual utiliza um modelo de linguagem pré-treinado (BERT (DEVLIN et
al., 2019)) e ajuste de prompt para classificacao. Além disso, a estratégia utilizada é feita

por camadas, assim incorporando as informagoes das categorias da hierarquia.

2.7.3 Classificacao Global

Global Classifier (GC), também conhecido como big-bang, é uma abordagem que
consiste em treinar apenas um tunico algoritmo para toda a hierarquia uma tnica vez,
conforme ilustrado na Figura 17. A principal vantagem desta metodologia é o uso de
apenas um unico classificador, em vez de varios, comparado com as abordagens anteriores.
Consequentemente, por usar toda a hierarquia para treinamento, ndo ha problemas com a
propagacao de inconsisténcias. Contudo, possui desvantagens, como: alta complexidade
computacional na fase de treinamento e dificuldade de classificar corretamente novas

categorias que nao estavam presentes na fase de treinamento (NAIK; RANGWALA, 2018).

Existe uma lacuna na definicdo precisa entre métodos globais e nao globais de
CH na comunidade cientifica. Silla and Freitas (2011) define, por meio da exclusdo, que
qualquer algoritmo que nao seja plano ou local é uma abordagem global. Outros autores

definem como global metodologias que possuem as seguintes caracteristicas:

o Utilizam um tnico algoritmo para treinar toda a hierarquia de classificagdo de uma

SO vez;

o Nao utilizam informagoes contextuais locais ou modularizagao para treinamento do

algoritmo;

H4a uma pequena quantidade de trabalhos publicados em relagdo a abordagem
global, devido a complexidade para a elaboracao de algoritmos globais. Nas subsecgoes
a seguir, sao apresentados alguns dos métodos desenvolvidos: Predictive clustering trees
(Secao 2.7.3.1), Naive Bayes (Secao 2.7.3.2), Kernel machines (Segao 2.7.3.3), Penalizacao
hierdrquica (Segao 2.7.3.4) e Redes neurais (Secao 2.7.3.5).

2.7.3.1 Predictive clustering trees

Métodos baseados em arvore de decisao na classificacdo hierarquica sao baseados
em algoritmos de arvore de decisao plana. BLOCKEEL et al. (2002), BLOCKEEL et al.
(2006) e VENS et al. (2008) propoem uma técnica chamada de Hierarchical multi-label
classification with Predictive Clustering Trees (Clus-HMC), que desenvolve um conjunto de

arvores de classificacao para prever todas as classes da hierarquia uma tnica vez, utilizando
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Figura 17 — Global Classifier (GC)

Fonte: Silla and Freitas (2011)

como métrica a Distancia Euclidiana ponderada para identificar semelhancas de forma

mais rapida e nao sensiveis a overfitting.

Um estudo subsequente explorou o potencial do Clus-HMC' com variadas medidas
de distancia (Jaccard, SimGIC e ImageClef), concluindo que nao hé diferengas significativas
entre elas (ALEKSOVSKI; KOCEV; DZEROSKI, 2009). Perdih et al. (2017) propdem
utilizar o agrupamento de arvores para classificacao da hierarquia de maneira sobreposta,
na qual cada noé interno da arvore possui varios agrupamentos hierarquicos alternativos

em vez de um unico, como proposto anteriormente.

Santos et al. (2020) apresentam um estudo para lidar com problemas de classificagdo
multirrotulo utilizando Predictive Bi-clustering Trees. Esta abordagem possui a capacidade
de prever interacoes entre dois conjuntos de nés em uma rede bipartida, tanto horizontal

quanto verticalmente, em um tnico conjunto de arvores.

2.7.3.2 Naive Bayes

Silla and Freitas (2009) propds o método probabilistico chamado Global Model
Naive Bayes (GMNB) aplicado a dados textuais de bioinformética (fungées protéicas).
Esta abordagem utiliza um tnico algoritmo que contabiliza as classes atuais e ancestrais
para calcular a probabilidade de um exemplo pertencer a uma determinada classe. Gragas
a adaptacao do Naive Bayes, o processo de decisdo é claramente compreensivel e capaz de

lidar com dados ausentes.

Diante da eficacia da metodologia GMNB em lidar com dados faltantes em hierar-
quias, estudos subsequentes desenvolveram o método Hierarchical Supervised Imputation
Method (HSIM), que emprega algoritmos de GMNB na etapa de pré-processamento (GAL-
VAO; MERSCHMANN,; 2016). Lima et al. (2018) propoem a técnica Variable Neighborhood
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Search (VNS), denominada VNS-FSHS, na qual visa selecionar dados relevantes para

aplicacao no algoritmo GMNB em problemas de CH.

Posteriormente, Lima et al. (2021) apresentam um método de selegao hibrida de
dados relevantes. Este processo utiliza uma variacao de VNS chamada de General Variable
Neighborhood Search (GVNS), também chamada de GVNS-FSHC, combinada a uma etapa
de filtragem por meio de ranqueamento dos dados relevantes com base na estrutura da
hierarquia. Apos a etapa de pré-processamento, os dados mais relevantes sao inseridos no

algoritmo GMNB para classificagao dos rotulos hierarquicos.

2.7.3.3 Kernel machines

Dekel, Keshet and Singer (2004) propos a combinagao de dois métodos: anélise
Bayesiana e Large Margin Kernels (VAPNIK, 1999) aplicada a classificagdo de paginas
web. Cai and Hofmann (2004) propoem uma modificagdo do SVM, chamada de Hierarchi-
cal-SVM ou HSVM, que considera as relagoes entre as classes com o objetivo de separar
corretamente os caminhos corretos dos incorretos da hierarquia aplicada a uma base de

patentes.

Em seguida, uma variacao da estrutura Mazimum Margin Markov Network chamada
de kernel-based method foi proposta por ROUSU et al. (2005) e ROUSU et al. (2006) para
resolver um problema de CH multirrétulo, decompondo-a em subproblemas contendo uma
Unica amostra e o emprego do gradiente antecedente condicional para a otimizacao das
predigoes. Entretanto, tais estudos ficaram restritos a pequenas bases de dados, sendo

pouco escalaveis para problemas mais complexos.

Outro kernel-based method foi apresentado por Seeger (2008) propondo uma abor-
dagem mais eficiente aplicavel a grandes bases de dados com rétulos multiclasse. Diferente
dos estudos anteriores, este método buscou a otimizacao de Newton, que consiste no uso da
estrutura do modelo e gradientes lineares conjugados para encontrar de forma mais rapida
e aproximada as dire¢oes de Newton e, consequentemente, a classificacdo dos exemplos
de toda a hierarquia uma tnica vez. Seeger (2008) afirmam que esta abordagem é mais
generalizavel e facilmente aplicada a outros problemas, sem necessidade de realizar muitas

alteracoes.

Qiu, Gao and Huang (2009) propds uma nova abordagem chamada de Global
Margin Mazimization (HSVM-S), na qual separa corretamente todos os nds de seus irmaos
da hierarquia e, em seguida, os incorpora como informagoes para maximizar as margens

de todas as categorias da hierarquia.

2.7.3.4 Penalizacao hierarquica

Outra abordagem explorada na literatura utiliza penalizagoes hierarquicas para
lidar com problemas de CH. Gopal and Yang (2013) utiliza Binary Cross-Entropy (BCE)
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ou log loss, como func¢ao de custo, que penaliza classificagoes incorretas das classes da
hierarquia, incorporando as relagoes hierarquicas na regularizacdo dos parametros do
modelo. Desta forma, classes mais préximas na hierarquia compartilham parametros

semelhantes.

Em seguida, Zhang et al. (2021) apresentaram outra abordagem que utiliza a
regularizacao dos parametros baseada em hiperonimia. Hiperonimia ¢é a relacao semantica
que estabelece uma hierarquia conceitual, na qual uma palavra de significado mais amplo
(hiperonimia) engloba termos mais especificos (hiponimia). Assim, os exemplos que possuem
palavras que compartilham o mesmo hiperénimo apresentam maior semelhanca. Ao serem
inseridos na regularizacdo dos parametros, auxiliam o modelo na compreensao das relagoes
desses exemplos dentro das classes na hierarquia, principalmente nas relagoes entre os nos

pai e filho.

Posteriormente, Vaswani et al. (2022) apresentaram uma nova fungao de custo
chamada de Comprehensive Hierarchy Aware Multi-label Predictions (CHAMP), que
é aplicavel a problemas de CH multirrétulo. O método incorpora um calculo de erro
hierarquico, que avalia a distancia entre a predicao e a verdade fundamental na arvore de

hierarquia, para determinar a penalidade proporcional a gravidade do erro.

2.7.3.5 Redes neurais

Estudos mais recentes tém explorado redes neurais como possibilidade de interpretar
a estrutura hierarquica e na tarefa de classificagdo dos rotulos. Alguns trabalhos propoem
incorporar as informagoes das categorias como: aprendizagem por reforco (MAO et al.,

2019) e redes encapsuladas (ALY; REMUS; BIEMANN, 2019).

Zhou et al. (2020) propoem incorporar a combinacao de duas informagoes: sendo
elas as categorias, vindas das informacoes da estrutura hierarquica, e informacoes do texto.
Através deste estudo, diversas pesquisas foram desenvolvidas com o objetivo de entender
como ambas as informacgoes poderiam ser utilizadas em conjunto para obter melhores
performances. CHEN et al. (2020) e CHEN et al. (2021) abordam o problema de CH
através da relacao semantica do texto e rotulo da hierarquia, incorporando-os juntos para
transformé-los em um problema de combinacao semantica. Deng et al. (2021) maximiza
as informacgoes comuns entre os rétulos, com o objetivo de restringir o aprendizado dos
rétulos. Zhao et al. (2021) extrai informagoes dos textos e rétulos através da fusdo de

autoadaptacao.

Wang et al. (2022a) propdem uma abordagem de aprendizagem contrastiva, que
consiste em inserir informagoes da hierarquia nas informagoes textuais, auxiliando na
selecao dos tokens que de fato se relacionam com os rétulos. Essas informagoes sao inseridas
como amostras para realizar a aprendizagem contrastiva. Zhang et al. (2022) utiliza o

modulo de atengdo nas redes neurais para incorporagao das informacgoes das categorias.
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Ja& Zhu et al. (2023) desenvolveu uma abordagem que transforma a hierarquia através da
entropia estrutural como informagao para treinamento do modelo. Recentemente, Zhu et

al. (2024) combinou ambas as ideias.

2.8 Consideracoes finais

Este capitulo introduziu os principais fundamentos relacionados a CH de textos sob
a perspectiva do AM. Aprofundou-se nas técnicas mais tradicionais de pré-processamento e
representacao computacional de textos, descrevendo os desafios inerentes a transformacao
de dados nao estruturados em representacoes vetoriais, como, por exemplo, a captura do
sentido semantico da linguagem. Na discussao sobre algoritmos supervisionados, foram
apresentados os tipos de classificagdo (bindria, multiclasse, multirétulo e hierarquica),
culminando com um foco especial na CH. A apresentacao detalhada das definigoes,
estruturas e profundidades hierarquicas demonstrou a complexidade e as nuances envolvidas
nesta abordagem especifica de classificagdo. Com o objetivo de guiar o leitor nas segoes
subsequentes, foi apresentada uma analise dos diferentes tipos de métodos de CH e os

principais trabalhos relacionados.
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3 PROPOSTA

O presente trabalho tem como objetivo realizar a classificagdo hierarquica de
textos de chamados, estruturando o processo em etapas especificas ilustradas na Figura
18. Inicialmente, os textos passam por um processo de pré-processamento, no qual sao
convertidos em representagoes numéricas (embeddings), facilitando sua interpretagao pelos
modelos de AM. Em seguida, os dados sao divididos de acordo com a hierarquia das
classes, criando subconjuntos especificos (subdatasets) para cada nivel hierdrquico. Esses
subconjuntos sao entao divididos em conjuntos de treino e teste, permitindo que os
algoritmos sejam treinados separadamente em cada nivel hierdrquico; esses passos serao
melhor detalhados na Secao 3.1. Posteriormente, os modelos sao avaliados quanto ao seu
desempenho, garantindo a validacao e analise de sua eficacia no contexto proposto; essa

etapa sera discutida na Secao 3.2.

Figura 18 — Fluxo da proposta
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3.1 Preparacao do texto e amostras

O pré-processamento dos textos é uma etapa essencial para garantir que os dados
estejam em um formato adequado para a aplicagao dos algoritmos de AM. Essa fase permite
transformar os textos brutos em representagoes estruturadas e compreensiveis para os
modelos, o que é fundamental para melhorar o desempenho na tarefa de classificacao

conforme foi discutido previamente na Secao 2.2.

A etapa de limpeza dos textos é opcional e sua necessidade depende diretamente das
caracteristicas dos dados utilizados. O objetivo principal dessa etapa é remover informagoes
que nao sejam relevantes ou que possam prejudicar as etapas subsequentes. Por exemplo,
em abordagens que utilizam Bag-of-Words (BoW) como método de representacao textual,
¢ necessario incluir neste processo todos os pré-processamentos relevantes para garantir
uma representacao adequada, como a remocao de stopwords, normalizacao de palavras,
entre outros. No caso deste trabalho, que foca no uso de embeddings para a representacao
dos textos, a limpeza se limita a remoc¢ao de elementos que possam ser irrelevantes ou
prejudiciais ao contexto, como links, emojis e hashtags, dependendo de sua relevancia nos

dados utilizados.

Os textos podem ser representados utilizando qualquer uma das abordagens discu-
tidas na Secao 2.2, como BoW, TF-IDF ou embeddings. Entretanto, o foco deste trabalho
recai sobre o uso de embeddings, que oferece uma representacao densa e rica em informacoes
semanticas, capturando relagoes contextuais entre palavras de maneira mais eficaz. A
escolha por embeddings justifica-se pela sua capacidade de generalizacao, especialmente em
problemas de classificagdo hierarquica, onde a relagao seméantica é crucial. Nesse processo,
o tokenizador associado ao modelo de embeddings desempenha um papel fundamental,
pois é responsavel por dividir os textos em subpalavras ou tokens de forma a garantir uma

representacao adequada aos modelos pré-treinados utilizados.

A etapa de normalizacao dos dados foi incorporada na metodologia, respaldada por
estudos recentes que evidenciam a influéncia positiva de determinados tipos de normalizacao
no desempenho de modelos de classificagio (AHMED et al., 2022; SUJON et al., 2024).

Para organizar os dados de forma a atender a classificagao hierarquica, a base
de dados foi dividida seguindo a hierarquia das classes. Nesse processo, cada vértice
pai na estrutura hierarquica é transformado em um subdataset, onde os vértices filhos
correspondem as classes desse subdataset. Essa abordagem, conhecida como abordagem
de irmaos, foi detalhada na Segao 2.7.2.1 e estd ilustrada na Figura 13. A escolha dessa
metodologia justifica-se por sua simplicidade e eficiéncia na modelagem de hierarquias
complexas, permitindo que os modelos sejam treinados de forma independente em cada
nivel hierarquico. Além disso, essa estratégia reduz a complexidade do problema, uma vez

que os modelos lidam apenas com os relacionamentos locais entre os nés, em vez de toda
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a hierarquia, o que facilita a interpretacao dos resultados e a detecgao de possiveis erros

em niveis especificos da estrutura.

3.2 Treinamento

A metodologia de treinamento implementada neste trabalho fundamenta-se em uma
adaptacao da abordagem LCL. Esta variacao se caracteriza pela utilizacao de classificadores
especificos para cada conjunto de nés que compartilham o mesmo né pai, conforme ilustrado

na Figura 19.

Figura 19 — Configuracao dos classificadores no modelo proposto

Fonte: Metz (2011)

O processo de classificacdo durante a fase de teste segue uma estrutura hierarquica,
iniciando-se no nivel mais superficial da arvore. A predicao obtida neste nivel determina
qual classificador seré acionado no nivel subsequente. Esta abordagem incorpora duas
caracteristicas fundamentais: é multiclasse, uma vez que seleciona uma tnica opcao dentre
multiplas classes disponiveis, e MLNP, pois requer obrigatoriamente a selecdo de um

né-folha.

A abordagem escolhida, conforme ilustrado na Figura 19, oferece soluc¢oes para
diversos desafios encontrados nas abordagens tradicionais de classificadores locais (LCN,
LCPN e LCL). Uma vantagem significativa reside na resolugao de inconsisténcias em
tarefas multiclasse, dado que as predic¢oes realizadas nos niveis mais profundos mantém

coeréncia com as decisoes tomadas nos niveis superiores.

Esta consisténcia é garantida pela estrutura tnica da subarvore associada a cada
no selecionado, eliminando a possibilidade de atribuicao de classes desconexas a mesma
amostra. Por exemplo, conforme ilustrado na Figura 19, se o n6 1 é selecionado, o processo

de classificacao prossegue exclusivamente para sua subarvore, contemplando apenas seus
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nos-filho (1.1, 1.2). Consequentemente, ndés pertencentes a outras subarvores, como aqueles

sob 0 n6 2 a 31, sao automaticamente excluidos do processo de selegao.

Além disso, esta abordagem apresenta vantagens operacionais significativas em
relacdo as abordagens tradicionais. Uma caracteristica notavel é a reducao substancial
no numero total de classificadores necessarios quando comparada a abordagem LCN,
o que resulta em maior eficiéncia computacional. Ademais, a arquitetura modular do
sistema proporciona flexibilidade significativa na manutencao e evolucao do modelo. Esta
modularidade permite tanto a incorporacao de novos dominios quanto a substituicao
seletiva de classificadores que apresentem deterioragao em seu desempenho, mantendo
intactos aqueles que continuam operando com eficacia satisfatéria. Tal caracteristica
representa uma vantagem consideravel em relacao a abordagem global, onde modifica¢oes
frequentemente requerem o retreinamento completo do sistema, resultando em maior

complexidade operacional e consumo de recursos computacionais.

3.3 Consideracoes finais

A proposta metodologica apresentada neste capitulo integra duas etapas fundamen-
tais: um robusto pipeline de pré-processamento textual e uma abordagem hierarquica para
o treinamento do modelo. Na primeira etapa, a utilizagdo de modelos de linguagem oferece
vantagens significativas, especialmente naqueles baseados na arquitetura Transformer e que
sejam multilingues, permitindo uma representacao mais rica e contextualizada dos textos
em portugués. A normalizagdo dos dados é uma etapa opcional no pré-processamento, pois,
segundo diversos estudos, pode ou nao otimizar o desempenho, dependendo do classificador

escolhido.

Na etapa de treinamento, a adaptagao proposta da abordagem LCL apresenta uma
solucao elegante para os desafios intrinsecos a classificagao hierarquica de textos. Esta
abordagem nao apenas mantém a consisténcia nas predig¢oes através dos diferentes niveis
da hierarquia, mas também oferece vantagens praticas como a redugao do ntmero de

classificadores necessarios e maior facilidade de extensao para novos dominios.

A integracdo destas duas etapas resulta em um framework metodoldgico que
busca maximizar a precisao na classificacao hierarquica de textos, enquanto mantém a
flexibilidade necessaria para adaptacoes e extensoes futuras. Esta abordagem representa um
equilibrio entre robustez técnica e praticidade de implementacao, caracteristicas essenciais

para sua aplicacao efetiva em cenarios reais de classificagao textual.
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4 AVALIACAO EXPERIMENTAL

Este capitulo apresenta a andlise e os resultados das avaliagoes experimentais
conduzidas para validar as propostas descritas no Capitulo 3. A Secdo 4.1 detalha as carac-
teristicas fundamentais do conjunto de dados empregado nos experimentos. A metodologia
e as configuragdes experimentais sao descritas na Secao 4.2, seguidas pela apresentacao
das métricas de avaliacao utilizadas na Secao 4.3. Por fim, a Secdo 4.4 apresenta e discute

os resultados obtidos.

4.1 Conjuntos de Dados

Foram conduzidos experimentos utilizando uma base de dados que contém a
descri¢ao do problema que o cliente possui e a classificacao da categoria e subcategoria
do motivo do chamado, feita pelo suporte ao fim do atendimento. O conjunto de dados
em questao contém 226.438 exemplos reais destas anotagoes organizados em 31 categorias
e 240 subcategorias. As categorias representam os principais temas dos chamados e as

subcategorias especificam os problemas ou questoes dentro de cada categoria.

Os assuntos dos atendimentos podem ser tratados como um problema multirrétulo,
visto que podem existir multiplas categorias e subcategorias atreladas a um tinico chamado.
Por exemplo, se o cliente estiver com problemas para emissao de uma nota fiscal, pode
acontecer de o problema estar atrelado ao cadastro da venda que foi feito de maneira
incorreta, impedindo-o de realizar esta operagao. Desta forma, o chamado pode ser
classificado, ao mesmo tempo, nas categorias “FEmissao de NF-e” e “Cadastro de vendas”; e
nas subcategorias “Falha na emissao de NF-e” e “Frente de caixa”, por exemplo (conforme
ilustrado na Tabela 3).

Tabela 3 — Exemplos temas de chamados

Categoria Subcategoria

Como emitir NF-e
Emissao de NF-e Falha na emissao de NF-e
Cancelamento e inutilizacao de NF-e

Frente de caixa
Cadastro de vendas
E-commerce

Entretando, para fins de delimitagao inicial do escopo experimental, o presente
estudo utilizou uma base de dados constituida exclusivamente por exemplos multi-classe,

onde cada instancia estd associada a uma unica classe em cada nivel da hierarquia.
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Esta decisao metodologica foi adotada para permitir uma andlise mais controlada do

comportamento do modelo proposto.

Outra caracteristica importante da base de dados é um grande desbalanceamento
entre as classes, impactando diretamente na performance dos modelos. Conforme ilustrado
na Figura 20, as categorias do primeiro nivel possuem grande diferenca na distribuicao
dos tickets. Além disso, das 240 subcategorias, 71 delas possuem menos de 10 exemplos

para serem separados em treino e teste (o que representa 30% de toda a base).

Figura 20 — Distribuicao dos tickets por Categoria e Subcategoria
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4.2 Configuracao Experimental

Conforme previamente detalhado na Secao 3.1, a transformacao dos dados textuais
em embeddings constitui uma etapa fundamental do processo, viabilizando uma interpreta-
¢ao mais eficiente pelos algoritmos de AM. Para esta finalidade, foi selecionado o modelo
de linguagem Multilingual E5 Text Embeddings (WANG et al., 2024), essa escolha foi

motivada por diversas caracteristicas técnicas relevantes.

A arquitetura do modelo de linguagem escolhido é baseada em Transformer e
oferece duas vantagens significativas. Primeiramente, a familia de modelos E5 foi treinada
especificamente para geracdo de embeddings de qualidade. Adicionalmente, seu treina-
mento com extensos conjuntos de dados multilingues resulta em uma compreensao mais
robusta e abrangente da linguagem. O Multilingual E5 Text Embeddings, em particular,
foi especializado em 16 idiomas diferentes, contemplando o portugués, e sua versao large
incorpora 24 camadas e uma representacao contextual de dimensao 1024, o que permite
uma codificagao mais rica do contexto em comparagao com versoes de dimensionalidade

inferior.

Na implementagao dos classificadores, adotou-se Naive Bayes (NB) e Multilayer
Perceptron (MLP) com duas variagoes arquiteturais: MLP (256, 128) e MLP(512). Esta
escolha metodolégica do NB fundamenta-se pelo menor custo computacional e para MLP
nas caracteristicas intrinsecas da classificagao textual, que se distingue pela alta dimen-
sionalidade inerente as embeddings de contexto, cuja representagao complexa demanda

arquiteturas de redes neurais capazes de capturar nuances semanticas.

Para maximizar o desempenho do classificador NB, foram exploradas as seguintes
configuragoes: o parametro alpha, que controla a suavizagao de Laplace, foi avaliado com
os valores 0.1, 0.5, 1.0 e 1.5, permitindo ajustar o nivel de regularizacao do modelo.
Adicionalmente, o parametro fit prior, responsavel por determinar se as probabilidades
das classes devem ser consideradas durante o aprendizado, foi testado em suas duas

configuragoes possiveis (verdadeiro e falso).

Ja para a otimizacdo do desempenho computacional e robustez dos classificares
MLP, foi estabelecido 1000 épocas, que visam garantir que o modelo tenha tempo suficiente
para convergéncia, permitindo que os algoritmos de aprendizado explorem exaustivamente
os padroes nos dados sem incorrer em sobreajustamento prematuro. A implementagao
da técnica de dropout entre camadas constitui uma estratégia fundamental para mitigar
o sobreajustamento, reduzindo a dependéncia excessiva do modelo em caracteristicas

especificas do conjunto de treinamento e promovendo maior capacidade de generalizagao.

A selecao do F'1,,4cr0 como métrica de avaliacdo fundamenta-se em sua robustez
para lidar com conjuntos de dados desbalanceados, proporcionando uma representacao mais

equitativa do desempenho do modelo dentre as diferentes classes. A utilizagdo da funcao
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de perda categorical crossentropy mostra-se particularmente adequada para problemas
de classificagao multiclasse, permitindo uma estimativa precisa da divergéncia entre as
distribuicoes de probabilidade preditas e reais. O otimizador Adam foi escolhido por sua
eficicia comprovada em adaptar taxas de aprendizado para cada parametro, facilitando
a convergéncia em problemas de aprendizado complexos. Por fim, o Farly Stopping,
configurado com um intervalo de 10 épocas, representa uma estratégia de regularizagao
que interrompe o treinamento quando nao se observa melhoria significativa, prevenindo o

desperdicio computacional e mitigando potenciais riscos de sobreajustamento.

4.3 Meétricas de Avaliacao

Para avaliar a eficicia de um modelo de classificagao, um conjunto de documentos
rotulados é separado como um conjunto de teste e nao é utilizado durante o treinamento. Os
documentos no conjunto de teste sao entao classificados utilizando o modelo de classificacao
ja treinado, e os rétulos previstos sao comparados com os rétulos verdadeiros, conforme
ilustrado na Figura 21. Desta forma, é possivel calcular medidas de desempenho a partir

dessa comparacao.

Figura 21 — Etapas de criacdo de um modelo supervisionado
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Existem diversas medidas de desempenho que podem ser analisadas como: acurécia
dos resultados, tempo de aprendizado, qualidade do conhecimento extraido, entre outros.
Nesta secao, serao apresentadas as principais medidas de avaliagao de desempenho de
algoritmos de classificacao utilizadas para avaliar o experimento. Serao apresentadas as
medidas para classificagdo binaria, mas elas podem ser utilizadas para outros tipos de
classificacdo, dependendo da métrica. Inicialmente, define-se a classe positiva como (+) e
a classe negativa como (-), assim sendo possivel construir a Matriz de Confusdo que possui

os seguintes valores:

« Verdadeiros Positivos (V' P): valor que correponde ao total de niimeros de documentos

da classe positiva classificados corretamente;
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 Verdadeiros Negativos (V' N): valor que correponde ao total de niimeros de documen-

tos da classe negativa classificados corretamente;

o Falsos Positivos (F'P): valor que correponde ao total de niimeros de documentos da

classe positiva classificados incorretamente;

« Falsos Negativos (F'N): valor que correponde ao total de nimeros de documentos da

classe negativa classificados incorretamente.

A partir destes valores, temos que n = VP + VN + FP + FN, é possivel criar

outras medidas de desempenho:

» Precisdo (em inglés, precision): proporcao de documentos positivos classificados
corretamente considerando o total de documentos preditos como positivos (conforme
apresentado na Equagdo 4.1). Valores altos de precisdo como, por exemplo, 1 indicam
que o modelo classifica corretamente exemplos que sdao da classe positiva, mas
desconsidera aqueles exemplos que sao da classe positiva e nao foram devidamente

classificados.

prec(f) = _vr (4.1)

~ VP+FP
 Sensibilidade ou revocagao (em inglés, sensitivity ou recall, também chamado de
taxa de verdadeiros positivos - TV P): propor¢ao de documentos da classe positiva
classificados corretamente (conforme apresentado na Equacao 4.2). Valores altos
de revocacao como, por exemplo, 1 indicam que o modelo classifica corretamente
exemplos que sao da classe positiva, considerando os exemplos que sao da classe

positiva e nao foram devidamente classificados.

. A N VP
sens(f) = rev =TVP(f) = ——— 4.2
(F) = reo(f) = TVP() = o (12)
 Especificidade (em inglés, specificity, seu complemento corresponde a taxa TF P):
proporcao de documentos da classe negativa classificados corretamente (conforme
apresentado na Equacao 4.3). Valores altos de especificidade como, por exemplo, 1
indicam que o modelo classifica corretamente exemplos que sao da classe negativa, mas

desconsidera aqueles exemplos que sao da classe negativa e ndo foram devidamente

classificados como positivos.

VN

) =vngp = L TFP() (4.3)

esp(f
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e Medida-F (em inglés, F-measure), média harmonica ponderada da precisao e a

revocagao (conforme apresentado na Equacao 4.4).

Fw(f) _ (w + 1)A>< rev(f) X preAc(f) (4.4)

rev(f) +w x prec(f)

Em contraste com métricas anteriores, que frequentemente apresentam viés para
classes especificas (positivas ou negativas) e susceptibilidade ao desbalanceamento
dos dados, a Medida-F caracteriza-se pela capacidade de atribuir pesos equivalentes
w = 1 entre todas as classes. Esta ponderagao igualitaria confere o mesmo grau de
importancia para revocagao e precisao, resultando na métrica F'1,,40., conforme

ilustrado na Equacao 4.5:

F(f) = 2 % revA(f) X precA(f) (4.5)

rev(f) + prec(f)

Esta propriedade a torna particularmente adequada para a avaliagao de modelos em

contextos de classificacdo multiclasse e multirrétulo, especialmente em cenarios onde

ha significativo desbalanceamento na distribuicao das classes.

4.4 Resultados e Discussoes

Conforme ilustrado na Figura 22, as médias de F'1,,,.-, obtidas nas execucoes de
cada classificador para cada conjunto de dados, apresentadas em um mapa de calor com

gradientes de azul, no qual tonalidades mais escuras representam desempenhos superiores.

Observa-se que todos os classificadores apresentaram valores de F'1,,4¢r0 limitados,
nao ultrapassando 61% em nenhum dos conjuntos de dados, independentemente do nivel
hierarquico analisado. Apesar das variagoes na arquitetura das redes neurais multicamadas
(MLP(256, 128) e MLP(512)), seus desempenhos revelaram-se notavelmente similares,
sugerindo que a configuracdo de camadas e neurdonios nao constituiu fator determinante

para a discriminagao das classes.

A complexidade na classificacdo pode ser atribuida a multiplos fatores, sendo o ni-
mero de classes e subclasses da taxonomia um elemento critico. Quanto maior a diversidade
taxonOmica, mais desafiadora torna-se a discriminacao entre categorias, especialmente
em cenarios de distribuicao assimétrica de amostras. Além disso, para compreender as
limitacoes de desempenho dos classificadores, realizou-se uma analise mais aprofundada

do conjunto de dados, considerando potenciais variaveis intervenientes.

A primeira andlise concentrou-se no comprimento das descrigoes textuais dos tickets,
pressupondo que descri¢oes mais detalhadas proporcionariam maior contextualizagao para o

treinamento dos algoritmos. Conforme ilustrado na Figura 23, as descri¢goes dos chamados
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Figura 22 — Mapa de calor por Classificador e Método

experiencia|
ordem de servico
orgamento

perfil de usuério|
ca de bolso

certificado digital

contas financeiras 0.28 0.28
antecipacao de recebiveis 0.21 0.21 0.21
plataforma 0.21 0.26 0.23
compras 0.2 0.15 0.22
estoque 0.17 0.21 0.21
0.4
novos relatorios 0.17 0.17 0.17
4 relatorios financeiros 0.15 0.08 0.08
g vendas 0.14 0.09 0.12
% conta pj 0.14 0.13 0.13
g integracées 0.13 0.08 0.08 03
= relatérios de vendas 0.12 013 0.11 '
§ importagao de notas fiscais 0.1 0.09 0.09
<?) cobranga 0.09 0.08 0.08
contrato de vendas 0.08 0.06 0.06
emisséo de nfe 0.07 0.05 0.05
dados da empresa 0.06 0.12 0.11 02
billing dono de negécio 0.06 0.07 0.07
billing parceiro 0.05 0.08 0.08
frente de caixa pdv 0.04 0.06 0.06
emisséo de nfse 0.04 0.06 0.08
conciliagéo 0.03 0.04 0.06 01
integracéo bancéaria 0.03 0.06 0.06
financeiro 0.03 0.03 0.04
root 0.01 0.01 0.02
contabilidade 0.01 0.07 0.06
NB MLP (256, 128) MLP (512)
Modelo

Fonte: Autor

apresentam-se significativamente concisas, resultando em um contexto informacional
restrito. Essa limitagao textual representa um fator potencialmente limitante para a

capacidade discriminativa dos modelos de classificagao.

Adicionalmente, investigou-se a similaridade semantica entre as descrigoes dos
chamados, aspecto que pode comprometer a diferenciacao entre categorias e subcategorias.
A Figura 24, utilizando embeddings de uma categoria representativa, elucida a complexidade
inerente a segmentacao dos tickets em subcategorias. A proximidade semantica entre

descrigoes distintas introduz um desafio significativo para os algoritmos de aprendizado.

Por fim, o contexto especifico do problema envolve terminologias especializadas e
jargdes pertencentes aos dominios contabil e financeiro, caracteristicos da organiza¢ao em
estudo. Essa particularidade linguistica pode ter constituido uma limitacao significativa,
dado que os modelos de embeddings preexistentes provavelmente nao foram treinados com

vocabuldrio tao especifico. A auséncia de representagoes vetoriais adequadas para esse
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Figura 23 — Distribui¢do da quantidade de palavras por ticket

464054

412343

359803

5

321586

275428

273660

e

177068

127210

105977

Fonte: Autor

10

Quantidade de palavras por ticket

26597

Menor frase: 1

Maior frase: 296

Média de palavras por ticket: 5.15
Mediana de palavras por ticket: 5.0
Desvio padrao: 3.02

E 4788 3679 1360 494 451 295
=

15

Figura 24 — Similaridade semantica dos tickets das subcategorias de Compras

Subcategorias

® cadastro manual e consulta de compras

® cadastro de fornecedores
® melhoria
® edicao/exclusdo de compras
® financeiro da compra
criar compra manual

L

léxico especializado pode ter comprometido a capacidade de generalizacao e discriminacao

dos algoritmos de classificacao.

tifacetado e influenciado por diversas variaveis. No experimento em questdo, identificaram-
se desafios substanciais relacionados a informacgao textual utilizada no treinamento dos
algoritmos, destacando a necessidade de abordagens metodolégicas mais sofisticadas para

aprimorar a precisao classificatéria.

Em sintese, o processo de aprendizado no contexto de classificacao hierdrquica é mul-

T

Fonte: Autor
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4.5 Consideracoes finais

Este capitulo apresentou uma descricao detalhada do processo experimental, abran-
gendo as técnicas metodologicas empregadas, as métricas de avaliagao utilizadas e uma
analise aprofundada dos conjuntos de dados. Os cenarios experimentais foram sistematica-

mente explorados, permitindo uma anéalise comparativa dos resultados obtidos.

A partir dos resultados experimentais, conclui-se que a hipdtese inicial de auto-
matizar a categorizagdo de chamados utilizando métodos consolidados de classificagao
hierarquica de textos nao foi corroborada. Esta conclusdo fundamenta-se em dois aspectos
criticos identificados: o significativo desbalanceamento na distribuicao das amostras e a
forte interrelagdo entre categorias e subcategorias, que dificulta a separagdo clara entre as
classes. Estas caracteristicas intrinsecas do conjunto de dados impoem desafios substanciais

a aplicagao direta dos métodos tradicionais de classificacao hierarquica.
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5 CONCLUSOES

A classificacao automatica de chamados representa uma capacidade estratégica
significativa para organizacoes, possibilitando a tomada de decisoes agil e o acionamento
preventivo de areas especificas em situagoes criticas, como na identificacdo de falhas
sistémicas e instabilidades operacionais. Esta automatizacao também oferece potencial
de aplicacao em diversos contextos de atendimento ao consumidor, incluindo o aprimora-
mento de sistemas conversacionais (chatbots), a otimizagao da identificacido temaética e o

enriquecimento de bases de conhecimento, como FAQs e portais de perguntas e respostas.

No entanto, o cenario atual apresenta desafios significativos: o expressivo volume
de atendimentos diarios inviabiliza a andlise manual em tempo real, e a complexidade da
estrutura tematica dos chamados, organizada em uma taxonomia hierarquica de categorias

e subcategorias inter-relacionadas, demanda abordagens sofisticadas de classificacao.

Diante deste contexto, o presente trabalho propos a aplicacao de técnicas de CH de
textos especificamente direcionadas a categorizagao automatica de chamados de suporte

em ambiente organizacional.

O experimento foi projetado tendo como base as principais caracteristicas de um
método ideal para manipular os problemas de CH de texto no contexto atual: uso de LCL,
na qual mantém a consisténcia nas predigoes através dos diferentes niveis da hierarquia,
como também oferece vantagens praticas como a reduc¢ao do ntmero de classificadores

necessarios e maior facilidade de extensao para novos dominios.

Para geracao das embeddings, foi utilizado Multilingual E5 Text Embeddings, que
possibilita uma representagao semantica mais densa e rica, uma vez que captura relagoes
contextuais entre palavras de maneira mais eficaz. Utilizaram-se modelos de Naive Bayes
e redes neurais multicamadas (MLP (256, 128) e MLP(512)) como classificadores base,
cujos resultados experimentais revelaram limitacoes significativas no processamento de
informacoes textuais especializadas organizadas em diversas categorias e subcategorias

desbalanceadas.

A investigacao evidenciou que a categorizacao automatica de chamados digitais
em linguagem natural configura-se como um desafio complexo, que demanda estratégias
metodologicas avangadas para aprimorar a precisao classificatéria. Os resultados sublinham
a necessidade de abordagens mais refinadas no tratamento de textos com terminologias
especificas e estruturas seméanticas intrincadas. Como direcionamentos para pesquisas

futuras, propoem-se as seguintes extensoes e aprimoramentos:

e Desenvolvimento de uma abordagem hibrida utilizando a combinacao de BoW
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e embeddings, possibilitando uma adaptagao maior para capturar as nuances do

contexto fiscal e contabil brasileiro;

Investigagao comparativa de diferentes arquiteturas de modelos e estruturas hierar-

quicas, visando identificar configura¢oes mais adequadas ao dominio especifico;

Expansao do escopo para incluir classificacdo multirrétulo, reconhecendo que ins-
tancias podem pertencer simultaneamente a multiplas classes, representando assim

cenarios mais proximos da realidade operacional;

Com o cendario multirrétulo, é necessario implementar uma nova métrica de avaliacdo
combinada, incorporando o Hamming Score normalizado (invertido para maximiza-
¢ao) em conjunto com a média harmonica F'1,,400, proporcionando uma avaliagao

mais abrangente do desempenho do modelo;

Adocao de validagao cruzada utilizando Stratified K-Fold, garantindo a preservacao
da distribuicao das classes nos conjuntos de treino e teste, visando uma avaliagao

mais robusta e confiavel do desempenho do modelo;

Incorporacao de um conjunto de dados independente para testes, simulando condigoes
reais de operacao e fornecendo uma avaliagdo mais realista do desempenho do sistema,

em condi¢Oes operacionais reais;

Insercao do historico da conversa como uma forma de enriquecer os dados textuais,

possibilitando deixar mais claro a diferenga das categorias;

Anaélise mais profunda das classes e suas caracteristicas, possibilitando agrupar

classes semelhantes.
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