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RESUMO

Mosso produto, FEPREM, possibilita que gestores de patrimdnio possam
acompanhar detalhadamente como estio alocados os recursos investidos em
fundos multimercado entre dez classes de ativos, além de poder acompanhar as
rentabilidades de fundos de investimento do Brasil. Tudo isso em uma plataforma
Web. Para avaliagio da precisdo dos dados de saida referentes 4 exposigo por
classe de ativo, ha medidas estatisticas de erro, A nossa previsio de exposicies por
classe de ativo sera solucionada a partir de uma rede neural, uma vez gue estamos
trabalhando com relagdes altamente nao lineares entre as variaveis disponiveis, O
gestor de patriménio, nosso cliente, ndo tera de se preoccupar em apnmorar Nossas
informacies, nem de ter conhecimentos sobre redes neurais. fomeceremos a
solugao completa. Quanto a comercializagdo, nosso produto sera de faci
distribuicdo, pois ndo havera necessidade de instalar ou implementar nada
fisicamenta no computador do usudrio, Todo acesso serd via intemet, assim como o
controle de quem pode realizar o acesso. E importante também destacar que nosso
cliente ndo tera de se preocupar com a confidencialidade da identidade de seus
investidores, uma vez que no nosso sistema ndo constara nenhum nome de cliente
ou familia.

Palavras-chave: Engenharia, Engenharia eletrdnica, Redes neurais, Gestio de
patrimb&nia, Fundos multimercadao.




ABSTRACT

Cur product, FEPREM, makes it possible for asset managers to follow up the
invested resources allocation from hedge funds between eleven classes of assets,
besides being able to visualize profitability's frorm major Brazilian hedge funds. All
wrapped in a Web platform. For the output data precision assessment, there will be a
set of statistic eror measurement graphice. The forecast of exposures divided by
asset class will be resolved with the ad of a neural network, given the highly non-
linear relationship between the considered variables. The asset manager, our client,
won't have to worry about enhancing the information presented in our platform, nor
will he have to have any kind of knowledge concerning neural networks. We will
supply him with a complete solution. About the commercialization, our product will be
easily distributed, as it will not be necassary to install or implement any Kind of device
physically in the client's computer, The entire access will be granted by internet, so
as the authorization system. It is also important to highlight that the client will not
have to worry about confidentiality when it comes to the identity of his investors,
given that there will be no client name stored in our database.

Keywords: Engineering, Electronics engineering, Neural networks, Asset
management, Hedge funds, VWealth management
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INTRODUCAO

Segundo a ANBIMA, no inicio de 2013 havia um volume financeiro de mais de
RS 527 bilndes pertencente apenas as familias e individuos mais ricos do Brasil,
valor que cresceu mais de 20% no decorrer de 2012,

Esses investidores aplicam seus recursos com diferentes objetivos como:
aumento de capital, preservacio de patriménic contra a desvalorizagiio monetaria
ou até mesmo necessidade de rendimentos das aplicacdes para subsisténcia O

setor do mercado financeiro que atende esse tipe de cliente & conhecido como
wealth management.

Tanto bancos como family offices atendem esse publico, sendo que uma das
vantagens das family offices & a possibilidade de venda de produtes de diversos
bancos, enquanto os bancos s6 oferecem aocs seus clientes os préprios produtos.

MNosso trabalho foi deservolver um produto (software oniine) designado para
suprir uma necessidade dos gestores de patriménio de private banks e family offices,
a abertura da carteira de fundos multimercado

Antes de detalhar as caracteristicas de nosso produto, Apresentamos de forma

sucinta na tabela abaixo em quais tipos de ativos ou estratégias (ou gestores de
patriménio) alocam os recursos de seus clientes:

Figura 1 - Concentrache por classe ek ativo

Percentual médio alacada

TN _ pelos gestores (Brasil]
T —— o
TITULOS E VALORES MOBILIARIDS 47308
CAINA/POUPANGA " oR0R
PHE*.'IDENC!.&AEFERTA o 530
CUTROS INVESTIMENTOS 0,20%

Forte: ANBIMA
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Nosso produto trata da parte de Fundos, mais especificamenta de Fundos de
Investimento Multimercado abreviado por FIM ' @ como podemos ver na tabela
acima, grande parte dos recursos investidos estaoc alocados nesse tipo de ativo.

O esfrategista {ou gestor de patriménio) deseja de saber exatamente como
estao alocados os recursos de seus clientes, mais especificamente em que tipo de
fitulo @ em que setor da economia no caso de agies estdo os recursos de seus
clientes. Quando o gestor val levantar essas informactes, ele se depara com um
empacilno: n&e ha como saber em que ativos o gestor do fundo multimercado (FIM)
esta investindo atualmente, pois essa informacdo é divulgada com =eiz meses da
delay. Alem disso & da natureza desses fundos realizar qualquer tipo de
investimento, seja em agdes de qualquer setor, seja em titulos pablicos ou privados.

Colocando de outra forma, para os investimentos dirstos (todos investimentos
excluindo-se aplicagio em fundos) que o estrategista faz, ou seja, as apbes e os
titulos que ele investe, ele sabe exatamente o quanto de dinheiro estad em cada
aplicagdo. No caso de fundos multimercado que ele investe, ele nao sabe como
estio divididos as aplicagfes dentro daquele funde .

Nosso trabalho foi desenvolver uma ferramenta para que os estrategistas
saibam como os ativos dos fundos multimercado estdo divididos entre dez classes
de ativos que serdo detalhadas posteriormente. Para tanto utilizamos uma rede
neural para modelar a estratégia de cada gestor de fundo multimercado. Além disso,
temos uma plataforma interna em que & possivel tratar estatisticamente o= dados de
entrada e salda da rede neural, assim como fornecer medidas de erro. No software &
também possivel que o usuario consulte as rentabilidades passadas de diversos
fundos de investimento.

Com esse produto, o estrategista podera saber como estéio posicionados oz
fundos em que ele investe e dessa forma realizar mais investimentos no fundo (se
acreditar que o posicionamento daguele gestor & promissor) ou desinvestir o

: Segundo a ANBIMA, Fundos gue realizam operaches em diversas clesses de atwos {renda fixa, renda variavel,
cambio, elc.), definindo as estrabégias de investimenio baseadss em cendnios macreconimicos de madio e
longo prazos, atuendo de forma direcional,

* A divulgagio da carteirz de fundos mullimercads & divulgada com delay de & meses, exceto no caso da haver
um contrato erfre & gesiora do estrategista e o gesior do funde mullimercado
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dinheiro de seu cliente do fundo (caso o estrategista tenha uma vis8o oposta do
gestor do fundo multimercado). Abaixo o grafico que o estrategista possuira atraves
de nosso soffware em conjunto com as informagdes gue ele tem de investimentos
em atives que ndo fundos.

Figara 2 - Conceniracdo por classe de ativo

Concentragdo por classe de ativo

Hima-85
mima-Hs
miEE
miNDE1L

B CONSUMIO
mIMDE11
BIFNC1L
mikATIL

s UTILIY

BCOE

o OOiLAR

Fonte: Autar
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1 OBJETIVOS

O projete possui como finalidade mais do gue apenas uma modelagem
matematica de um Funde de Investimento Multimercado. Desenvolvemos um
produto que consiste em uma ferramenia online para gerenciamento de
investimentos, provendo informagdes e analises matematicas relevantes, com
auxilio de um fundo ficticio (criado por nog), para fazer os primeiros ensaios e
encontrar modelos parciais. Temos as seguintes funcionalidades:

» Acesso online dos resultados pelo usuario final mediante login. Determinadas
partes sao desenvolvidas em um ambiente local (com Matlab), e os resultados
s#o carregados para o ambiente online.

« Exposico por classe de ative dentro de um Fundo de Investimento
Multimercado,

« Historico dos erros gerados nas Ultimas modelagens para o fundo em
quesiao.

= Rentabilidade das classes de ativos usadas para decompor o FIM,
apresentadas graficamente.

+ Rentabilidades de fundos de investimento do Brasil, apresentadas
graficamente.

» Rentabilidade da carleira total de investimento do cliente, apresentada
graficamente.
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2 BACKGROUND
2.1 Modelagem Matematica

A modelagem matematica de aspectos do mercado financeiro @ da economia
em geral & um campo amplamente estudado, e proporciona um desafio muitc
grande por se tratar de fendmenos cujo comportamento @ altamente complexo e
pouco conhecido. No caso deste trabalho, onde desejamos conhecer em que
proporgies estdo distribuidos os recursos de um fundo multimercado temos a
caracteristica de um problema com muitas ndo linearidades, com variancia no tempao
&, como citado acima, com poucas informagoes sobre a natureza do fenomeno.

Para tratar este tipc de problema, precisamos de uma esiratégia de
modelagem onde se assume muito pouco & priori, ou seja, ndo informarmos quase
nada aoc models sobre a natureza do problema. e que mesmo assim seja capaz de
tratar as néo linearidades & a complexidade em questao.

As redes neurais foram escolhidas exatamente por suprir necessidades
citadas acima, no entanto, algumas desvantagens em relagio aos modelos mais
simples surgem com essa escolha:

« E necessaria uma grande quantidade de dados par achegar a bons
resultados.

+ Deve-se tomar cuidado para utilizar como entrada somente o que &
relevante para o problema, e isso guase sempre nao e iotalmente
conhecido.

« Também é importante que se coloque os dados de entrada numa forma
convenlente para a rede neural, utilizando técnicas de pré-
procassamento (com normalizagio, medias moveis e outras).

A rede neural em deve ser construida num tamanho adegquado para o
problema (nUmero de nds e camadas), pois redes muito grandes necessitam de uma
quantidade de dados lgualmente grandes, dados que geralmente ndo esido
disponiveis em guantidade arbitréria. Por outro lade, redes muito pequenas podem
ndo modelar o problema adequadamente.
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Como consequéncia da dificuldade que existe para se construir um modelo
adequado com redes neurais, € necessario que se tenha um ambiente
computacional gue permita a realizacao de diversos ensaios, tenha flexibilidade para
alteracio do modelo e ferramentas eficientes para analise dos resultados. Assim, &
possivel realizar testes com as variaveis de entrada, as técnicas de pré-
processamento e a estrutura da rede para chegar no melhor modelo possivel

2.2 Redes Neurais

Redes neurais sa0 inspiradas na forma em gue O cérebro processa as
informacdes e assim como no cérebro, que possui neurdnios, as redes neurais sao
divididas em nos, & cada nd recebe diversas entradas, atribui pesos a essas
entradas, e gera uma saida. De forma genérica. elas sdo uma ferramenta de
modelagem matematica nao-linear que podem ser entendidas como aproximadores
universais. Evidentemente, assim como qualguer cutra ferramenta de modelagem,
elas possuem limitagbes, mas quande utilizadas da maneira correta, podem chegar
a otimos resultados.

Hoje em dia utiliza-se redes neurais em diversos campos, desde a biologia ate
a economia, em diversas aplicagdes, como reconhecimento de padrées, onde a rede
obtém uma série de dados de entrada e decide a que grupo aquele conjunto de
dados pertence. S&o utilizadas também para tomada de decisio, onde coloca-se os
dados de entrada e a rede “responde” conforme os padries observados. No caso
deste frabalho, utilizamos as redes para obter estimativas de valores numéricos,
nido-linearmente relacionada com as entradas.

Tipicamente, a estrutura das redes neurais & composta por diversas camadas,
e as saidas dos neurdnios de uma camada $&o ligados a entrada de cada neurdnio
da proxima camada, chegando até a saida final. A saida de um né é a aplicagéo de
uma fungdo sigmoidal {ou funcio com comportamenio semelhante) na soma
ponderada das entradas pelos seus pesos. Para atribuir os pesos cometos para cada
entrada de cada no & feito um processo de treinamento, ou aprendizado da rede
neural. E nesse procssso que se uliliza o que se tem de informagSo sobre o
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fendmeno: os dados Esses dados sdo colocados como entradas na rede neural a
analisa-se o que se tem na saida, comparande o que deveria ser a saida
idealmente. Assim, utiliza-se um algoritmo para ajustar os pesos dos nds de acordo
com os dados ate chegar aos methores pesos, ou seja, que almejam ¢ menar arro
quadratico médio.

Figura 5 - Estruiura de wna made neural de irds camades

Inputs Layer 1 Layer 2 Layer 3

T
' ='W p+b) o =TLW 2 b)) 2= LW s +b)
& =P W LW T (IW prb' )+ b+ b}

Fenta: Figuna orgingl da decumentiapis do toalbox de sedes neurais da MATLAB20M b,

Um dos algoritmos de ofimizagio de pesos mais conhecidos é o
backpropagation. Trata-s2 de um algoritmo que se baseia na ideia de adaptar os
pesos no sentido negative do gradiente do erro quadratico no espago dos n pesos,
de forma que o ermo diminui 0 mais rapidamente possivel lsso garante que, desde
que oS pesos sejam adaptados a uma taxa ndo muito grande, o erro tendera a
atingir um minimo local. Caso existam muitos minimos locais, pode acontecer da
rade neural obter resultados diferentes dependendo do ponto inicial onde os pesos
comecam a ser adaptados, ou seja, @ necessario ter a capacidade de iniciar de
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varios pontos diferentes de modo a ndo ficar sujeito a sempre cair no mesmo minimo
local (que pode ter um valor significantemente maior do gue o minimo global),

Utilizando esta ldgica, é possivel implementar um algoritmo iterativo em que o
erro quadratico em relagéo a cada peso & obtido propagando o emo a partir da
camada de salda até a camada de entrada, utilizando derivadas parciais do erro em
relacao a cada peso.

Tao importante quanto o algoritmo de otimizagdo e estrutura da rede é a
forma que os dados sdo representados. Este aspecto pode ser a diferenga entre o
sucesse e o fracasso de uma rede neural. De maneira geral, quanto mais se sabe

sobre os detalhes do problema, menos a rede terd que “aprender” e melhor serd a
modelagem.

Antes de treinar a rede neural, ¢ importante escolher uma gquantidade
convenientes de camadas e neurbnics por camada. De forma analega, a uma
regressdo polinomial, se utilizarmos um polinémio de grau alto para modelar um
fendmeno que deveria ser uma reta, o polindmio val passar por todos 0s pontos mas
val trazer resultados muito piores entre os pontos, como ilustra a figura abaixo. O
masmo ocormre com as redes neurais com excesso de pardmetros livres. Este
problema & chamado de overfithng.
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Flgura 4 - Exernplo de um caso onde uma regressio pofinomial com polindmio de grau muito alto prejudica o
resulbade

Faprox. (=]

Fonde: TRYPHOMNAS M, Modeling Hedge Fund Ferformance Using Meural Mebeork Models, 2012, 823p.

2.3 Redes Neurais — Saidas

Comeo dito antericrmente, desejamos informar ac usuario do software FEPREM
em gue classe de ativo estdo os recursos de um FIM.

A rentabilidade de um FIM € uma combinagao nac-linear da rentabilidade das

classes de afivos, por isso nosso desejo de utilizar redes neurais. Abaixo serdo
detalhadas as classes de ativos * que usamos.

IMA-B 5

IMA-B 5+

Taxa CDI

Délar

indice de Energia Elétrica IEE
Indice do Setor Industrial INDX
Indice de Consumo ICON
Indice Financeiro IMOB

. Indice Financeiro IFNGC

10. indice de Materiais Basicos IMAT
11. Indice Utilidade Pablica UTIL

@ @ N @ ;oW N

* Rentabilidade das classes de ativos e dos FIM's sao divulgadas pela Anbima e pela
Bovespa,
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Os trés primeiros indices s8o de renda fixa. Os outros, de renda variavel |agdes).

Vamos comecar por detalhar os indices de renda fixa, sequido pelos de renda
varidvel.

2.3.1 Renda fixa: IMA

O IMA, Indice de Mercado ANBIMA é uma familia de indices que representa a
evolugao, a pregos de mercado, da carteira de titulos piblicos e serve como
benchmark para o segmento. Com o objetivo de atender s necessidades dos
diversos tipos de investidores e das suas respectivas carteiras, o IMA & atualmente
subdividido em quatro sub indices, de acordo com os indexadores dos

Figura 5 - Defalhameanto das clastes de ativos de renpda fixo
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Fonta: ANBIMA,

titulos: prefixades, indexados ac IPCA, indexados ao IGP-M e pés-fixados (Taxa
Selic). S&o calculados sub indices com base nos prazos de seus componentes.

Dos indices de renda fixa, iremos optar por ndo utilizar o IMA-C, dada a baixa
liquidez. Iremos assumir inicialmente que os FIM's ndo aplicam nesses ativos. Para
efeito de indice pos-fixado, utilizaremos a taxa CDI, que & o indice atrelado a LFT.




23

Segue uma descrigio dos titulos dos titulos piblicos formadores dos indices
acima:

A LTN & um titulo prefixado, o que significa que possui rentabilidade definida
no momento da compra. Esse fitulo possui fluxo de pagamento simples, ou seja, o
investidor faz a aplicagio e recebe o valor de face (valor investido somado &
rentabilidade), na data de vencimento do titulo.

A NTN-F também & um titulo prefixade, com rentabiidade definida no
momento da compra. Porem, diferentemente da LTN, seu rendimento & recebido
pelo investidor ao longo do investimento por meio de cupons semestrais de juros, e
na data de vencimento do titulo, quando do resgate do valor de face (valor investido
somado a rentabilidade) e pagamento do Ultimo cupom de juros, O fluxo de cupons
semestrais de juros aumenta a liquidez, possibilitando reinvestimentos,

A NTN-B € um ftitulo com rentabilidade vinculada & variagio do IPCA,
acrescida dos juros definidos no momento da compra Esse titulo permite ao
investidor obter rentabilidade em termos reais, mantendo seu poder de compra ao se
proteger de flutuagbes do IPCA durante a aplicago. Apesar de ser o titulo que
possui o maior prazo para aplicagao (atualmente conta com investimentos até 2045)
seu rendimento & recebido pelo investidor ao longo do investimento, por meio de
cupons semesirais de |uros, e na data de vencimento do titulo, quande do resgate
do valor de face (valor investido somade & rentabilidade) e pagamento do dltimo
cupom de juros

A LFT & um fitulo pos-fixado cuja rentabilidade segue a variac8o da taxa
Selfic, a taxa de jurus basica da economia. Sua remuneracéo & dada pela variagao
da taxa Selic diaria registrada entre a data de liquidacdo da compra e a data de
vencimento de fitulo, acrescida, se houver, de agio ou desagio no momanto da
compra. A LFT e indicada para o investidor que deseja rentabilidade pés-fixada
indexada a taxa de juros da economia(Selic). Além disso, o valor de mercado da LFT
apresenta baixa volatilidade, evitando perdas no caso de venda antecipada. Por isso
tambem, sua rentabilidade tende a ser mais baixa que a dos demais titulos. A LFT
possui fluxo de pagamento simples, ou seja, o investidor faz a aplicagdo e recebe o
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valor de face (valor investido somado & rentabilidade) na data de vencimento do
titulo.

Como podemos ver no grafico abaixo, titulos de renda fixa também possuem
rnsco, em especifico os prefixados: NTN-B, NTN-F & LTN. Essa volatilidade ocorme
devido & expectativa dos juros basicos da economia, Conforme a expectativa de
juros sobe, pede-se uma taxa indexada maior. Exemplificando: caso hoje decida-se
comprar uma NTN-B com vencimento em 2015, o juro negociado serda em tomo de
2.90%. Supondo que dentro de um més o Copom decida aumentar a taxa basica de
juros, Selic, teremos entio que a mesma NTN-B serd negociada agora por uma taxa
maior do que 2.90%, portanto o titulo perdeu valor

Figum B - Rertabilidads de classes de stivos de randa e am 2012
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2.3.2 Renda variavel

Nao iremos utilizar o Indice Ibovespa para modelar os fundos multimercado,
pois @ maioria dos gestores faz investimentos em agdes com base em uma andlise
setorial da economia do pais, de forma que a modelagem por indice setorial & muito
mais interessante. No ano de 2012, o Indice Ibovespa obteve rentabilidade de 7 40%
enguanto que a composicao de uma carteira com acbes de empresas do setor de
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consumo teve rentabilidade de 40,40% no ano. Muitos gestores investiram nesse
setor em detrimento a setores como o de energia elétrica, que caiu cerca de 10%.

E de interesse de nosso projeto informar ao nosso cliente o quanto do
dinheiro investido dele estd em cada setor da economia. Dessa forma o estrategista
do cliente podera realocar os recursos do cliente visando uma exposicio maior ou
menor em determinado setor da economia. de acordo com suas expectativas de
retormno.

Figura 7 - Rentabilidade do classes de ativos de renda vaddvel em 2012
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Ha anos presentes nos mercados internacionais, os indices setoriais t8m o
objetivo de oferecer uma visdo segmentada do comportamento dos mercados de
agles. Eles sdo constituidos pelas empresas abertas mais significativas de setores
espacificos, representando uma medida de comportamento agregado do segmento
econdmico considerado, Abaixo a descricio dos indices citados anteriormente.

Indice de Energia Elétrica IEE: Primaira indice setorial da BM&FBOVESPA, o
Indice de Energia Elétrica {IEE) foi langade em agosto de 1996 com o ohjetivo de
medir o desempenho do setor de energia elétrica. Dessa forma constitui-se em um




26

instrumento que permite a avaliagio da performance de careiras especializadas
nesse setor,

Indice do Setor Industrial INDX: Fruto de um convénio entre as FIESP e a
BM&FBOVESPA, o indice do Setor Industrial (INDX) foi desenvolvido com o objetivo
de medir o desempenho das agbes mais representativas do setor industrial,
importante segmento da economia brasileira. Sua carteira tedrica & composta pelas
agoes mais representativas da industna, que s3o0 selecionadas entre as mais
negociadas na BMEFBOVESPA em termas de liquidez e s&o ponderadas na carteira
pelo valer de mercado das agdes disponiveis & negociacio.

Indice de Consuma ICON: O Indice BM&FBOVESPA de Consume (ICON) tem
por objetivo oferecer uma visdo segmentada do mercado aciondrio, medindo o
comportamento das agdes das empresas representativas dos selores de consumo
ciclico e néo-ciclico. As agSes componentss sfc selecionadas por sua liquidez, &
sao ponderadas nas carteiras pelo valor de mercado das aches disponiveis
negociacao.

Indice Imobiliaric IMOB: O Indice BM&FBOVESPA Imobilidrio (IMOB) tem por
objetivo oferecer uma visdo segmentada do mercado aciondrio, medinda o
comportamento das agbes das empresas represeniativas dos setores de atividade
imobiliaria  compreendidos por construgao  civil, intermediacso imobiliaria e
exploragio de imdveis, As agbes componentes sdo selecionadas por sua liquidez, &
sac ponderadas nas carteiras pelo valor de mercado das agbes disponiveis a
negociacao.

Indice Financeiro IFNC: O indice BM&FBOVESPA Financeiro (IFNC) tem por
objetive oferecer uma visdc segmentada do mercade aciondrlo, medindo o
comportamento das acgbes das empresas representativas dos setores de
intermedidrios financeiros, servigos financeiros diversos, previdéncias e seguros. As
agles componentes sao selecionadas por sua liquidez, e séio ponderadas nas
carteiras pelo valor de mercado das agbes disponiveis 4 negociagio.

indice de Materiais Basicos IMAT: O Indice de Materiais Basicos (IMAT)
BMEFBOVESPA tem por objetivo oferecer uma visd3o segmentada do mercado
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acionario, medindo o comportamento das agfes das empresas representativas do
setor de Materiais Basicos. As agBes componentes sio selecionadas por sua
liquidez e ponderadas nas carteiras pelo valor de mercado das agoes disponiveis a
negociacan,

Indice de Utiidade Pablica UTIL: O indice de Utilidade Poblica (Ut)
BM&FBOVESPA tem por objetivo ofsrecer uma visio segmentada do mercado
acionario, medinde o comportamento das agbes das empresas representativas do
setor de utiidade piblica (energia elétrica, 4gua e saneamento e gds). As aches
componentes sao selecionadas por sua liguidez & ponderadas nas carleiras pelo
valor de mercado das agdes disponiveis a negociactes.

2.4 Detalhamento do Problema

Uma vez conhecidas as classes de ativos de renda fixa e variavel, vamos voltar
ac problema que desejamos solucionar. Podemos dizer que um fundo possui
FECUrsos nas classes de ativos IMA-B 5 e Délar, se por exemplo ele possuir uma
NTN-B com vencimento em 2015 e acdes do Banco Mad, Nesse simples caso, a
rentabilidade do FIM sera uma combinacao linear das rentabilidades das classes de
ativos IMA-B 5 e Délar. Iremos apresentar a exposicio em dez classes de ativos. a
classe CDI ndo & mostrada pois ndo apresenta risco ao investidor,

Para entender uma parte da nao-linearidade do nosso problema & necessario
saber como funciona o mercado de opgdes, explicado sucintamente abaixo.

O Mercado de Opgoes & o mercado em que séo negociados direitos de compra
ou venda de um lote de agBes, com pregos e prazes de exercicio presstabelecidos.
Esse mercado foi criado com o objetivo basico de oferecer um mecanismo de
prote¢ac ac mercado de agbes contra possiveis perdas, Uma vez que 0S precos e
retornos dos instrumentos financeiros estio sujeitos a flutuaches imprevisiveis, Uma
opcao & o direito de comprar ou vender um ative especifico, por um prego, adquindo
mediantz o pagamento de um wvalor (prémio), para ser exercicio em uma data
preestabelecida (data de vencimento),
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Uma estratégia comum adotada, chamada de Call Spread, é detalhada abaixo.
Se o investidor compra o call spread, isso significa que o ativo-objeto (no nosso caso
agao do Itad) subir, o investidor ganha a alta do Indice até certo patamar percentual
de alta, por exemplo 20%. Porém, se o ativo subir maiz do que 20%, o cliente sb

ganha 20% no periodo da operagdo. Por outro lado, se o ativo cair, o diente tem o
capital garantido.

Figura 8 - Grafico detalhands 3 ndo Enearidade da rentsbiBdade do mercads de opebes.
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MNao & objeto de estudo desse trabalho nos aprofundar na esiruturagio desse
produto, mas sim saber que existem aplicagbes desse lipo e gue elas possuem

retorno ndo lineares, fato que reforga o desejo de utilizar uma rede neural como
solugao.

A ndo lineandade também estd presents nas decisdes de compra e venda de
ativos, como veremos no desenvolvimento.

Os fundos que modelamos s3o0 os da categoria Multimercado isso possibilita

uma abertura legal para que o fundo esteja exposto mais de um patriménis, conceito
gue recebe o nome de alavancagem.
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2.4.1 Alavancagem

"A amplitude doz mercados de desivativos aliada a
gigumas das formas contempordneas de gestda
financeira {em particular de ceros tipos de fundos de
nvestimenta & de careiras administradas) trazem 3
tona outra guestio que encera  importantes
repercusales  macroecondmicas.  Trate-se  da
possibiidade de estabelecimento de diferentes niveis
de especulacio que variam ne funglio direta do grau
de slavancagem das carteiras” (FARHI MARYSE.

1999, p.13)

Alguns dos fundos multimercade que modelamos se alavancam com objetivo
de obter maiores rentabilidades com operacties em certos ativos, Exemplificando: se
0 gestor esta convicto que que os juros basicos (SELIC) irdo cair, ele podera montar
uma posigio alavancada em juros-pré (classe que se valoriza com a queda da
SELIC), dessa forma o fundo poderd por exemplo aplicar 120% do patriménio do
fundo em juros-pré e continuar aplicadc em outras classes de ativo
consequentemente a soma das exposigoes por classe de ativo somam mais de
100% (fato que ocorreu com bastante frequéncia em nossos ensaios). E importante
ressaltar que esse tipo de operagio podera resultar perdas su periores ae patrimdnic

do fundo, exigindo aportes adicionais dos cotistas para honrar os contratos
derivativos firmados.

2.5 Definigoes gerais sobre a estrutura da plataforma

Iremeos agora realizar uma andlise geral sobre as alternativas de concepcao da
plataforma que desejamos desenvolver. Ficou definido gue iria tratar-se de uma
plataferma web, rodando diretamente do navegador do usudrio. sem nanhum tipo de
download. Esta definicéo inicial se fez necessana pois permite gue o codigo do
programa fique protegido em um servidor remoto. Para que pudessemos guiar e
limitar nosso escopo, definiu-se que esta plataforma serd desenvolvida com o
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padrac de design de software denominado Model-View-Cantroller, ou simplesmente
MVC.

Por que utiizar MVC? Porque @ um padrio de projeto de software
extensivamente testado que ftransforma uma aplicagio em pacotes de
desenvolvimenta rapido, modular e de facil manutenggo. Novas funcionalidades sao
facimente adicionadas e pode-se dar nova caracteristica & partes especificas da
aplicagdo de maneira agil. Tem design modular e separado que também permite aos
desanvolvedores e designers frabalharem simultansamente, incluinde a capacidade
de se construir um protétipo muito rapidamente. A separacio também permite que
os desenvolvedores alterem uma parte da aplicagao sem afetar outras.

Ao programar em MVC, separa-se uma aplicagdo em trés partes principais:
Mode!, View e Controller.

251 A camada Model

A camada Mode! repousa acima dos dados a serem utilizados no projeta. E
responsavel pela obtengdo de dados e converso destes dados em conceitos
significativos para o projeto em questio. Dentre estas atividades, podemos destacar
validagéo (verificagéio da integridade dos dados), pré-processamentos, associagao e
outras tarefas.

2.5.2 A camada View

Trata-se da camada de apresertagdo. Manipula o que serd visualizado pelo
usuario final, de acordo com os dados disponibilizados pela camada Model. E nesta
camada que estara armazenada toda a interface do programa.
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2.5.3 A camada Controller

A camada Controfler (controlador) lida com as requisicses dos usuarios. E
responsavel por retornar uma resposta com a ajuda das camadas Model e View.

Os Controllers podem ser vistos como gerentes tomando os devidos cuidados
para que todos 0s recursos necessarios para completar uma tarefa sejam delegados
para os trabalhadores corretos. Ele aguarda os pedidos dos usudrios, verifica a
validade de acordo com as regras de autenticagfio e autorizagso, delega dados para
serem obtidos ou processados pelos Models e seleciona o tipo coreto de
apresentacdo dos dados para finalmente delegar o trabalho de renderizagao para a
camada View.

2.5.4 Ciclo de requisigio da arquitetura MVC

Fara que haja melher entendimento do funcionamento da arquitetura MVC,
apresentaremaos um ciclo de requisicio de forma mais detalhada.

Figura 9 - Esquemia de cicio de requisicho da arquitetura MVC

Fonte: book.cakephp.ong
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Um ciclo de requisicdo tipico da arquitetura MVC comeca com o usudrio
solicitando um recurso em sua aplicagdo. Esta solicitacio & primeiramente
processada por um dispaicher (expedidor) que ird selecionar o objeto Controller
cometo para lidar com a solicitacie feita.

Assim que a solicitacio do cliente chega ao Controfler, este ira se comunicar
como a camada Model para processar gualguer operagio de busca ou
armazenamento de dados que for necessario. Apés esta comunicagao terminar, o
Controller continuara delegando, agora para o objeto View correto a tarefa de gerar
urma saida resultante dos dados fornecidos pelo Mode!,

Finalmente quando a saida é gerada, ela é imediatamente enviada para o
usuario.

2.5.5 Alternativas de linguagens de programacgao

A escolha da linguagem de programacac a ser utlizada & um dos itens
fundamentais do processo de desenvelvimento da plataforma, Esta decisdo afeta o
projeto de diversas maneiras, como a procura por profissionais capacitados ou
Mesmo o proprio desempenho de nossa aplicacio.

Primeiramente sera dado um resumo das caracteristicas de algumas das
linguagens candidatas, apontando sempre que possivel seus pontos fortes e fracos,

2.5.51 PHP

PHF & wuma linguagem serverside criada principalmente para
desenvolvimento de aplicagbes web. Atualmente, esta instalada em mais de 200
milhoes de websiles e 2 milhGes de servidores. Originaiments criado por Rasmus
Lerdarf, PHP significa PHP: Hypertext Preprocessor.
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O cbdigo PHP & interpretado por um servidor web com um méodulo de
processamento que gera os resultados de uma pagina web, Os comandos PHP
podemn estar dentro de uma pagina HTML ou em um script proprio. Trata-se de um
software livre, lancado sob uma licenca denominada PHP License.

2.55.2 C++

C++ & uma linguagem de programacdo multi-paradigma e de uso geral. A
linguagem & considerada de médio nivel, pois combina caracteristicas de linguagens
de alto e baixo niveis. Desde os anos 1980 & uma das linguagens comerciais mais

populares, sendo bastante usada por seu grande desempenho e comunidade de
LsLarios,

2.5.5.3 Matlab

Matlab, que significa Mafrnx Laborstory. & um ambiente de computacio
numenca da quarta geragao de linguagens de programacdo. Desenvolvido pela
MathWorks, MATLAE permite manipulagio de matrizes, plolagem de fungoes,
implementagio de algoritmos, criagio de interfaces de usuario além de interfaces de
comunicagao com oufras linguagens de programacgdo, como por exemplo C, C++,
Java ou PHP,

2.5.54 VBA

Visual Basic for Applications (VBA) e uma implementagio da linguagem de
programacio Visual Basic 8 da Microsoft & sua IDE (intregrated development
enviromant ou ambiante de desanvolvimento integrado)
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VBA permite a construcio de funches definidas pelo usuario, automacio de
processos alem de outros procedimentos de baixo nivel. Trata-se de uma extensao

das chamadas macros, muito comuns em programas comao o Excel.

2.5.5.5 Python

Python & uma linguagem de programagdo de alto nivel, interpretada,
imperativa, orientada a objetos, de tipagem dinamica e forte. Foi langada por Guido
van Rossum em 1991, Atualmente pessui um modelo de desenvolvimento
comunitério, aberto e gerenciado pela organizacdo sem fins lucrativos Python
Software Foundation. Apesar de varias partes da linguagem possuirem padries e
especificagtes formais, a linguagem como um todo ndo & formalmente especificada.

Combina uma sintaxe concisa & clara com oS recursos poderosos de sua
biblioteca padréo e por mbdulos e frameworks desenvaolvidos por terceiros.

2.5.5.6 Alternativa escolhida

A escolha inicial sera pela linguagem de programacac PHP. Dentre os
motivos estio a facilidade de aprendizado, popularidade, grande comunidade de
desenvolvedores ativa, e familiaridade. Ha também facilidade de integragdo com
outras linguagens, como por exemplo VBA (através de planithas em Excel) ou
Matlab.

2.5.6 Alternativas para armazenamento de dados

Além das escolhas de metodologia de design de soffware e linguagem de
programagdo, & importante também selecionar uma solugcdo responsavel pelo
armazenamento de dados. Analisaremos agora as alternativas mais populares.
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2.5.6.1 PostgreSQL

Trata-se de um sistema de banco de dados open-source e ORM (Object-
Relational Mapping). Possui estrutura robusta e confidvel, rodando em grande parte
dos sistemas operacionais mais populares, incluindo Linux, UNIX {ALX, BSD, HP-UX,
SGIIRIX, Mac OS X, Solaris, Trug4), e Windows.

Dentre suas caracteristicas principais podemos apontar: suporte total a
foreign keys, joins, views, lriggers e stored procedures. Possul a maior parte dos
tipos de dado do SQL:2008, incluindo INTEGER, NUMERIC, BOOLEAN, CHAR,
VARCHAR, DATE, INTERVAL e TIMESTAMP.

2.5.6.2 SQLite

SQLite é uma biblioteca de implementacic de bancos de dados SOL
construida nma linguagem C que apresenta como algumas de suas principais
caracter(sticas a nac-necessidade de um servidor e a auséncia de pre-configuracao.
Seus arquivos de bancos de dados ndo sao dependentes da plataforma utilizada. E
voltado para aplicagdes onde a simplicidade & mais importante do Que recursos
extras de alto nivel.

2.5.6.3 MysQL

MySQL & um dos sistemas open source de gerenciamentos de bancos de
dados relacionais mais populares do mundo. Suas aplicagfes sao interpretadas em
um servidor, parmitindo acesso de miltiplos usudrios a diversos bancos de dados,
Trata-se de uma escolha popular quando se trata de aplicagSes web,
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2.5.6.4 Alternativa escolhida

Dentre as opgdes acima apresentadas, a solugio escolhida (ac menos em
carater temporério) € o MySQL. Isto por que & um sistema relativamente sequro e
bastante popular — o que se traduz em grande comunidade de usuarios. Além disso,
combina perfeitamente com a linguagem de programagio PHP quando se deseja

criar aplicagSes web.

2.5.7 Interface Grafica

Como foi mencionado antariormente, o projelo em questio serd
confeccionado inteiramente como uma plataforma web., sem nenhum tipo de
download necessario para o usudrio. Dada esta importante premissa, & facil definir
como sera construida a interface grafica de software: stravés das linguagens de
programacio HTML e CSS. E através da juncio destes dois itens que a chamada
View do projeto & definida. Segue abaixo uma explicacao resumida sobre cada um

destes itensa.

2.5.7.1 HTML

O termc HTML significa HyperText Markup Language (gue significa
Linguagem de Marcagio de Hiperiexto). Trata-se uma linguagem utilizada para
construgaoc de paginas web. Seus scripts sao interpretados pelos navegadores, gue,
com base em suas marcagbes, definem o que sera apresentado na pagina.

2.5.7.2 C558

O termo CSS significa (Cascade Styling Sheets) define uma linguagem de
pregramacao voltada somente para o design de paginas WEB. Sua caracteristica
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mais apreciada estd ligada a separagiio entre o que & apresentacio @ o que &
formatagdo de conteddo,
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3 ANALISE DE VIABILIDADE

Podemos avaliar a viabilidade de nosso projeto em trés frentes: viabilidade
teécnica de modelagem matematica e viabilidade técnica de software e viabilidade
econbmica.

3.1 Modelagem Matematica

Sob o ponto de vista de modelagem matematica, sabemos que um projeto
similar ao nosso ja foi desenvolvido em uma tese de mestrado da Universidade de
Toronte. Segundo o trabalho, os resultados obtidos foram bons para mais de 200
FIM's. O projete |4 desenvolvido & apenas uma parte do nosso projeto, pois nos
desenvolvemos um produto que possa ser comercializado, nao apenas elaboramos
o modelo para uso proprio.

Por nosso projeto ser mais abrangente, fizemos algumas simplificacdes iniciais,
come. iniciaimente criar um FIM ficticio com certas regras de investimento e
desinvestimento segundo as rentabilidades de classes de ativos. Inicialmente
incluimos poucos produtos de rentabilidade ndo linear na carteira do fundo, e na
medida que viamos quais os melhores pardmetros para alterar na rede naural,
melhor ficava nossa previsdo, podendo entdo utilizar nossa rede para atuar em
Cas0s reais com mais nac-inearidades.

Levando em consideragio o raciocinio acima, ficamos motivados a executar o
projeto pelas otimas chances que existiam de produzir bons resultados iniciais
guantc a modelagem do FIM. Contudo nosso projetoc ndo se resume a essa
modelagem. Além disso, realizamos uma série de medidas de erro des valores de
saida e, por Ultimo, nosso programa também fornece a rentabilidade acumulada de
diversos fundos de investimento multimercado. Todas essas ferramentas foram
obtidas com um bom desenvolvimento de arquitetura de nosso software em conjunto
com programacac em diversas linguagens.
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3.2 Viabilidade de Software

Quanto ac software, a parte que mais traz riscos do ponto de vista de sucesso
do produto j& em uso & a capacidade de processamento da grande quantidade de
dados, j& que tratando-se de um produto em plataforma web, ele deve ser capaz de
receber miltiplos acessos simulidneos sem perder gqualidade. Para a fase de
desenvolvimento, esse problema ndo foi critico, mas conforme exista uma maior
demanda por usuarios, deverd haver investiments em aumento de poder de
processamento. Desde o inicio, a preocupacdo com a eficiénecia na criagdo do
codigo @ na elaborago da arquitetura existiv para que os problemas citados
anteriormente fossern controlados, Os maiores desafios que o grupo enfrentou sob
esse ponto de vista foram o estude e a avaliago da qualidade do codigo do produto,
prevende evenluais problemas de eficiéncia. No entanto, o produto podera passar
por constantes evolugdes e melhorias, visando manter a qualidade.

3.3 Viabilidade Econémica

MNosso produto final & utilizado via web. Nossos clientes (gestores) poderdo
utilizar o software de qualquer lugar, sam a necessidade de um conjunto de arquivos
ou banco de dados instalado em seu computador. Tal fator toma os custos de
producido e manutengBo mais baratos. Todo controle de acesso, assim como
atualizaghes de informagbes de bancos de dados podera zer feito a distincia.

3.4 Diagramas de projeto e produto

Temos a seguir o diagrama de blocos do nosso projeto, no dessnvolvimento
desse rabalho sera detalhado cada uma das etapas.
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Figura 10 - Fluxo do Prossto - FEPREM
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Partimos da aqguisicio de dados dos fundos, onde coletamos as informagtes
sobre em que ativos cada fundo estava investido ate seis meses atras, Depois disso,
& necessario classificar todos os investimentos entre as 10 classes que sao
analisadas. E necessario também a coleta de informagdes sobre a cota dos fundos e
a rentabilidade de cada uma das dez classes de ativos.

Apos termoes o8 dados de todos os fundos devidamente coletados e
classificados, desenvolvemos ferramentas auxiliares para criagdo e andlise das
redes neurais, possibiitando escolher se os dados de entrada e saida sio
normalizados, gqual dos guatro modelos de redes nesurais € utilizado (no
desenvolvimento do trabalho serfio explicitados guais s3o0 os modelos), & quais
seriam os valores dos pardmetros de treinamento das redes neurais, como passo e
nimerno de eragies. Além disso, as ferramentas possibilitam a gravagao automatica
dos resultados em Excel, com graficos, resultados e medidas de erro, tanto para o
modelo neural quanto para o modelo linear.
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S&o necessarios diversos testes para encontrar as melhores condigbes para a
previsdo da rede neural. Apds as condicbes serem encontradas, a smulagio é
realizada e os resultados s&o armazenados.

Tendo os resultados dos testes, eles sfo ammazenados em um banco de
dados, de forma a ficar disponivel para ser usado pelo site Com os dados
disponiveis, desenvolvemos o site, disponibilizando as informagées de forma clara e
imersssants para o usuario, com diversos graficos,

Sob o ponto de vista de produto, temeos um fluxo operacional relativamente
mais simples, que pode ser representados pele diagrama de blocos abaixo:

Figura 11 - Fluxe operaconal do produto final
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Este saria o diagrama de blocos para o nosso proeto |4 em regime, ou s&ja
apos a realizagdo de todas as etapas iniciais de preparacio de software do site e
desenvolvimento das redes neurais para cada classe de fundo.

Devemos ressaltar também gue para este trabalho, abrangemos sete fundos
multimercado reaiz além do fundo ficticio, niomero que gerou a necessidade do
treinamento de setenta redes neurais. Mo prosseguimento de desenvolvimento do
produto, iremos modelar mais fundos.
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4 CRIACADO DO FUNDO FICTICIO
4.1 Motivagio

A criagio de um modelo baseado em redes neurais requer uma série de dados
para realizagdo de ensaics. A partir dessas informacfes pode-se variar diversos
parametros, de forma a chegar nos melhores modelos, Com o objetive de, num
momento inicial, facilitar a criagio do medelo, foi criado um fundo multimercado
ficticio, o Simula Fundo de Investiments Mullimercade.

Tendo um fundao criado a partir d2 um algoritme conhacido, que s& comporta de
forma parecida com um fundo real, podemos captar quais as variaveis mais
importantes & qual o melhor pre-processamento dos dados de entrada, para que a
rede neural funcions com desempenho adequado. A ideia & partir deste modelo,
capaz de prever o comportamento do fundo ficticio, adapta-lo para resclver o
problema real.

A grande vantagem de modelar a partir do funde ficticio & que sabemos a prion
quais o8 dados que possuem comelagdo com a saida, temos uma guantidade maior
de dados para freinar a rede neural. Além disso, sabemos a concentragido por classe
de ativo em todas as semanas, que & a informagdo que desejamos descobrir para os
fundos reais com a diferenga que para esles a informacao € mensal. Criamos entdo
a rede neural @ treinamos para este fundo ficlicio com objetive de estimar a
concentragio por classe de ativos, semana s semana.

4.2 Algoritmo de criagao

O fundo foi simulado por um algoritmo programado em VBA, que & as
entradas necessarias no Excel e executa as compras e vendas a partir das regras

pré-estabelecidas. Temos entio as rentabilidades e exposigbes més a més do
fundo.

O Fundo Simula foi cnado com inicio em janeiro de 2008 e fim em outubro de
2012. Tal periodo foi escolhido de tal forma gque todas as classes de afivos j&
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estivessem sendo apuradas. Durante esse periodo o fundo realiza compras e
vendas de ativos semanalmente, para tanto, foi desenvoivido um aigoritmo que
simula a estratégia de um gestor. Seu princlpio de funcionamento & simples porém
bastante proximo da realkdade e esta detalhado abaixo.

Para Renda Fixa, semanalmente o fundo realiza compras e vendas de ativos
conforme sua rentabilidade na semana, seguindo as formulas abaixo:

| Rentabilidade do ative] < 0,20% — Nio negocia
0,20% < |Rentabilidade do ativo] < 0,70% - Compra

|Rentabilidade do ativo] = 0,70% — Venda

Para Renda Varnavel, a faixa de valores muda devido maior volatilidade dos
precos. Abaixo as formulas:

|Rentabilidade do ative] < 1% — Ndo negocia
1% =< |Rentabilidade do ativo| << 3% — Compra

| Rentabilidade do ative| > 3% = Venda

Ao final de uma semana, temos todas as rentabilidades das classes de ativos
{dado piblico).

Mo algoritmo, primeiro verfica-se os ativos que serao vendidos na semana,
e@ssa venda @ parcial, uma fragdo do saldo atual naguele ative. Realizada a venda,
05 recursos sao somados ao valor financeiro em caixa (que é o dinheiro disponivel
para fazer investimentos). Esse procedimento é condizente com os fundos que ndo
realizam alavancagem financeira, ou sej@ ndo estdo exposios mais de um
patriménio, conforme veremos na segao de fundos reais. existem fundos gue




45

alavancam através de instrumentos derivativos, para estes casos, foi necessario

realizar algumas alteragdes no modelo de rede neural.

Uma vez analisados que afivos serfic comprados e entdo utliza-se do

dinheiro em caixa para realizar as compras. Apenas em Casos raros o caixa &
zerado, em todas outras vezes cada classe de ativo term uma parte fixa de recursos.

4.3 Comparagado com fundos reais

A metodologia implementada que fol descrita acima possui o fluxo operacional
semelhante a um fundo real gue ndo realiza alavancagem, dessa forma garantimos
que as rentabilidades calculadas possuam significado real, assim como a
concentragdo por classe de atives (objetivo da criaglic do Fundo Simula). A dnica
variagao no fluxo operacional, seria a possibilidade de alavancagem do fundo, o que
no caso possibilita o investimento de mais de 100% do patrimdnio. Se cridssemos
um fundo e seguissemos as ordens do algoritmo do Simula, terfamos as
rentabilidades que sio apresentadas abaixo.

No periodo de 03/01/2008 a 10/10/2012 o Fundo Simula rendeu T74%,
enguanto que o CDI (parametro de comparacao) rendeu 61%, ou seja, o Fundo
Simula rendeu 124% do CDI, conferme grafico comparativo abaixo.
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Figura 12 — Rentabiidada do fundo Simula em relacio an COI
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Para efeito de comparacdo, temos o desempenho do Fundo Simula contra
outro fundo mulimercado, o FIDES Hedge Plus CSHG FIM. Como podemos
observar no grafico abaixo o Fundo Simula apresenta uma estratégia que gera
rentabilidades proximas a de fundos multimercado reais e até superiores em um
periogo recente,
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Figura 13 - Rentabilidade o fundo Simula x Funda FIDES Hedge Plus
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Podemos concluir que o nosso fundo ficticio € um bom ponto de partida para
implementacio da rede neural, pois apresenta rentabilidades similares a um fundo
real além de um fluxo operacional muito semelhante.

Abaixo o grafico da concentragdo média por classe de ativo do Funde Simula
na primeira samana de 2010.
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Figura 14 - Concentracio do fundo Simua em DE01/2000
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4.4 Construgdo de modelos

Um dos maiocres problemas encontrados ao se construir modelos sobre o
mercado financeiro estd na dificuldade de saber guais dados influenciam
significativamente e quais nao influenciam a saida. Os problemas geralmente sio
complexos e com muitas variaveis envolvidas e os dados disponiveis sdo limitados.

No caso do nosso problema em questao encontra-se as mesmas dificuldades.
Sabe-se que a concentragao por classe de ativo em um fundo & - em primeiro grau -
fungio da:;

= Concentragtes de periodos anteriores,
» Rentabilidade de cada classe:
+ Rentabilidade do fundo

Conforme mostrado empiricamente na segao anterior, além disso ha um fator
complicador: a quantidade de compra de ativos depende também da rentabilidade
dos outros ativos. Exemplificando: digamos que em uma determinada semana o
mercado evoluiu de forma favoravel a compra para varias classes de ativos, como os
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recursos do fundo so limitados o gestor ira comprar um pouco de cada classe de
ativo & a variacdo de concentracdo sera quase nula. Analsando o outro extremo:
quase todas as classe evoluem de forma favoravel a venda na semana e uma delas
a4 compra, agora o gestor tera muitos recursos para fazer a compra, logo a
concentracdo ira aumentar significativamente a variacdo sera alia. Contudo esse
fator complicador nao & decisive para os fundos que realizam alavancagem, uma
vez gque eles fazem uso de derivativos e se exple mals de 100%, para eles a
quantidade de recursos em caixa ndo & um fator limitador.

Podemos entdo concluir gue ha um fator — de sequndo grau de infludneia -

responsavel pela variagdo de concentracdo de um ativo: A rentabilidade das classes
dos outros ativos.

Conforme veramos a seguir, desenvolvemos dois modelos inicigis de rede
neural, um que leva em consideragio as variaveis de importdncia secundaria @ um

outro gue ignora essas varigveis.

4.4.1 Modelo 1 de rede neural — Fundo ficticio

MNeste modelo as variaveis de importancia secundaria ndo entram na rede
neural. As varigveis de entradas da rede neural sdo:

» Rentabilidade da classe de ativo na semana n,

= Concentracio de caixa (que sdo os recursos disponiveis para aplicacso)
na semana n-1e

= Hentabilidade da cota na semana n
E a saida &:
= \anagdo da concentragdo da classe de ativo.

Esse wvalor sera aplicado a concentragdo da semana n-1 para obtermos a
concentracio na semana n. Este serd nosso Modelo 1 de rede neural. Na figura
abaixo temos 0 esguema da rede,




Flgura 15 - Modeio 1 da rede neural - Funda ficticio
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Podemos visualizar a nfo linearidade do problema a partir do grafico abaixo,

que conterm as entradas e saidas da rede neural. Os valores ilustrados referem-se a

uma classe especifica, o Dolar. E importante ressaltar que nesse modelo

desenvolve-se uma rede para cada classe de ativo.
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Figura 16- Entrades & saidas do Modelo 1 de Rede Neural - Valores absolutos
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Fara melher visualizago de grafico acima, as varidveis Recursos em caixa e
Variagdo da concenfragdo posterior 830 mensuradas pela escala secundaria.

Abaixo temos o mesmo Modelo 1, mas agora com valores nomalizados

Figura 17- Enfradas e sakias do Modelo 1 de Rede Newral - Valores namalizados
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4.4.2 Modelo 2 de rede neural — Fundo Ficticio

Adicionalmente, foi criade um Modelo 2 para solugdo de nosso problema. Ha
trés diferencas em relagio ac modelo 1,

1. Leva-se em consideracio a rentabilidade dos outros ativos
2. Ma entrada ha tamba&m a concentragio na semana n-1,
3. A resposta fornecida conlém a concentragdo por classe de ativo, ao

inves de vanacio da concentragio por classe de ativo.

Desta forma as entradas do Modelo 2 =ao:

» Rentabilidades das onzre classas de ativos,
» Concentracio das dez classes de ativos,
+ Rentabilidade da cota.

E a salda g;

= Concentragdes das dez classes de ativos.

Cabe destacar que no Modelo 2, temos apenas uma rede neural para criar,
enquanto que no modelo 1, ha uma rede neural para cada classe de ativo. Além
disso as saidas da rede neural do Modelo 2 ja s30 as concentragbes em si,
enguanto que na rede neural do Modelo 1 as saidas da rede neural sio as variagbes
de concentracio.

4.5 Conclusdes sobre o fundo ficticio

Fercebe-se qua as relagdes antre entrada e saida sdo altamente nao lineares &
ndo sabemos ao certo como & a relagdo entre as vanaveis.

Dada esta situacio, e que dessjamos utilizar redes neurais para construir o
modelo, uma série de possibilidades aparecem como: Quais entradas Serao
utilizadas? Se forem utilizadas muitas variaveis de entrada, sera que as entradas de
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baixa correlagano com a saida ndo irdo prejudicar a previso, ou o beneficio de
termos mais dados compensa’?

Para responder as perguntas propostas fol necessario realizar uma grande
quantidade de testes, pois ha muitos pardmetros gue podem ser alterados no
treinamento & na construgio da rede como: Taxa de aprendizado, nimero de nés,
niomero de iteragbes, funcic de transferéncia, entre outros. Além disso, foi
necessario testar diferentes entradas, com diferentes formas de pré-processamento
dos dados.

CQuanto a questoes de entrada e saida, optamos por trabalhar com o Modelo 1
para treinamento da rede do fundo ficticio Simula, pois como sera visto na secéo de
Validagao, o Modelo 2 apresenta um erro inaceitavel, fato causado possivelmente
pela dependéncia muito baixa entre as certas variaveis de entrada e de saida.




5 REDES NEURAIS TREINADAS PARA FUNDOS REAIS

Para a simulagio inicial com dados de fundos reais, foi utilizado o modelo 1
de rede neural do fundo ficticio, com a diferenca da periodicidade dos dados ter sido
alterada de uma semana para um meés. Posteriormente fizemos alteragbes
convenientes na estrutura da rede, como a retirada da concentragdo em caixa como
entrada para os fundos gue realizam alavancagem, pois conforme comentado

anteriormente essa variavel nao e relevante para esse tipo de fundo.

5.1 Modelos de rede neural utilizados

Temos nas figuras abaixo as quatro redes neurais gue utilizamaos para modelar
0s fundos reais iremos nomea-lasde Aa [0

Figura 18- Reda mewural &

Restabilidade da classe O O \

Concentracso em cates O Enpoiclo da chatxe
e — e

Rantabilidase do furdo O /
T P T W T

Camady de enlrads Camada pscondida Camads de talds

~onmte: Autor

Para a Rede Neural A, utiliza-se como entrada a rentabilidade da classe, a

concentragBo em caixa e a Renfabilidade do fundo, e como saida, a exposigdo na
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classa. Adicionalmente existe & possibiidade de normalizarmos qualquer uma

dessas variaveis.

Figura 19 Rede MNeural B

Eenkabilidade da classe

Concantrsdo em calwa u.;ri;.;h:l; euposipio da olasss
e ——
Rantabidade do hunds O /
PSR S S
Camada de ontrada [ aamiatts eoaadits Carmadda de saida

Fonte; Autor

Para a Rede Neural B, utiliza-se como entrada a rentabilidade da classe, a
concentragdo em caixa & a Rentabilidade do fundo, assim como na Rede Neural A,
porém como saida, temos a variagao da exposigao na classe. Assim como na Rede
Meural A, existe a possibilidade de normalizarmos qualguer uma dessas vanaveis.
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Fagus 20- Rede neural
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Para a Rede Meural C, utiliza-se como entrada a rentabilidade da classe e a
rentabilidade do fundo, diferentemente das redes anteriores, esta ndo leva em
consideragao a concentragio em caixa. Como saida, temos a exposicdo na classe,
Assim como nas redes anteriores, existe a possibilidade de normalizarmos qualquer
uma dessas varidveis. Destacamos que este fipo de rede sera Gtil para os fundes

que realizam alavancagem.

Figura 21- Reds neural D
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Fara a Rede Neural D, utiliza-se como entrada a rentabilidade da classe e a
rentabilidade do fundo. Como saida, temos a variagdo da exposicio na classe.
Assim como nas redes anteriores, existe a possibilidade de normalizarmos qualquer
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uma dessas variaveis. Destacamos que este tipo de rede sera (til para os fundos
gue realizam alavancagem.

5.2 Ferramentas de auxilio de escolha de rede neural

Com o objetive de desenvolver um modelamento eficiente, & dado ao usuario
do software interno do FEPREM a opgao de normalizar os dados de entrada e saida
da rede neural. Ressaltamos que os procedimentos descritos nesse item sdo
realizados internamente e somente os resultados s&o disponibilizados ao cliente.

Alem desse tratamento de dados, temos a opglic de decidir se a concentragéo
em caixa sera entrada da rede neural. Com isso alteramos o modelo 1 adotado para
o fundo ficticio, Tal alteragio se mostrou extremamente conveniente para os fundos
em gue o gestor possui a carteira alavancada, nesses casos recursos em caixa nao
& um fator limitante para aplicagio em um afivo, e consequentemente essa varidvel
prejudica o modelamento, conforme observamos em alguns testes. Deixamos como
opcao tambeém a possibilidade de escolher como saida da rede neural a
concentragao por classe de ativo ao invés de variagdo da concenfragdo por classe
de ativo, utiliza-se essa opcio nos casos em que a serie temporal de variagdo de
exposicao @ muito agressiva nas transigdes, o que dificulta a modelagem. Temos a
possibilidade de implementar quatro tipos de rede neural.

Podemos também variar o passo, nimero de iteragdes, numeros de dados
para treinamento, validacio e teste.

5.3 Algoritmos para automatizagdo do processo de treinamento

Dado que foi necessario criar uma rede neural para cada classe de ativo, para
cada fundo, temos um grade nimero de redes neurais — setenta — ja que
modelamos 7 fundos com 10 classes cada. Esse fato, fez com que fosse necessario
automatizar os seguintes processos para tornar o projeto vidvel:
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Tratamento dos dados de entrada e saida da rede neural

Z [Escolha de um dos guatro modelos de rede neural adotados (através da
vanagao dos dois Gitimos campos da tela abaixo).

3  Exportagdo de todos os resultados cbtides, como graficos, medidas de erro,
valores previstos pela rede neural e pelo método linear.

Referente ao processo 1 e 2 automatizados: Conforme podemos ver na tela abaixo,
@ possivel escolher a classe de ativo do fundo que queremos treinar, informar o
numeros de meses que femos dados, a possibilidade de normalizagio dos dados de
entrada e saida, o nome do fundo e por Ultimo, os dois pardmetros responsaveis por
determinar qual dos guatro modelos iremos utilizar,

Figura 22- Tela 1 de mpats
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Abaixo vemos a segunda tela desenvolvida para automatizacdo do processo.
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Figura 23 Tela 2 de inpuis
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Referente a segunda tela, os quatro primeiros campos referem-se a divisdo dos
dados disponiveis em subconjuntos de treinamento validagdo e teste, pode-se
estabelecer uma divisdo arbitraria ou entdo um divisao pré-estabelecida. Os dois
uftimos campos referem-se nimero de iteracbes e taxa de aprendizado. De modo
geral guando o fundo apresentava erro no treinamento, diminuimeos a taxa de
aprendizado, e se com a alterago a rede passasse a funcionar, concluimos que
provavelmente tratava-se de oscilagdo em torno do ponto de minimo gradiente ou
divergéncia.

Todos os pardmetros acima informados sdo ent$c passados para o script
criado, que segue um fluxo resumide abaixe em diagrama de blocos.




Figura 24- Flusod no Matleb
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Os blocos um a quatro ja foram explicados anteriormente (inputs do sistema),
vamos agora detalhar a funcionalidade dos outros. O bloco cinco representa a etapa
de consolidacio dos inputs do usuarios na definicho da rede e separagio dos dados
em subgrupos. O bloco seis explicita a fase do treinamento da rede neural, na etapa
seguinte o usuario vé os resultados obtidos para a rede e decide se deseja
prosseguir, com isso evita-se perder tempo com processamento do programa caso
os resultados obtidos com a rede neural sejam insatisfatérios.

O neno bloco no mostra a modelagem linear, utilizada para evidenciar a3
necessidade de redes neurais. Ja os trés Oitimos blocos tratarm da impressio de
resultados e exportagio ds informagdes e gravacio da rede neural treinada,
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5.4 Medidas de erro

Como forma de validar os resultados cbtides no nosso projeto, calcula-se o
erro quadratico médio em dois sistemas.

Rede Neural — O célculo de erro & feito com base nos dades de treinamenta
validagao, e teste. Por conter uma maior conjunto de valores, o EQM de conjunto de
treinamento sera o mais decisivo na para verificagdo da eficiéncia da rede neural,

Sistema Final — Meste caso, calculamos o ermo quadratico médio das
exposicies em si, ou seja. do dado final que & de interesse do cliente Este erro é
'gual ao obtido pela rede neural nos casos em gue escolhemos como saida da rede

neural a concentraglo (ndc normalizada), para todos os outros casos os erro
diferem,

Evro Quadritico médio = ;ITHI-L'[?; —¥)2 (1)

5.5 Validacdo

Como forma de validar inicialmente a eficiéncia da rede neural, temos a
seguinte tela. Ela & resultado dos parametros que informamos anteriorments nas
telas de input.




Figura 25 - Qufput dos resultados da Rede Meural

Fonte: Autor

Os trés primeiros graficos (parte de cima da tela) referem-se a saida da rede
neural, no caso vanagdo de exposigdo como pode verificar pelo nome do eixo dos
graficos. Temos respectivamente os valores reais, os calculados pela rede e a
diferenca absoluta enfre eles. Na parte inferior da tela, temos respectivamente: os
valores reais de concentragdo, os calculados pela rede e diferenga absoluta entre
eles. No caso projeto, & essa informagso que iremos efetivamente formecer ao
cliente, ou seja a concenfragio ou exposicdo por classe de ativo. Apds a
visuglizagio desse grafico, podemos optar pelo prosseguimento do programa,
caleulo com método linear ¢ gravacdo de todos os resultados, redes e graficos,
alternativamente podemos optar pela interrupgiio do programa. A opgio de
interrupgao & interessante quando estamos procurando por uma rede mais eficiente
e ocasionalmente escolhemos parametros que geram redes piores, que néo
desejamos gravar resultades.

Uma vez observado que o ultimo grafies pessui valores razodveis de errg
absoluto, grava-se todos o resultados e a rede treinada. No deservolvimento do
projeto, fizemos diversas alteragdes nas redes neurais de cada classe de ativo,
obtende muitas vezes bons resultados, mas had casos em que nao foi possivel
chegar a resultados razedveis. Na apresentagio de resultados no site & mostrado
todos os erros obtidos (o da Rede Neural & o do Sistema), dessa forma o cliente
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{gestor de patrimdnio) tem uma medida de confiabilidade dos resultados daguela

classe. Tambem na apresentacdio de resultados temos a modelagem com métado
linear.

5.5.1 Método linear

Com o objeiivo de evidenciar a superioridade da modelagem com rede neural
para nossoe problema, desenvolvemos uma rede neural com um né e fungdo de
transferéncia linear, referenciado nesse trabalho como Método Linear. Para todo
calculo que efetuamos com a rede neural, calculamos também com o método linear
& comparamos os effos e os graficos. Essas informagbes sdo disponibilizadas ao
cliente, ndo apenas para efeito de comparagio, mas para uso da informagao
também.

Ha alguns poucos casos em que realmente o uso do método linear & mais
eficiente e vélido, para estes casos o cliente podera consultar esses resultados em
vez dos calculados pela rede neural. Dessa forma atendemos o objetive do gestor,
mesmao que nao pelo metodo proposto originalmente.




6 CRIAGAO DO SITE E BANCO DE DADOS

6.1 Dominio e servidor de hospedagem

O primeiro passo para o desenvolvimento de um aplicativo que sera acessado
via web & garaniir a existéncia de um computader onde seus arguivos serdo
armazenados - o servider de hospedagem - e também um enderego que apontara
para este computador - o dominio.

Dentre os fatores relevantes para a tomada de decisdo relacionada a escolha
de um servidor de hospedagem, podemos destacar os seguintes:

- Disténcia fisica entre computador utilizado come servidor de hospedagem e
computador do usuario que acessa o aplicativo. Esta distancia pode afetar o tempo
necessaro para acessar o aplicativo, através de uma medida denominada ping, que
mede o tempo que um determinada requisigBo demora para atingir o servidor
somado ao tempo de chegada da resposta a esta requisigao

- Confiabilidade do servidor; determinada pelo tempo em que o servidor permanece
online ininterruptamente. Inversamente, pode-se pensar gue um melhor servidor
seria aguele em gue quase ndc ha quedas de conexdo.

- Suporte técnico da empresa responsavel mesmo que o servidor esteja quase
sempre online e esteja a uma distancia fisica relativamente proxima do usuario,
pode haver ainda outros problemas que prejudiquem o bom funcionamento de uma
aplicagdo hospedada. Deve-se nesse caso contar com a assisténcia da empresa
responsdvel pelo servidor, que pode acessar e configurar seu softwars/hardware
com facilidade.

Quanto ao dominio a ser escolhido, podemos nomear o seguinte fator como
imporante para sua escolha:

- Faciidade de memorizagdo e escrita; no caso de uma aplicagio web comercial
principalmente, ja que o usuario deve considerar o nome simples, elegante e de facil
reproducdo, Dominios longos ou confusos podem ser um impedimento para que o
usuario acesse o aplicativo,
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6.1.1 Framework utilizado

O processo de criagdo de um aplicativo web & extensc. Conforme o projeto se
desenvolve, pode vir a se tornar desorganizado e inconsistante. Além disso, diversas
fases desse processo de criagdo sao muito parecidos para os mais diversos tipos de
aplicagbes. Entdo, para que nao haja repetigio de frabalho e pensando em torna-lo
consistente e livre de erros, ufilizaremos em nosso projeto um framework.

Frameworks sdo uma combinagdo de bibliotecas de programacido, conceitos
de arquitetura de software e convengdes gue se estabelecem, que iém como
objetivo tornar o desenvolvimento de software mais agil e livre de erros.

Para o caso da aplicaghc FEPREM, como a linguagem de programagdo
utilizada & o PHP, devemos escolher um framework especifico para esta linguagem.
Existern diversas op¢des disponiveis. Contudo, por familiaridade & facilidade de uso,
utilizaremos o framework CakePHP. Neste framework, basta seguir suas
convengoes de nomenclatura e organizagio de diretorios/fungdes/variaveis para que
a arguitetura MVC seja implementada sem maicres problemas.

6.1.2 Detalhes da camada Model

Vamos agora detalhar a camada Model de nosso aplicativo. Inicialmente sera
composta por trés modelos principais: Fundo, Cota e Distribuicao,

6.1.2.1 Model: Fundo

O modelo Fundo representa, como fica obvio pelo nome, os fundos
cadastrados em nosso aplicativo. Contera apenas informagdes gerais relacionadas
ao fundo e que sejam pertinentes a nossa aplicagdo, como por exemplo o nome do
funda, seu gestor ou patrimbnio liquido.




6.1.2.2 Model: Cota

O modelo Cota representa uma Gnica cota | pertencente a um determinado
fundo em um determinado dia. Portanto, contém apenas o fundo a que pertence, o
valor da cota e a data em que foi registrada.

6.1.2.3 Model: Distribuicao

0 modelo Distribuigdo representa a porcentagem que um determinado fundo
de investimento investe num dado setor em um, para uma determinada data. Por
consequéncia deve conter estas informacgdes: fundo, tipo de investimento, data e
porcentagem. O conjunto de porcentagens quando fixamos o fundo e a data é o que
representa a distribuigao.

6.1.2.4 Relacdo entre 0s modelos

Tao importante quanto descrever o que cada modelo representa no mundo
real individualmente & explicitar a relagdo que entre eles. Para que tal relagdo possa
ser explicada de maneira mais facil, observemos abaixo. Nela fica clara a relagdo de
dependéncia que deve haver entre o fundo, suas cotas e sua distribuicao,

Fagura 26 - Esquema da Camada Model

Fanmle: Aulor
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Um dnico fundo deve possuir varias cotas (uma para cada dia). lsso esta
explicitado na acima pela reta gue liga os circulos de cada modelo & pela
representacies do algarismo 1 proximo ao modelo Fundo @ de um astersco préximo
ao modelo Cota. A mesma informacio vale para a relago existente entre os
modelos Fundo e Distribuigio. Um inico fundo deve possuir vanas distribuicoes,
uma para cada tipo de investimenio e data.

Inversamente, e ainda observando o modelo da figura acima, podemos
pensar gue uma cota ou distribuigdo deve pertencer a um dnico fundo, nunca
havendo por exemplo uma cota que pertenga a dois fundos diferentes. O proprio
modelo ja cuida para que isso ndo ocorra e aste tipo de garantia de consisténcia &
de responsabilidade do proprio framework.

6.1.3 Ferramentas de interface

A interface do aplicativo, que sera exibida pelo navegador na tela do usuario,
necessita de uma outra gama de ferramentas, linguagens e frameworks que serdo
detalhados abaixo. Sua implementacio € tao importante guanto a implementacio
das camadas Model & Controller, visto que a aparéncia de um aplicativa pode ser o
detalhe que afasta ou atrai o usuario,

Em nosso aplicativo decidimos deixar a fase de aperfeicoamento da interface
para um astagio final de desenvolvimento. Isto porque inicialmente devemos garantir
a funcionalidade de nossa aplicacado, considerando primeiramente a rede neural e
tambam o fluxo dos dados na aplicagao, sendo resgatados do bando de dados para
a tela do usuario. Deve-se garantir inicialmente uma interface basica para testes e

entdo aperfeicod-la conforme o projeto se aproxima do fim.

6.1.4 Interface basica — Bootstrap

Para cuidar dos elementos basicos de interface — ie. - que estardo dispostos
em praticamente todas as telas do programa, utilizaremos um framework frontend
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determinado bootsirap. Trata-se de uma ferramenta que pode ser usada livremente,
sem nenhum tipo de licenga especial.

Esta ferramenta ja contém diversos elementos importantes para a
determinagao da interface de um aplicativo, lodos pré-formatados de maneira
elegante e facilmenie adaptaveis para qualguer tamanho de tela. Alguns destes
elementos foram retirados da pagina oficial do framework e colocados na figura
abaixo, como prévia de como sera a interface do aplicativo ao utilizar tais elementos.

Figura 27 - Bsementos baslcos do framework Bootstrag
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Alem de elementos grafices pré-programados, o boolstrap conta ainda com
diversas funcionalidades importantes quando se trata de aplicagBes web e que sio
também comuns a muitas. Como exemplos importantes, podemos citar bamras de
progresso, navegacao por abas, menus dropdown e slideshows,

6.1.4.1 Ferramenta de exibigdo de graficos - Google Charts

Por se tratar de uma aplicagio voltada para o mercado financeiro, &
importante em nosso caso possuir uma ferramenta de exibigio de graficos que
tenha boa qualidade e velocidade de carregamento rapida
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Apos considerar diversas opgies de bibliotecas de exibigio de graficos,
chegamos ao que elegemos a melhor para nossas necessidades, o Google Charts.
Trata-se de uma ferramenta de exibigao de graficos simples, de implementagao
extremamente simples. Além disso, tem extensa documentacdo, que &
constantemente atualizada pela equipe Google.

Para a passagem dos diversos dados gue irdo montar o grafico, utifiza-se
uma notagdo que se chama JSON. Trata-se de um conhecido formato para troca de
dados computacionais multi-linguagem. E uma alternativa ao conhecido XML.

A aparéncia final dos graficos gerados pela ferramenta Google Charts pode
ser conferida nas figuras abaixo. Estas foram retiradas diretamente do site oficial do
Google Charts.
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Figura 28~ Exemply de graficn de linha peadn pela feramenie Google Chards
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Figura £9- Exemplo de gréfico da bamas gerado pefa farraments Google Charts
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6.2 Aspectos operacionais

Apos a finalizagao dos modelos e o término do site & necessano definir como
sera feita a rotina operacional de manutencdc do site. Como o produto

apresenta dados dos fundos (como cotas), que sdo informadas dianamente, e
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estimativas da concentragdo por classe de ativo, que serdo informadas
mensalmente, & necessdrio definir como serdo feitas as atualizagbes, de modo a
prover confiabilidade aos dados e agilidade.

Diartamente, o banco de dados devera ser alimentado com as rentabilidades
de cada classe de ativos, assim como o valor da cota de cada fundo. O valor da
cota de cada fundo & os valores de concentragdo por classe de afivo do fundo
{com seis meses de afraso) podem ser obtidos no site da CVM (Comissdo de
Valores Mobiliarios - www.cvm.gov.br).Ja as rentabilidades dos indices setoriais
da bolsa de valores podem ser obtidos pelo site da BMAF Bovespa
{www.bmfbovespa com.br), & as rentabilidades relativas a renda fixa podem ser
calculadas pelos dados divulgados pela ANBIMA (Associagdo Brasileira das
Entidades dos Mercades Financeiro e de Capitais — www.anbima.com.br), sendo
o IMA-B5S calculado a partir de uma média dos prego de mercado deos titulos
publicos NTN-B com vencimento menor gue 5 anos, e o IMA-B5+ para NTN-B
com vencimento malor que 5 anos. A cotagdo do CDI pode ser obtido no site da
CETIP {www.cetip.com.br) e finaimente, a cotagdo do Délar & obtida no site do
Banco Central (www.bcb.gov br).

Todos os dados descritos acima s3o de dominio plblico, no entanto a
obtencao diana & trabalhosa, pois no site da CVM, por exemplo, & necessario

acessar a pagina de um fundo por vez, tormando o processo extremamente
ineficiente.

Uma alternativa ao processo manual @ a compra dos dados da ANBIMA.
Neste caso todos os dados sao disponibilizados em um mesmo arquivo, de facil

automatizagio para inclusfico no banco de dados. O valor dos dados é de
aproximadamente R$1.500 semastrais.

Para a fase ndo comercial do projeto, a obtengdo dos dados é feita
manualmente, porém em um segundo momento, quando o produto for

comercializado, os dados da ANBIMA poderdo ser comprados para automatizar
a inclusdo diaria de dados.
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Alem dos dados diarios, mensalmente faremos estimativas das concentracbes
por classe de ativo, e para isto, os dados do més s&o inseridos no modelo do
Matlab e as respostas sao exportadas e inseridas no banco de dados.

Uma vez por més, as redes receberdo um novo treinamento, incluindo cs
dados oficiais de concantragio por classe de ative do funde divulgados pela
CVM (com um atraso de 6 meses).
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7 RESULTADOS
7.1 Estratégia de testes

Para a realizagao dos testes, decidimos utilizar a ferramenta do Matlab para
redes neurais. A escolha do Matlab foi motivada pela confiabilidade, pois esse
ioalbox & largamente utilizado por pesquisadores em todo mundo. Aléem disso, a
ferramenta & altamente automatizada e fornece medidas de analise de resultados.

A estratégia do grupo foi construir a rede & partir dos dados do fundo ficticio
Simula e encontrar os par@metros ideais de treinamento como: o tamanho da rede, o
passo de aprendizagem, numero de iteracies entre outros fatores. Assumimos
entdo que para prever o fundo real |a tinhamos parametros proximos do ideal, e
fizemos apenas peguenos ajustes para os novos treinamentos.

Para viabilizar a expressiva quantidade de testes necessanos, fol preciso criar
um programa em Matlab que automatizasse a aquisicio e o tratamento dos dados e
mostrasse os resultados de maneira objetiva & concisa, com diversos graficos, 0s
quais veremos a seguir nos resultados de ensalos.

Com o objetivo de desenvolvermos uma modelagem eficiente, implementamos
diversas redes neurais com base nos Modelos 1 & 2, que foram detalhados
anteriormente. Variamos os seguintes parametros:

Funcao de transferéncia dos nos;
Metodo de treinamento,

Mimero de iteracdes;

Taxa de aprendizado;

ol

Quanto ao tratamento dos dados de entrada e saida da rede neural, trabalhamos
por enguanto com:

» Mormalizagdo de zero a um;
« \alores absolutos |

s MNormalizagao de menos um & um.
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Apresentaremos a seguir uma séne de ensaios, destacando os pardametros da
rede neural e o tratamento dos dades de entrada e saida. Mostraremos também os
arrns abtidos em cada testa,

Antes de comegarmos a apresentacdo dos ensaios, faremos um  breve
comentario sobre as varaveis da rede neural (explicacdo completa na secio
Construcdo de Modelos).

Em alguns casos adotamos como saida da rede neural & concentragio por
classe de ativo (que € o objetivo final) , ja em outros casos foi adotado a variagao da
concentragio da classe de alive. Essas varidveis de saida sfo altamente
dependentes de trés fatores:

» Recursos disponiveis para aplicacgao (cama);
« Sua rentabilidade;
+ Rentabilidade da cota.

Essas informagdes se relacionam da seguinte forma: A concentragdo de uma
ativo dentre de um funde depende da rentabilidade dele na semana e da quantidade

de recursos que estdo parados, em caixa, Conforme detalhado na secdo Algoritmo
de Criacao.

As varigveis de saida s8o tambem dependentes, porém em menor escala, dos

saguintes numeros:

s Rentabilidades das outras classes de ativos:

» Concentraclo das demais classes de afivos.

7.2 Fundo ficticio

Detalharemos abaixo os resultados obtidos em ensaioz com o fundo ficticio:
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7.2.1 Ensaio 1

Esse era nosso modelo inicial de implementagao da rede neural (Modela 1), dada
a alta intuitividade na construgdo de uma dnica caixa-preta responsavel pela solucio
completa de nosso problema. Abaixo as definicbes das variaveis de entrada e salda

da rede neural:

= Entradas: Rentabilidade de todas as classes de ativos, concenfragdo de todas
as classes de ativos na semana anterior & variagdo da cota do fundo.

» Saida: Concentracoes de todas as classes de ativos na semana atual,
Adotou-se os sequintes parametros para a Rede!

« Funcao de transfer@ncia dos nds; Tangente hiperbolica

« Metodo de treinamento. Gradient descent backpropagalion
« MNimero de iteragdes: 5000

s« Tawxa de aprendizado: 0.01

« Entradas e saldas ndo normalizacas.

s Nomeros de nos escondidos: 3

= Nimero de padrdes de treinamento: 220

= Nimero de padrées de validagdo: 20

« Nimern de padries de tesfe: 12

7.2.1.1 Resultados do Ensaio 1

Conforme podemos visualizar nas figuras abaixo os resultados deram uma
dimensao da concentracdo por classe de ativo, contudo os ndmeros obtidos foram
insatisfatorios, dada as grandes disparidades nas concentragbes das classes menos
significativas.

Apenas para exemplificar os indices concentracio em Imab5 e |EE (indice de
energia eletrica da BM&F) ficaram préximos aos reais, 16% previsto contra 18%
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reais e 20% previsto contra 23% reais respectivamente, como podemos observar
nos graficos gerados pelo Matlab e reproduzidos abaixo.

Figuras 30- Conceniragio do Fundo Fcticio

Farte: Alitaf
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Figura 31 - Concentragio Previsia do Fundo Ficticio

Fonte: Awtor

Medida de erro: Para valores ndo normalizados o EQM - erro quadratico
médio dos testes foi de 33%.

7.2.2 Ensaio 2

Esse nosso modelo de rede neural foi implementado visando isolar as
variaveis mais importantes das de importancia secundaria, abaixo as definicfes das
variaveis de entrada e saida:

= Entradas:
o Reniabilidade da classe de ativo, no caso Ddélar
o Concentragdo de recursos em caixa na semana anterior
o Variacdo da cota do fundo.
« Saida:
v Wariagdo da Concentragdes da classe de ativo.
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Adotou-se 0s seguintes pardmetros para a Rede referente a classe de afivo
Dofar,

= Funcio de transferéncia dos nos: Linear

» Método de treinamento: Gradien! descent backpropagalion

« Nomero de iteracdes: 8000

= Taxa de aprendizado: 0.001

+ Entradas normalizadas de menos um a um e saida ndo nommalizada.
« MNumeros de nos escondidos: 3

»  MNUmero de padrbes de treinamento: 220

« Numero de padrdes de validagio: 20

= MNumero de padries de teste: 12

7.2.2.1 Resultados do Ensaio 2

Deve-se ressaltar que as saidas da rede ndc sdo as concentragbes em si, mas
sim a variagdo delas, niumero gue combinado com as concentragbes anteriores,
resulta na concentracao atual, conforme a formula abaixo:

Concetragio(n) = Concentragio(n — 1). Rentabilidade(n) (2)

O ermo quadratico médio obtido foi:

e (.01243 para o conjunto de treinamento,
= 0.01384 para o conjunto de validacio,
= (.00166 para o conjunto de leste,

Esse baixo erro pode ser visualizado nos graficos abaixo, Podemos dizer que
essa rede neural é satisfatdria para previsido da concentrag@o em Délar, porém

COMOD VEremos No ensaio @ sequir, essa mesma rede ndo funciona para outras
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classes de ativos, esse fato nos motivou e adotar uma rede neural para cada classe
de ativo.

Dada a peculiaridade de cada variavel, podemos mudar os pardmetros da
rede neural de forma mais conveniente a obter erro minimo.




Figura 32- Concetracan de dilter mo fundo Simula, velores reais e previstos

Fomte; Autor

Figura 33 Erro na previsdo de concentragdo de ddlar

aEsamEm
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Fonba: Autor

7.2.3 Ensaio 3

Nesse ensaio utilizamos as mesmas eniradas e saidas do ensaio 2 e 08
Mesmos parametros:

Adoctou-se os seguintes pardmetros para a Rede referente a classe de ativo IMABS+:

« Funcéo de transferéncia dos nés: Linear
« Meétodo de treinamento: Gradient descent backpropagatfion
= Nimero de ileragdes: 8000
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= Taxa de aprendizado: 0.001

+ Entradas normalizadas de menos um & um e saida ndo normalizada,
= NUmeros de nos escondidos: 3

= NMNumero de padrdes de treinamento: 220

= MNumero de padrdes de validaggo: 20

= MNimero de padrbes de teste: 12

Meste ensaio diferentemente do anterior, tentamos prever a concentracio da
classe IMA-B5+ detro do Fundo Simula.

7.2.3.1 Resultados do Ensaio 3
MSE para o conjunto de treinamento: 0.15948
MS3E para o conjunto de validacao: 0.18303
MSE para o conjunto de tesie: 0.27218

Como podemos ver nos graficos abaixo, essa nossa rede neural previu a
concenfracao de forma regular para as quatro primeiras semanas, mas dai em
dianta o erro aumento significativamenta, o que mostra que a rede deve ser

aprimorada.




Figura 34- Concetragdo do IMA-BS5+ no Fundo Simula, valores reais a previstos

Farte: Aulor

Figura 15 Eno na previsdo de conceniregdo do MA-B5+

Fore: Autar

7.2.4 Ensaio 4

Para este ensaio, utiizou-se as sequintes entradas e saidas:

Entradas:

o Rentabilidade da classe de ativo, no caso IMAB-5

o Concentragao de recursos em caixa na semana anterior

o WVariagho da cota do fundo.

Saida:
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o Vanagio da Concentragtes da classe IMAB-5.

Adotou-se os seguintes parametros para a Rede referente a classe de ativo
IMARB-5:

= Fungaoc de transferéncia dos noés: Linear

= Metodo de treinamento: Gradient descent backpropagation

« Numero de iteragbes: 5000

+ Taxade aprendizado: 0,009

« Entradas normalizadas de menos um & um e saida ndo normalizada.
+ Ndmeros de nos escondidos: 3

= Numero de padrdes de treinamento; 220

» MNomero de padries de validagao: 20

« NOmero de padries de teste: 12

Diferentemente, dos ensaios anteriores, neste diminuimos o namero de iteracdes a
aumentamos a taxa de aprendizado, obtivemos o seguintes emos gquadraticos
medios.

MSE para o conjunto de treinamenta: 0.00875
MSE para o conjunto de validagao: 0.00691

MSE para o conjunto de teste: 0.01068

7.2.4.1 Resultados do Ensaio 4

Como podemos concluir, os erros obtidos foram baixos e a rede neural estd
modelando bem a concentragdo do indice IMA-B5. Pode ser visto nos graficos

abaixo que o maior erro aconteceu no tesie da semana 11, mas nos outros pontos
ndo obtivemos erro maior que 5% na concentragio.




Figura 35- Concelracéo do IMA-BS no Fundo Simula, valires reais & previsios

Fonle: Auar

Fgura 37 - Ermo na pravisao de concentracio da IMA-BS
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Fonle: Autor

7.2.5 Ensaio 5

Este ensaio visa encontrar uma rede neural que modele o comportamento da
concentracBo da classe de ativo Industria.

Foram adotados diversos pardmetros, abaixo os que geraram os melhores
resultados.
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= Entradas:
o Rentabilidade da classe de ativo, no caso Indice de IndGstria
o Concentracao de recursos &m caixa na semana anterior
o Variagéo da cota do fundo.

= Saida:

o Variagdo da Concentragées da classe Indice de Indusina.

Adotou-se 05 seguintes pardmetros para a Rede referente a classe de alivo
Indice de Industria:

= Fungao de transferéncia dos nos: Tangente hiperbdlica

« Método de treinamento: Gradient descent backpropagation

+ Nimero de iteragbes: 5000

» Taxade aprendizado: 0.008

« Entradas normalizadas de menos um a um e saida nao normalizada.
= MNomeros de nds escondidos: 6

= MNumero de padrbes de treinamento; 220

« Numero de padrdes de validacao: 20

= Numero de padroes de teste: 12

7.2.5.1 Resultados do Ensaio 5

Abaixo os resultados de erro obtidos e os graficos referentes aos testes

realizados:
MSE para ¢ conjunto de treinamento; 1.57705
MSE para o conjunto de validagio: 0.02817

MSE para o conjunio de teste: 0.055829




Figura 38 - Concetracso do Indice Indistria no Funda Simula, valores reais e previsios

Farda: Ao

Flgura 36 - Erre na pravisbo de concentragio do |ndice de Industria
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Forle: Autor

A primeira vista poderiamos ser tentados a concluir que a rede nevral fez uma
boa modelagem da variagiio de concentragao do indice de Inddstria, j& que os
resultados obtidos foram bons, Isto contudo seria um grave mo, Uma vez que o emo
quadrético médio da serie de treinamento foi alto: mais de 1.57. Como o conjunto de
treinamento contém mais amostras que todos os outros, podemoes dizer gue seu erro
quadratico médio e bastante relevante.
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Para esse caso especifico a alteragdo dos pardmetros destacados ndo
resolveu nosso problema de modelagem, teremos entdo que para essa classe de
ativo, fazer um tratamento diferente dos dados de entrada.

7.2.6 Conclusdes sobre os ensaios

Dos ensaios realizados e apresentados resumidamente acima, podemos tirar
algumas conclusbes que nos guiardo até o fim do projeto. Uma delas & que algumas
classes de ativos possuem comporfamentos muito agressivos de variagdo de
rentabilidade, o que nos forga a buscar por um pré-processamente mais adequado
do uma simples normalizagao. Porém para o caso de variaveis com comportamento
mais suave como a cotagdo do Délar, nosso pré processamento jd é suficiente e a
rede neural desenvolvida e apresentada no ensaio 2 j& & suficienta.

Um outro fato importante &€ ndo se iludir com os resultados dos testes, uma
VEZ Que esse conjunto @ muito restrito, & de maior interesse nos atentarmos ao emo
nos conjuntos de validacao e treinamento.

Cabe ainda destacar que nossa predigio de concentragdo ndo necessita de
uma altissima precisdo, apesar de sempre a desejarmos. Isto fica mais evidente se
lembrarmos que o nosso cliente final tem o desejo de saber qual @ a concentragao
por classe de ativo de um determinado gestor € com isso saber como ele estd
posicionado. Exemplficando: caso nosso cliente consulte o FEPREM e verifique que
determinado fundo possul 40% de dolar no portfolio, com uma margem de erro de
9%, is80 A & suficiente. Caso Nosso cliente achar que o dolar vai cair e que o fundo
esta mal posicionado, o dinheiro & retirade do fundo, nJo importa muitc se a
concentracio & 35%.40% ou 45%, o importa gque a concentracdo de dolar é
relevante dentro do fundo.

De uma forma geral obtivemos boas modelagens em 50% dos ensaios,
alterando variaveis como fungio de transferéncia dos nos, passo de aprendizagem,
quantidade de iteraces. Para os casos que ndo obtivernos sucesso, em geral das
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s@res de dados mais volateis, iremos agora nos aprofundar em pré-processamentos
mais sofisticados nos dados de entrada.

7.3 Fundos reais

Evidenciarermnos a seguir os cinco principais ¢casos cbservados na modelagem
das classes dos fundos.

7.3.1 Exposicao variando num padrao complexo

Foi cbservado gue nas vezes em que ha uma variagédo com um padrao mais
complexo na exposicio da classe durants os seis meses de previsdo, o modelo
inear apresenta um erro muito maior gue o modeko neural,

Este caso, que acontece em praticamente todos os fundos para algumas
classes, & o que justifica o uso de redes neurais no produto. Podemos notar pela
comparacao abaixo gue a variagdo & prevista de maneira muito satisfatdria pela rede
neural, a0 passo que o modelo linear obtém um resultado insatisfatorio. Nota-se
também a alta ndo linearidade da saida, que no caso e a variagio da exposigdo da
classe.
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Figura 40- Previsdo pelo modsto neural do funda NEOQ BILILTE ESTRATEGIA FIM para a classe Indice de
Comsuma

Figura 41- Pravisao pelo modeld linear do Tundg NED MULTI ESTRATEGEA FilM para a classe Indice de
Coneumas

Fonte: Autor

Resullado dos testes:

Erro quadratico médio sobre o resultado final
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Modelo neural: 0,000125

Modelo linear: 0,014208

Erro quadratico médio da rede neural
Madelo neural: 0,017572

Modelo linear: 0,026181

O erro quadratico médio sobre o resultado final obtido pelo modedo neural é
duas ordens de grandeza menor do que o obtido pele modelo linear, Téo importante
guanto o erro baixo & como pode ser observando pelos graficos, a rede neural

captar uma tendé&ncia de queda correta, ao passo gue o modeloe linear estima uma
tendéncia de subida.

Este &, portanto, um exemplo no gual o resultado obtido pelo modelo auxilia
plenamente o usuario na sua tomada de decisdo em relagio a sua exposicio por
classe de ativo. E também uma justificativa clara para o uso de modelagem néo-
linear no produto,

7.3.2 Exposigdo baixa e aproximadamente linear

Nos casos em que a exposicdo possui um valor baixo (menor gue 3%),
geralmente observamos erros relativos maiores, Quando a variagdo da exposigdo foi
mais proxima de um comportamento linear, o modelo linear obteve resultado
semelhante ao neural.

Dado gue o usuario do produto dessja apenas ter uma ideia de qual @ a
exposicio daguele fundo para determinada classe, ndo sendo importante um alto
grau de precisio, o erro relative nio @ muito importante, @ sim o ero absoluto.

Vejamos entdoc um exemplo em gque o comporiamento do modelo linear
possui um erro semelhante ao modele nao-linear. Como sabemos que a classe esla




91

se comportando dessa forma, podemos optar por utilizar o modelo linear neste caso
para o FEFREM.

Figura 47 - Previsao pelo modelo neural do fundo NEQ MULTI ESTRATEGIA FIM para & classe Délar

Farte: Autor

Figura 43 - Previslo pelo modelo linear do fundo NEC MULTI ESTRATEGIA FIM pera a dasse Délar

Fomte: Aulos

Resultado dos testes:

Erro quadratico médio sobre o resultado final
Modelo neural: 0,000127

Modelo linear: 0,000218

Erro quadrético médio da rede neural

Modele neural: 0,1031




Modealo linear: 0,0101

Podemos cbservar que os valores reais s3o pequenocs em madulo, e que
apesar dos erros relativos serem grandes, os ermros absolutos sdo suficientemente
pequenos. Também notamos gue os desempenhos dos dois modelos s8o
aproximadamente iguais, sendo portanto, um caso am que pode ser usado o modele
linear, por ser mais simples.

7.3.3 Variagao imprevisivel

De forma geral, os fundos de investimento tendem a manter um tipo de
comportamento ao longo do tempo. Essa premissa @ o que permite que facamos
uma previsdo sobre em gue o fundo estd investindo no momento. No entanto, dado
que se trata de situagGes reais em que muitas variaveis estio envolvidas, é possivel

que um fundo mude subitamente de comportamento em relacdo & alguma classe de
ativo,

Vejamos um exemplo onde o fundo possuia um valor de exposigdo em uma
determinada classe igual a zero durante varios meses no conjunto de treinamento da
rede (6 meses ou mais de atraso), mas houve uma mudanca sabita para mais de
20% do patrimnio investido nesta classe.

Figura 44 - Previzio para o funde NEC MULT] ESTRATEGLA FIM pera & clagse IMA-BS

Fonte: dAutor
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Em casos como este, tanto o modele linear quante o modele neural sio

incapazes de realizar a previsdo, pois ndo ha evidéncias expostas nos dados de
treinamento que permitem aste tipo de previsao.

7.3.4 Modelo linear superior aoc modelo neural

Em algumas raras vezes, pudemos observar que o modelo linear apresenta
um effo menor que o erre do modelo neural. Iste acontece quando a magnitude da
exposicao & relativamente alta e se mantém aproximadamente constants.

Nesse tipo de caso, observamos gue o formato da curva nos dois modelos &
parecida, mas o modelo linear conseguiu valores melhores de magnitude, como
mostra o exemplo abaixo;

Figura 45- Previsdo pelo modede neural do fundo ITAU EQUITY HEDGE ADVANCED FIM pare a classs |ndice
de Materiais Blsocos

Fonte: Autar
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Figura 46- Previsfio pelo modelo inear do funde ITAL EQUITY HEDGE ADVANCED FIM para a dasse Indice
e Materiais Basicos

Fonte: Aulor

Resultado dos testes:

Erro guadratico medio sobre o resultado final
Modelo neural: 0,08485

Maodelo linear; 0,00209

Erro quadratico médio da rede neural
Modelo neural: 0,04515

Modelo linear: 0,09515

Observamos que o modelo linear @ a melhor alternativa para esta classe de
ativo neste fundo, pois encontra valores de emo muito menores e o formato da curva
mais preciso. E provavel que exista parmetros a serem usados para o modelo
neural gue melhorariam este resultado, e o tornaria préxime ou melhor que o linear,
mas Ccasc estes parametros nao sejam encontrados para refinar o modelo, o0 modelo
linear podera ser utilizado.
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7.3.5 Fundos Long and Short

Fundos do tipo Long and Short possuem a caracteristica de manter exposigio
baixa em todas as classes de atives. Ao mesmo tempo em que fazem algum
aumento de exposigBo em uma determinada classe, fazem uma operagéo de
exposicao negativa, de tal modo que a exposigao resultante sempre é relativamente

baixa. Este tipo de comportamento visa a diminuiglo de riscos (e conseguentemente
uma diminuicao de retorno).

Nao iremos nos aprofundar em que tipo de operagbes financeiras sio feitas
para obter exposicdo negativa, em que obtém-se lucro quando o valor do ativo cai,
mas podemos ver um exemplo em gque a exposigdo do fundo na classe em questio
flutua constanternente perto do zero,

Mestas casos, assim como em todos com exposic®o baixa, apesar dos erros

relativos serem baixos, os absolutos s8o peguenos, satisfazendo o objetivo de dar
uma ideia da magnitude exposicao total.

Figura 47 - PrevisSo palo models linear do fundo BRZ LOMNG SHORT FIM para = classe indice de Energis
Elatica

Farite; Autgr
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Figrera 48 - Previsio pelo modelo linear do fundo BRZ LONG SHORT FIM para s classa Indice de Enargia
Elétnica

Farie: Avtor

Resultado dos testes:

Erro quadratico médio sobre o resultado final
Modelo neural: 0000141

Modelo linear. 0,000068

Erro quadratico médio da rede neural
Maodelo neural: 0,1669

Modelo linear: 0,1302

Podemos observar que os eros quadraticos médios obfidos possuem a
mesma ordem de grandeza nos dois modelos, com a diferenga que o modelo neural
consegue capturar methor o formato da curva. Como os valores absolutos
trabalhados s&oc baixos, os dois modelos conseguem emos baixos, & como
mencionado anteriormente, este sempre serd o caso para fundos Long and Short,
em que a politica & sempre manter exposigies baixas nas classes de ativo.
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7.4 Analise quantitativa consolidada

Desenvolveremos a seguir uma andlise de sete fundos multimercado para os
quais realizamos o fluxo completo de projeto: Escolha de parametfros, modelo da
rede (entre os quatro apresentados anteriormente), exportacdo de dados e inclusdo

no site. No final desta secgio sera feita uma comparacfo entre os dois métodos
adotados: Rede Neural e Modelamento Linear.

7.4.1 Rede neural

Primeiramente vamos apresentar os resultados obtidos com rede neural.
Vemos na tabela abaixo uma compilagdo dos erros quadréaticos médios gerados por
fundo por classe.

Tabela 1 - Erros quadraticos médios dog fundé por clagse - Fedes Naurais

BNY SAFRA i i et
MELLOM CURREMCY  ~_ " z HLUIRWE & |.m:;-1.q x & EQM da
P ETRATEGU
ARY HEDGE HWEDGE 30 5 LHOR EB e e
i 2ED FIM1
FIN it ]

Claste

“inana

Fante: Autor

Na ultima linha esta a media dos ermos quadraticos médios do fundo e na
ultima coluna, a média dos erros gquadraticos medios das classes. Podemos dessa
forma verificar, de maneira geral, quais as classes e fundos melhores modelados. Os
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erros apresentados acima s&o os do Sistema Final, ou seja, o das exposigbes por
classe de ativo em si.

Como podemos observar, o fundo que conseguimos melhor modelar, foi o
BRZ LONG AND SHORT FIM com média de erro da ordem de 10°*, no grafico
abaixo que mostra a diferenga entre valores calculados e reais (erro absoluto)
verifica-se que apenas em poucos casos essa diferenca foi superior a 2%,
Conclulmos que para esse fundo o modelamento por redes neurais é eficiente e
satisfatorio do ponto de vista do cliente. J& o fundo com pior desempenho de
modelamento foi o BTG PACTUAL HEDGE FIM, que apresentou média de erros
guadraticos medios das classes de 2 47

Figura 48 - BRZ LOND aND SHORT - Eme final de prevsdn

25w ¢ Erro absoluto na previsdo da concentracio

Chagae Oagae 3 Dasse s o 4 Chissed Oomed Clhe? Close® Clsse®  Omese 10

Ehdey D Ehen? ENay] Elland ®hesh @ Mask

|- —

Fomie: Autor

A média de erros quadraticos médios, foi a forma encontrada de representar a
eficiéncia da modelagem em um Onico numero. Ressaltamos que esse ndmero n&o
pode ser analisado de maneira isolada, & necessario verificar se em alguma de suas
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classes obtivemos um emro altissimo (situacio imprevisivel discutida na segio
anterior). Isso de fato ocome no caso do BTG PACTUAL HEDGE FIM, para classe
IMAB-5+, que apresenta EQM de 24 5.

Quanto a classes de ativo, pode-se verificar que as classes IMAB-5 e IMAB-
5+ g0 as que apresentam maior erro quadratico médio, da ordem de 1.
Ressaltamos que a dificuidade de previsdo dessas classes para os fundo BNY e
BTG, contribui de forma decisiva no aumento dessa média. De modo geral todas as
outras classes apresentaram baixo erro quadratico médio, de 55 classes com
exposicio diferente de 0, 11 apresentaram erro quadratico médio menor que 10°5,
ou seja 20%. Abaixo tabela que consolida essa informacao.

labels 3- Percentusl de fundes pos ordem de grandezs de e - Rede Neural

Classes gue

Ermro % :

Cuadratico
Medio

apresantam
EQM igual ou

inferior

Fomnie: Ausor

Mostraremos a seguir os resultados de erro obtidos pela rede neural em si,
seja ela previsora de variagao de exposicao ou exposicio em si. Estes nimeros sao
de maior importancia para confirmar a eficiéncia do modelamento, a analise foi feita
com base nos dados de treinamento.
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Tabela 3 - Brm pussdrddicrn média das mdes neuraes

HNF

MELLOM CURREMDY B 2 BRELDNG  HUNMMER ,_:_E": s 'T ' EOMda
ARX HEDGE HEDGE 30 3 SHORT FM Fif Gailyod Lol S T i

Fim

Fid

Fonta: Autor

Diferentemente da analise anterior, 0s numeros acima evidenciam que o erra
quadratico médio e praticamente constante por classe de ativo, contudo podemos
fazer uma distingdo quanto acs fundos melhores modelados: BNY MELLON ARX
HEDGE FIM aparece como o com pior modelamento, dado a alta média dos erros
guadraticos medios daguele fundo, e ITAU EQUITY HEDGE ADVANCED FIM
aparece como © mais bem modelado. Para esses dois casos nio houve um erro

destoante, que deslocasse muito a media, diferentemente da analise feita para os
emos do Sistema.

Azsim como feito anteriormente, mostramos a seguir o percentual de redes
por ordem de grandeza de erros.

lEbeda 4 - Percendual de redes por codem de grandaza de emo

Classes que
apresentam
EGM igual ou

inferior

Errro
Quadratico
Medio

Fonte: Autor
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Mum primeiro momento, o2 erros acima podem altos, mas deve-se lambrar
gue o numerg apresentado ac chente final possui um erro significativamente menor,
pois estamos aqui prevendo o variagio da exposigao (na maioria dos casos), se a
exposigo € um numero muito pequenc, uma variagdo mesmo com erro grande,
gera erro absoluto pequeno, satisfazendo a necessidade do cliente. Além disso
conforme dito anteriormente, fizemos também o modelamento linear e mostraremos
a seguir os eros oblidos com a mesma metodologia utilizada nessa subsecdo,
teremos entio um parametro de comparagdo para os resultados da rede naural.

7.4.2 Modelagem linear

Vemos na tabela abaixo uma compilagio dos erros guadraticos meédios
gerados por fundo por classe com a utilizagdo do modelo linear.

Tapela 5 - Errog quadraboos médios dos fundo por classe - Modelamenio Linear

!.r:.r: on  SAFRA EALITY MED MULTI
O GURRENG  PACTUA P G HUMMER - ECQM
AR ESTHEATEGRA
HEDGE

Fi

T HEDGE HEDGE Fis clesse
Al FIM Fine

FiM

Famfa: Aulor

Essa tabela tem a mesma esirutura da apresentada na subsecao anterior,
Destacamos agui que diferentemente do caso em usamos rede neurais, o fundo com
maior erro foi o BNY MELLON ARX HEDGE FIM. Ja o com maior desempenho foi o
BRZ LONG AND SHORT, assim como ocorreu com a modelagem par redes neurais.
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Assim como no caso de modelamento por redes neurais, a previsio de exposicao
para classe IMAB-5+ (agora dentro do BNY) foi falha & fez com que a média dos
ermos quadraticos medios desse fundo fosse deslocada significativamente para cima.

Para efeito de comparagio (subsec¢do posterior), segue abaixo o erro
absoluto obtide para o fundo BRZ LONG AND SHORT.

Figura 50 - BRZ LOND AMD SHORT - Erma final de previsio com models linear

25,008 - Erroabsoluto na previsdao da concentragao .
L0
[ 15008 4
10,00% +
BO0%
O S
5,000

Clased Same?r Cl=sed  Cassed  Opsse5  Oased Gasse?  Clemed  Chsse?®  Clase 10

ll'-l-l-ll'lﬂl-? mhae] mMerd misest whei s

Fonte: Autor

Conforme podemos observar ha um ponto que apresentou  erro
significativamente maior que a média, Excluindo-se esse caso, observamos que em
média o erro ndo supera os 5%.

Quanto ao erro do modelo linear por classe de ativo, segue na tabela abaixo
um resumao por faixa de erro.
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Taksala 6 - Percantual de fundcs por ordem de grandeza de erro - Modedo Linear

Classes que
apresentam
ECQM igual ou
inferior

Errro
Quadratico
Madio

1,0E-08

Fonie. Ao

Para concluir a apresentagao de erros com método linear, mostramos a seguir
os resultados de erro obtidos pelo medelamento em si, seja ele previsor de variagdo
de exposicio ou exposicio em si,

Tageda 7 - Erro quadralicoo medio - modelamesnla Enear

EMY SAFRE - . HEDQ UL
. [ I
MELLOM CUR A -t BRZLONG  HUNMER i EQm da

5 = L [T o ESTRATC G4
ARE HEDGE MFE 30 SHIORT FI “Ingsp
s : FEA HEDGE FIM  ADNANCED HDF M FiM Ei e

FiM

Fonbe: Aubar

Como podemos observar, com o método linear o erro quadratico médio e
praticamente constante por classe de ativo, contudo podemos fazer uma distingao
quanto aos fundos malhores modelados: BNY MELLON ARX HEDGE FIM aparece
como o com pior modelamento, dado a alta media dos erros quadraticos medios
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daguele fundo, e ITAL EQUITY HEDGE ADVANCED EIM aparece como o mais bem
modelado.

A seguir o percentual de redes por ardem de grandeza de emos.

Tabals 8 - Percenfunl de redes par ordem de grandera de emo = Modelo Linesr

Classes que
apresentam
EQM igual ou

inferior

Ermrro
Quadratico
Medio

Foeabe: fugor
7.4.3 Comparacéo entre os dois modelos

Em relagao ao emo quadratico médios das modelagens em si, como pode
observar pelas tabelas 8 e 4, em apenas 4% dos casos a rede neural obteve erro de
uma ordem de grandeza menor, isso sugere que as diferengas da superioridade nao
530 dessa ordem de magnitude. Com o objetivo de verificar o quio melhor & o
modelamento por redes neurais, levantamos o ndmero de Casos em gque o
modelamento linear supera o neural. Os valores estao eXpressos na tabela a seguir;
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Tabela 8 - Buperondade da modelagem linaar

MNivel de superioridade
da rede linear

% de casos

Fonla Sudor

A tabela acima informa o percentual de casos em que a rede linear superou a
neural acima de um certo patamar, conforme podemos observar, em apenas 14%
dos casos a rede linear obteve erro quadrdfico médio 40% menor que o©
modelamento por redes neurais,

A titulo de ilustragao, temos o caso de modelagem do fundo BRZ LONG AND
SHORT, nas figuras 50 e 51 temos a previsao de exposigio pelos métodos de Rede
MNeural & Modelagem Linear respectivamente, aqui fica claro a importdncia da rede
neural, pode-se observar que além de gera um emo menor, a modelagem por rede
neural ndoe apresentou nenhum caso de erro significativo, diferentemente da
modelagem por método linear, que apresenta erro de 25% na previsdo de exposigio
na classe de ative: Indice de Materiais no sexto més de previs&o.
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8 INTERFACE COM O CLIENTE - SITE

Meste capitulo iremos mostrar as nformagdes que serdo apresaniadas no site
do nosso produto. Mo estado atual, todas as informacSes divulgadas ne site sio
anteriores a 2013, Apenas para efeito de comparagio, sdo0 mostradas tambeém
as exposicies reais nos dltimos seis meses do periodo analisado (julho a
dezembro de 2012).

8.1 Tela de variagdo dos valores das cotas

A tela de variacio dos valores das cotas, que pode ser visualizada na figura
abaixo, contém as informacgbes basicas de um determinado fundo, que é
selecionado pelo cliente dentre os fundos disponiveis na plataforma. Explicando de
manaira sucinta, esta tela fornece a evolugio do valor da cota do fundo para um
dado intervalo de tempo. O cliente poderd escolher entre os seguintes intervalos pré-
estabelecidos: seis, doze e vinte e quatro meses. Assim que esta tela & exiblda, o
cliente v&, por padrio, a evolugio da cota para doze meses.

Além disso ele tera a opgBo de acessar a tela de exposigbes do fundo
ascolhido, através de um link abaixo do grafico das cotas.
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Figura &1 - Tela de vans:do dos valores das codes

Variagdo da cota para o fundo BRZ LONG SHORT FIM
intervalo 21/112011 abé 28/12/2012
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8.2 Tela de exposicbes

A tela de exposicdes, que esta llustrada na figura abaixo, mostra como foram

feitas as alocagtes de um determinado fundo em relacdo a um conjunto de classes
de ativos.

Existern trés graficos. O primeiro mostra a exposicdo real do fundo, comao foi
feita pelo préprio gestor. Esta informagéo estd presente em nosso aplicativo
somente em um periodo anterior a seis meses, dado que para datas mais recenies,
essa informagéo nao é pablica. O segundo & terceiro graficos mostram os resultados

da rede neural & da modelagem linear respectivamente para os seis meses mais
recentes.

O usudrio pode mudar o més para o qual as exposiches s3o exibidas fazendo a
selecdo no menu superior. Além disso, pode acompanhar detalhes de cada
exposigao clicando no link correspondente. O menu em que constam os links para
tais detalhes encontra-se logo abaixo do menu de datas.




Figura 52 - Tela de espoaies de um fundo
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8.3 Tela de evolugio de exposicéo por classe de ativo

A tela de evolugio das exposicbes por classe de ativo ests detalhada na figura
abaixc, Esta tela mostra como evoluiu a exposicao de uma determinada clasee de
ativo para um determinado fundo. Mostra o periodo completo presente no banco de
dados, ou seja, todos os dados disponiveis.

Assim como a tela de exposiges, contém também trés graficos, um deles para
os dados reais, outro para os resultados da rede neural e o (ltimo com resultados da
modelagem linear.
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Figura 53 - Tela de awolugis das BEpOEIED S
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8.4 Tela de calculo de rentabilidade da carteira

Esta tela, ilustrada na figura abaixe, permite que o usugrio faga uma simulacfio
da rentabilidade de sua carteira. Os calculos sdo feitos em tempo real e o valor da
rentabilidade final & exibido logo abaixo.

O usudrio deve preencher, para cada fundo, o tamanha de sua posicao e
tambeém as datas de compra @ venda. O sistema entiio acesss o banco de dados e
retoma, para as datas selecionadas, as rentabilidades ce cada fundo ponderadas
pelo percentual preenchido pelo usuario, Em seguida soma estes resultados para
obter a rentabilidade total da carteira

Figura 54 - Céiculo de rentabiidede da carteia

Fumda Yy Data de Iniclo Daka Final Rantabilldzde
BRE LOMG SHORT FiM 1 = 2000« 1 = 2000
HLIMMER Fifs 1 [« 2000~ 1 ¥ 20007
ITALI EQUITY HEDGE AVD FIM T = (2000 1 |+| 2000
BMY MELLON ARX HEDGE Fit 1« 2000+ 1 ] 20005
SAFRA CLIRRENCY H 30 Fal 1 |« 2000~ |1 « 2000~
BTG PACTLIAL HED:GE FiMA T = 2000= 1 = 2000

Fonbe: Autos



112
9 CONCLUSAOQ

Concluimos que & valido e necessdrio o uso de redes neurais, pois como fol
mostrado em seccdes anleriores, ha casos de padrio complexe de varacdo de
concentragac, nos guais a rede linear n3o conseguiu prever o comportamento do
gestor, & a rede linear previu com eficiéncia. Ainda & importante lembrar Gue para os
nimeros da tabela 9, estdo os casos em gue nenhum dos métodos foi capaz de
prever a exposicdo, nesses casos a superioridade de uma rede em relagio a outra
possul pouco significado. Para os poucos casos em gue o modelamento linear foi
superior ao por redes neurais. e gerou bons resuliados, o utilizaremos para prever
08 valores de exposicio,

Ressaltamos também a importancia da criacdo do fundo ficticio para
aprimeramente do modelo de redes neurais, pois permitiu que verificassemos quais
variaveis sdo mais importantes no comportamento dos fundos. Pudemos notar que
os fundos reais ndc-alavancados, realmente se comportam de forma semelhante ao
funde ficticio.

Dada a grande quantidade de redes neurais que criamos, e
consequentements a grande gquantidade de dades, foi fundamental a criagSo de um
metedo automatizado de desenvolvimento de redes neurais, andlise e tratamento
estatistico de dados, permitinde um nimero muito muite maior de ensaics e a
obtencido de modelos de maior gualidade.
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