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RESUMO

Em um contexto onde a mobilidade urbana é assunto permanente nos debates
e planejamentos de todas as grandes cidades do mundo, impossivel ndo pensar
que o sistema de transporte sobre trilhos n&o seja uma das principais op¢des de
solugcdo. Do ponto de vista técnico, o aumento da demanda precisa estar

associado a tecnologias que garantam a seguranca das viagens e dos usuarios.

Assim, o SCTC - Sistema de Controle de Trafego Centralizado assume papel
determinante e tem a fung&o de controlar e gerenciar o trafego de trens em todas
as Linhas da CPTM. O Centro de Controle Operacional — CCO é responsavel
por operar este sistema, sendo uma das atividades mais importantes e vitais

para a Operagao.

Assim, para uma operacao controlada e supervisionada, todos os elementos de
campo precisam se comunicar com o CCO em tempo real de forma que este
possa ter dominio total sobre o processo, sendo o SCADA - Sistema de Controle

e Aquisicdo de dados fundamental neste cenario.

Neste contexto, sabendo que falhas neste sistema afetam diretamente a
circulacdo de trens e prejudicam milhares de usuarios, esta monografia propde
um estudo de caso do Sistema SCADA - Sistema de Controle e Aquisicao de
dados, onde através da analise de falhas almeja-se proporcionar maior

estabilidade e disponibilidade do sistema.

Palavras Chaves : SCADA, manutencao, Centro de Controle Operacional.



ABSTRACT

In a context where urban mobility is a permanent subject in the planning and
discussions of every large city in the world, it is impossible not to think that the
railroad transport systems are not one of the main options for solution. In a
technical viewpoint, increasing the quality implies keeping availability of every
system directly related with the train traffic and needs to be associated to

technologies that guarantee a safe trip, as well as the costumer’s safety.

Thus, the SCTC — Sistema de Controle de Trafego Centralizado (Centralized
Traffic Control System) assumes an important role and has the function of
controlling and managinc the train traffic in every single one of CPTM’s train lines.
The CCO - Centro de Controle Operacional (Operational Control Center) — is
responsible for operating this system, being one of the most important and vital

activities for the entire operation.

Thus, for a controlled and supervised operation, every single one of the field
factors must communicate with the CCO in real time so that the latter may have
complete control over the process, and the SCADA — Sistema de Controle e
Aquisicdo de dados (Data Acquisition and Control System) — is fundamental in

this scenario.

In this context, knowing that system flaws directly affect the train traffic and harms
thousands of customers, this monograph proposes a case study of the SCADA
System, where, through flaw analysis, providing more system stability and

availability is craved.

Keywords: SCADA, maintenance, Operational Control Center



SUMARIO

1. INTRODUGAO ...ttt sttt e eanessans 9
1.1 OBJIETIVO oo ss s snns s 11
1.2, JUSTIFICATIVA ..o s ssss s ns e sansenssesans 11
2. FUNDAMENTAGAO TEORICA.........oooeeeeeeeeeeeeeeeeeeeeeeeeseeeseeseseaesensees s 13
2.1. CONCEITOS BASICOS ..ot e s s 13
2.1.1.  FALHA, ERRO E DEFEITO ....cooiioiteeeeeeeeeeeeeee e esse s 13
2.1.2.  CONFIABILIDADE..........ooomvoeeeieeeeeeeeeeeseeeseesseesseessesssesssessessssssssssssnsssssesasssasssssssens 14
2.1.3.  DISPONIBILIDADE ......oooooeeeeeeereeeeeeseesesseeeseessesssesssessesssssssssssnsssssssasssssssssssens 14
2.2. SCADA - SISTEMA DE CONTROLE E AQUISICAO DE DADOS..........ccccccuvvmncane. 14
2.3. INDICADORES DE DESEMPENHO DE MANUTENGCAO.........ccooomiumrrerenrerrennens. 16
2.3. 1. MTTR ettt e 16
2.3.2. MTBF oot 16
2.4. DIAGRAMA DE PARETO ...c.ooomioeeeeeeeeeieseeeesseeesees s ssss s saesasssssssssssans 17
3. CONTEXTO ATUAL ..ot sees s ss s saess s 19
3.1, ANALISE DE FALHAS ...t ses s s 19
3.1.1. IDENTIFICACAO E CLASSIFICACAO DAS FALHAS DO CCO........cccceeuee.... 19
3.1.2. METODOLOGIA .......ooeeeeeeeeeeeeeeeeeeeeseeseseess s ses s ssesssssssss s ssnes s 20
3.1.3.  ANALISE DAS FALHAS CLASSIFICADAS .....cooeeereeeeeeeereeeeeeeresssesssessaseenees 21
3.1.4. METODO DE ANALISE — PARETO .......coviiierieetieeeeseee s 23
3.2. PROBLEMA ENCONTRADO .......oovuiieeieeteeeeeseesseessees s sessessesssssesssss s snnos 24
3.2.1 TIPOS DE SCT (Sistema de Centralizado de Trafego) .......c.ccccecevverererveennenne. 25
4. REDUNDANCIA.......ooooeeeeeeeeeeeeeseeeeeeeeeeesssessses s sesessssssss s ssessssess s s ssss s asssesean 30
5. PERIODO DE ESTUDO COMPORTAMENTAL DO SISTEMA........ccooovveerrereerians 32
5.1. PRIMEIRO PERIODO DE TESTES .....oioiiueieeieeeeeeeeeeieeesessessessss s 32
5.1.2  CONFIGURAGAO HOT-STANBY ....cooooivuireereereeeieeeseseeesesssessessses s, 32
5.2. SEGUNDO PERIODO DE TESTES.....ooiirieoeeeeeeeeeeeeeesieeseeseeesssessessesessssssssssssnsannes 34
52.1  CONFIGURAGAO HOT-INATIVO ...ooooeeeeeeeereeeeieeeesseeeeeesseseeess e svssssssenssnsannes 34
6. RESULTADOS ENCONTRADOS.........cooomiumeeereeseessesssesssssess s eessssses s 36
7. PROPOSTA DE MELHOR PERFORMANCE DO SCADA.........ccoocomiuemrreresrsrrennans. 38
8. CONSIDERACOES FINAIS ..ottt esessa s sesnassneanes 39
9. REFERENCIAS BIBLIOGRAFICAS ........oovoeeeeeeeeeeeeeeieeeeeeeeeesenees oo 40



1. INTRODUCAO

A Companhia Paulista de Trens Metropolitanos - CPTM - teve sua origem na
juncao das empresas, FEPASA - Ferrovia Paulista S/A, Rede Ferroviaria Federal
e CBTU - Companhia Brasileira de Trens Urbanos, vindo a assumir os sistemas
de trens da regido metropolitana de Sao Paulo no ano de 1992, atendendo
aproximadamente 800.000 usuarios/dia. Atualmente séo transportados pela
CPTM cerca de trés milhGes de usuarios diariamente. Diante deste contexto de
alta e crescente demanda, ha uma preocupacgdo de se proporcionar um servigo

eficaz, de qualidade e seguro a populagéo.

Para que a qualidade do servico seja atingida de uma maneira satisfatoria aos
olhos dos usuarios, muitos fatores s&o levados em consideragdo como
pontualidade, oferta de trens e lugares, conforto, facil acesso as Estacdes,
limpeza e organizacéo das Estacdes, acessibilidade, funcionarios capacitados a

lidar com o publico, etc.

Do ponto de vista técnico, a qualidade estad diretamente envolvida com a
disponibilidade dos sistemas e equipamentos, que fazem a ferrovia funcionar,

obtendo o seu maximo rendimento possivel.

O Sistema de Controle de Trafego Centralizado é responsavel pelo controle e
gerenciamento de trafego a partir de dados recebidos do campo ou de comandos
gerados no Centro de Controle Operacional. O SCTC é composto de um
conjunto de subsistemas responsaveis pelas funcionalidades requeridas ao
controle de trafego e oferece apoio gerencial a operacdo e manutencdo dos
sistemas e/ou equipamentos integrantes. (Rodovalho; Sanuki; Filippi e Santos,
2004) Sao eles:

* Interface Homem Maquina (IHM), constituidas de Consoles de Operacéo,
Console de Supervisédo, Console de Manutengao e Engenharia.

» Servidor SCADA dualizado que agrega as funcdes de Banco de Dados e de
Controle de Trafego de Trens.

» Painéis Sindpticos Retroprojetados.

* Rede Local de comunicac¢ao padrao Ethernet.



e Subsistema de Transmissado de Dados (STD), composto de STD Central e
Unidades Remotas.

» Subsistema de Alimentacéo Ininterrupta de “No-Break” e Banco de Baterias.

Na figura 1 a seguir, segue exemplo do diagrama de interligagdo de toda o
sistema de sinalizagédo da linha 10, onde é apresentado a interface entre os

sistemas de trafego centralizado com os sistemas de campo.

DIAGRAMA DA SINALIZACAO DA LINHA 10
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Figura 1 — Diagrama da Sinalizacao de Centro e Campo.
Fonte: Equipe Manutencdao CCO

De maneira geral, cada elemento do diagrama apresentado tem o seu grau de
severidade e importancia, entretanto, falhas no Sistema de Trafego Centralizado
possuem um agravante por afetar a linha como um todo, e ndo somente

problemas pontuais.

Manter a disponibilidade do Sistema de Controle de Trafego Centralizado
significa manter a disponibilidade de cada um dos seus subsistemas e, para isso,
€ necessario que se tome decisdes com relacdo as manutencdes e modo de

operacéo dos equipamentos.

Atualmente, por se entender que o SCTC faz parte do Sistema de Sinalizacao,

a medicao dos dados é feita de maneira integrada, ndo havendo separacéao entre
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sistemas de campo e sistemas de centro, o que torna dificil a tomada de decisdes

relacionadas aos equipamentos instalados dentro do Centro de Controle.

1.1.OBJETIVO

O trabalho proposto tem como objetivo apresentar uma andlise da
disponibilidade do SCTC, onde para isso €& feita uma avaliacdo dos
equipamentos instalados no Centro de Controle e que estdo diretamente
relacionados com o controle e supervisao de trafego, visando a identificagédo de
pontos criticos que interferem na disponibilidade do Sistema de Controle de
Trafego Centralizado (SCTC) e com isso, propor um estudo de caso onde
através da andlise das falhas possa ser encontrado solu¢des que possibilite
maior estabilidade do sistema garantindo maior disponibilidade a operacgao.

Além da andlise de falhas, serdo identificados os gargalos de processo e
proposto um periodo de estudo comportamental do Sistema de Controle e
Aquisicdo de Dados (SCADA), que possibilite apresentar modos de
funcionamento que garantam maior estabilidade do sistema, apresentando a
dificuldade encontrada para a realizacdo deste trabalho com as ferramentas

existentes.

1.2. JUSTIFICATIVA

O Centro de Controle Operacional da CPTM € responsavel por controlar a
movimentacdo dos trens ao longo da via por meio de uma infraestrutura de
servidores, computadores, Sistema de CFTV e Painel Sinético de supervisdo
global do tré&fego de trens e da distribuicdo de energia da ferrovia. Suas principais
funcdes sdo: monitorar as condicbes de trafego, comandar e acionar 0s
equipamentos de campo, monitorar as irregularidades operacionais e sistémicas,

regulacdo do tradfego (fazer com que a operacdo realizada seja igual a

11



programada), controlar as ocorréncias e interagir com as Estacdes e controlar os

acessos.

Em resumo, o CCO é o centro de informacdes operacionais e de manutencao,
podendo ser considerado o setor de maior importancia da empresa. Dele partem
todas as a¢Oes e tomadas de decisOes Operacionais, de Manutencao e Obras

sejam elas emergenciais ou nao.

Atualmente, a circulacéo de trens fica bastante comprometida caso o CCO esteja
totalmente indisponivel, o que torna as falhas nos sistemas que o compde de um
nivel de criticidade muito alto. Para o tema deste trabalho foi escolhido o Sistema
de Controle de Trafego Centralizado (SCTC) como fonte de analise devido a esta
criticidade e os impactos operacionais causados em decorréncia de falhas
ocorridas nestes sistemas 0 que torna ainda mais necessario a identificacdo dos
pontos criticos e a proposta de solu¢cdes que garantam maior estabilidade ao

Sistema de Controle e Aquisicdo de Dados.
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2. FUNDAMENTACAO TEORICA

2.1.CONCEITOS BASICOS

2.1.1. FALHA, ERRO E DEFEITO

Este documento propde abordagem visando o aumento da disponibilidade do
CCO com relacao aos Sistemas de Sinalizacdo, sendo de grande interesse o
sucesso destes sistemas no que se refere ao atendimento as suas
especificacoes. Uma falha (fault) corresponde a um problema de um
componente podendo ser uma falha fisica ou imperfeicdo de um componente de
hardware ou software (Camargo, 2015) e é a causa fisica ou algoritmica do erro
(Weber). O erro (error) corresponde a manifestacdo interna de uma falha
(Camargo, 2015). Define-se que o sistema esta em estado de erro quando o
processamento posterior pode levar a um defeito (Weber). Um defeito (failure) €
um desvio da especificacdo (Weber) e ocorre quando um sistema néo
desempenha ou desempenha incorretamente uma ou mais de suas funcoes,

caracterizando perda de desempenho.

Na figura 2 a seguir € mostrada uma simplificacdo, sugerida por Barry W.
Johnson [Prad96], para os conceitos de falha, erro e defeito. Falhas estdo
associadas ao universo fisico, erros ao universo da informacéo e defeitos ao

universo do usuario.

processamento
posterior pode levar a
defeito

universo da informacao

universo fisico
falha

desvio da
especificacdo

universo do usuario

Figura 2: Modelo de 3 universos: falha, erro e defeito
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2.1.2. CONFIABILIDADE

Confiabilidade € a probabilidade de um sistema funcionar de acordo com a
especificacdo em um determinado periodo de tempo condicionado a estar

operacional no inicio do periodo (Camargo, 2015).

Confiabilidade € uma medida de probabilidade, pois a ocorréncia de falhas é um
fendmeno aleatorio (Weber). Esta associada a operacdo bem-sucedida mesmo
que para isso seja necessarias interrupg¢des no funcionamento para manutencao
corretiva e preventiva. Confiabilidade nao pode ser confundida com
disponibilidade. Um sistema pode ser de alta confiabilidade e de baixa

disponibilidade e vice-versa.

2.1.3. DISPONIBILIDADE

Disponibilidade €& a probabilidade de o sistema estar disponivel para
desempenhar as funcdes especificadas num determinado instante de tempo
(Camargo, 2015).

Disponibilidade € o atributo mais usado em sistemas de missao critica. Sistemas
de consulta de base de dados on-line, servidores de rede, sédo alguns exemplos

de sistemas onde alta disponibilidade € requerida.

Disponibilidade ndo pode ser confundida com confiabilidade. Um sistema pode
ser altamente disponivel mesmo apresentando periodos de inoperabilidade,
quando esta sendo reparado, desde que esses periodos sejam curtos e néo
comprometam a qualidade do servico. Disponibilidade esta muito relacionada
com o tempo de reparo do sistema. Diminuir o tempo de reparo resulta em um
aumento de disponibilidade. Também € possivel manter a disponibilidade do
sistema utilizando o método de tolerancia a falhas ou redundancias que

garantem o funcionamento correto do sistema mesmo na ocorréncia de falhas.
2.2.SCADA - SISTEMA DE CONTROLE E AQUISI(;AO DE DAD OS

Nos dias de hoje, dentro do mundo empresarial, € comum observar que as

missdes das empresas sempre giram em torno de busca de bons resultados e

14



satisfacdo do cliente. Com a CPTM néo € diferente, pois tem como missao:
“Prestar servico de transporte publico propiciando mobilidade urbana com
exceléncia e seguranca”, onde para alcancar este objetivo a empresa investe em

sistemas que permitam uma circulacdo controlada e segura.

Desta forma, ha diversos sistemas contidos em um centro de controle, onde
através destes todos os recursos e funcionalidades se somam com o objetivo de
prestar um servico confiavel e de qualidade. No entanto, 0 SCADA (Sistema de
Controle e Aquisicdo de Dados) € parte integrante do Sistema de Sinalizacéo de
centro e tem um papel de destaque pelo fato de ser o sistema primordial a
operacao, onde analogamente, é feita a fungdo que um cérebro realiza no corpo

humano.

A regra geral para o funcionamento de um sistema SCADA parte dos processos
de comunicagcdo com 0s equipamentos de campo, cujas informacdes sé&o
enviadas para o nucleo principal do software. O nucleo € responsavel por
distribuir e coordenar o fluxo dessas informacdes para os demais modulos, até
chegarem na forma esperada para o operador do sistema, na interface gréfica
ou console de operagdo com o processo. Geralmente sdo acompanhadas de
graficos, animacdes, relatérios etc. de modo a exibir a evolu¢cdo do estado dos
dispositivos e do processo controlado, permitindo informar anomalias, sugerir
medidas a serem tomadas ou reagir automaticamente (Vianna, W.S, 2015).
Assim, na CPTM o Sistema de Controle e Aquisicdo de dados contém os
elementos que regem todas as linhas, mantendo toda a malha ferroviaria

totalmente supervisionada e controlada.

Os sistemas SCADA também s&o conhecidos como software supervisério, que
além de monitorar e supervisionar as variaveis e os dispositivos de sistemas de
controle, sdo também conectados em controladores (drivers) especificos que
variam conforme sua aplicacao final. Estes sistemas podem assumir topologia
mono-posto, cliente-servidor ou multiplos servidores-clientes (Vianna, W.S,
2015), esta ultima utilizada na CPTM.

O modelo cliente-servidor, em computacdo, é uma estrutura de aplicacdo

distribuida que distribui as tarefas e cargas de trabalho entre os fornecedores de

15



um recurso ou servico, designados como servidores, e 0s requerentes dos
servicos, designados como clientes. Geralmente os clientes e servidores se
comunicam através de uma rede de computadores, mas tanto o cliente quanto o

servidor podem residir no mesmo computador.

2.3.INDICADORES DE DESEMPENHO DE MANUTENCAO

O bom funcionamento dos equipamentos de uma empresa, seja em qualquer
ramo de atividade, é fundamental para permitir o sucesso de um processo dentro
de uma organizacdo. Controlar os custos com manutencao e a disponibilidade
dos mesmos sdo fundamentais para melhorar o desempenho e garantir a
continuidade dos servicos prestados. Neste sentido, dois indicadores de
manutengao sao muito relevantes e precisam ser levados em consideragéo: o
MTTR e o MTBF.

2.3.1. MTTR
Em portugués a sigla MTTR (Mean Time To Repair) significa Tempo Médio Para
Reparo. A sigla MTTR é bastante conhecida no mundo da manutengéo, sendo

este indicador a relacdo do tempo gasto em manutencdo pelo niamero de

intervencdes no equipamento (Branco, 2008).

Tempo Total de Manutencao

MTTR =
Total de Intervencodes

2.3.2. MTBF

Em portugués a sigla MTBF (Mean Time Between Failure) significa Tempo Médio
Entre Falhas. A sigla MTBF também é comumente utilizada no mundo da
manutencdo sendo a divisdo das horas disponiveis de um equipamento para

operacdo pelo numero de intervencbes/manuten¢cdes no mesmo periodo.
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Quanto mais esse indicador aumenta, melhor € o controle da manutencao ou

processo (Branco, 2008).

Horas Disponiveis
MTBF =

Total de Intervencdes

2.4.DIAGRAMA DE PARETO

O Diagrama de Pareto é um recurso grafico utilizado para focalizar esfor¢cos em
problemas com maior potencial de retorno. Sua origem decorre de estudos do
economista italiano Pareto e do grande mestre da qualidade Juran (Hayrton,
2009).

Juran aplicou os conceitos de Pareto na area da qualidade e afirmou que “A
maioria das perdas se devem a um pequeno numero de causas, ou seja, poucas
sao vitais, a maioria € trivial” e denominou o0 método como Analise de Pareto.
Demonstrou que a maior parte dos defeitos, falhas, reclamacgdes séo geradas
por um namero pequeno de fatores e, se esses fatores forem identificados, torna-
se possivel a priorizagdo para corregdo dos mesmos eliminando grande parte
das perdas. E também conhecida pela propor¢do 80/20 onde se conclui que 80%
dos problemas sao gerados por 20% de causas potenciais (DIAGRAMA...,
2013).

A Analise de Pareto prioriza a acdo que trard o melhor resultado. Ela consiste
num gréafico de barras que ordena as frequéncias das ocorréncias da maior para
a menor, o que permite identificar quais itens sdo responsaveis pela maior parte

dos problemas e ajuda na definicdo das prioridades (Hayrton, 2009).

Para a confec¢do do Diagrama de Pareto é necessario coletar os dados e reuni-
los dentro de cada categoria, listar as categorias em ordem crescente de
frequéncia da esquerda para a direita e estabelecer um periodo de tempo de
coleta. Tracar dois eixos, um vertical e um horizontal de mesmo comprimento. No

eixo vertical da direita, fazer uma escala de 0% a 100%, e na esquerda uma

17



escala de O até o valor total. Calcular a frequéncia de ocorréncia relativa e
acumulada para cada categoria (DIAGRAMA..., 2013).

Desta forma, tem-se a visualizacao rapida dos 20% das causas que originam

80% dos problemas.
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3. CONTEXTO ATUAL

Um centro de Controle Operacional (CCO) apresenta uma visao completa e em
tempo real da localizacdo, movimentacdo e controle de todos os trens,
permitindo que o servico prestado a populacdo seja realizado com a mais

completa seguranca.

O CCO é composto de um conjunto de recursos que agrega de forma integrada
e centralizada em um mesmo local fisico as funcionalidades requeridas ao
controle de seus subsistemas, bem como as informacdes geradas para que seja
possivel realizar o controle de trafego dos trens, o controle de suprimento e
distribuicdo de energia de tracdo e o controle dos subsistemas auxiliares tendo
como objetivo ajustar e manter a regularidade de circulacdo de toda malha

ferroviaria em funcéo da demanda exigida (Romualdo: Ramires e Kusano, 2012).

O CCO da CPTM é divido por pares de linhas (07/10; 08/09; 11/12), porém todo
o controle e supervisdo sdo centralizados. Cada par de linhas possui suas
particularidades, com tecnologias e arquiteturas distintas. Isso ocorre,
principalmente, devido ao fato de serem de periodos de implantacdes
diferenciados que ao longo dos anos foram sofrendo remodelacdes e

atualizacdes de forma independente.

3.1. ANALISE DE FALHAS

3.1.1. IDENTIFICACAO E CLASSIFICACAO DAS FALHAS DO CCO

A CPTM possui um procedimento de abertura de falhas para que as equipes de
manutencao espalhadas ao longo da via férrea sejam acionadas de uma maneira
rapida e eficiente. Para isso, € utilizado um sistema chamado SICOM e ha um
setor que realiza a integracdo entre o “cliente” e a Equipe de Manutencgdao,
chamado CIM — Centro de Informacdo da Manutencdo que fica localizado
estrategicamente dentro do Centro de Controle Operacional e tem papel de

destaque pelo fato de centralizar, gerenciar e controlar todas as falhas,

19



intervencdes nas areas operacionais e controle da energia nas cabines e

subestacdes.

O SICOM é o Sistema Integrado de Controle da Operagcdo e Manutencéo e
possui a funcdo de agrupar os dados referentes ao processo de abertura e
registro de falhas ou ocorréncias, bem como os seus desdobramentos, tudo via
cadastro no sistema, o que possibilita a consulta e realizacdo de relatérios
detalhados de todas as falhas, pendéncias e ocorréncias dos equipamentos ou
sistemas da CPTM.

O procedimento de abertura de falhas é realizado pelo CIM e resume-se
basicamente em receber a reclamacéo, o que é chamado de SAF (Solicitacdo
de Atendimento de Falha), e analisar se o fato caracteriza ou ndo uma falha.
Apéds a constatacdo de que a reclamacgédo se trata efetivamente de uma falha,
esta se transforma no que € denominado de SSM (Solicitacdo de Servigco da
Manutencédo) e neste momento € encaminhado via sistema as Equipes de
Manutencdo mais proximas do equipamento ou sistema. A Equipe de
Manutencdo apds receber a falha gera o que é chamada de OSM (Ordem de
Servigo de Manutencao) e nela sdo preenchidas as atuagfes técnicas, tempo de
reparo do atendimento bem como os recursos utilizados de méo de obra e

material.

3.1.2. METODOLOGIA

O método utilizado foi a analise das falhas referentes aos periodos de janeiro a
dezembro de 2014 e janeiro a dezembro de 2015, através do SICOM (Sistema
de Controle da Operacao e Manutencao). A forma possivel de se obter os dados,
através do banco de falhas, foi filtrando através do campo denominado grupo
de sistema onde no caso foi utilizado a “Sinalizagcdo”. O grande problema
encontrado no levantamento dos dados através do SICOM foi que no grupo de
Sistema “Sinalizacdo” ndo ha uma separacao exclusiva que trata as falhas de
Sinalizagéo de Centro e Sinalizacdo de Campo, pois o sistema foi arborizado de
tal forma que fosse considerado Unico. Porém, na realidade de hoje, a CPTM
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trata a sinalizacdo de centro e campo de forma bem distinta, contando, até

mesmo, com departamentos diferentes para cada area.

Para esclarecer, as falhas consideradas como Sinalizacdo de centro estdo
relacionadas aos seguintes sistemas do Centro de Controle: Servidores de
Trafego, IHM’s, Switches, Roteadores, Modens de Comunicagéo, Conversores
de Midia, Painel Sinético, Gerenciadores de Imagens e Nobreak’s. Referente as
de Sinalizacdo de Campo sao: Sinaleiros, Maquinas de Chave, Relés Vitais,
Circuitos de Via, Bonde de Impedancia e Cabos de Bloqueio. As falhas
consideradas foram obtidas por meio de filtragem no Sistema SICOM entre 2014
e 2015, somando um total de 2070 falhas.

Diante disso, uma vez que o objeto de abordagem deste trabalho refere-se a
Sinalizacdo de Centro de Controle, ao realizar a analise das falhas, o grande
desafio observado foi a necessidade de estratifica-las e filtra-las de uma forma
que pudessem ser separadas as falhas de centro das de campo, pois conforme
exposto no formato atual do sistema nao é possivel extrair essa informacao de

forma imediata.

Para isso ndo houve alternativa a ndo ser analisar todas as falhas, uma a uma,
verificando em cada OSM (Ordem de Servico de Manutencdo) o equipamento
atuado pela equipe técnica, as causas que levaram a parada do equipamento e
também as acbes que levaram ao restabelecimento do equipamento e/ou

sistema ao seu estado funcional.

Importante ressaltar que a informacéo nédo podia ser extraida de forma sistémica,
uma vez que nos formularios, embora eletrénicos, as informagdes a serem
analisadas estavam em forma de “texto” escrito pela equipe técnica, fato que

consumiu detalhadas analises para chegar ao resultado fiel dos fatos.

3.1.3. ANALISE DAS FALHAS CLASSIFICADAS

Desta forma, no tocante aos equipamentos de Sinalizacdo do Centro de
Controle, foram identificadas 871 falhas que comprometeram a disponibilidade

do sistema de sinalizacao de trdfego ao longo dos ultimos 2 anos, onde através
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das pesquisas das atuacdes técnicas descritas nos registros de manutencéao das
falhas, foi possivel a identificacdo dos equipamentos que apresentaram defeito
e foi criada assim uma primeira classificagdo das mesmas quanto ao hardware,

software e periféricos.

Apds uma segunda andlise, com olhar criterioso sobre a primeira classificacao
(em muitos casos tendo que consultar os empregados que atuaram na falha para
identificar o real problema no qual foi atuado), por se tratar de formas e fatores
diversos que podem levar a uma mesma causa, as falhas de Servidores e IHM’s
foram classificadas separadamente e agrupadas como falhas de Hardware e
falhas de Software, conforme segue:

Falhas de Servidor

Servidor-Hardware: Quando durante a atuacao, para restabelecer o sistema, foi

necessario atuar ou substituir o equipamento ou alguma parte fisica do mesmao,
como por exemplo: substituicdo do servidor, substituicdo do cooler, HD, Cabos
elétricos, matriz de contatos, fontes, memoria, placa mée, pilhas, componentes

eletronicos, etc.

Servidor-Software: Quando a falha foi solucionada intervindo no processamento

do equipamento, atuando basicamente através de linhas de comando, como por
exemplo: Reinicializagdo do equipamento, reset manual, reinicializacdo da
aplicacao, reinstalacao da aplicacdo, carregamento de tabela, limpeza de disco,

limpeza de buffer, etc.

Falhas de IHM

IHM-Hardware: Quando durante a atuacdo, para restabelecer o sistema, foi

necessario atuar ou substituir o equipamento ou alguma parte fisica, como por
exemplo: Substituicdo da IHM, substituicdo do cooler, HD, cabos elétricos,

fontes, memdria, Placa mée, pilhas, etc.
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IHM-Software: Quando a falha foi solucionada intervindo apenas atraveés de

comandos de linguagem de programacéo, como por exemplo: Reinicializagao do
equipamento, reset manual, reinicializacdo da aplicacdo, reinstalacdo da

aplicacao, etc.

3.1.4. METODO DE ANALISE — PARETO

ApoOs quantificar as falhas e identificar os equipamentos foi possivel realizar a
Andlise de Pareto, conforme representacdo grafica a seguir nos gréficos 1 e 2.
Tal método, conforme citado, também conhecido como Regra 80/20 é um estudo
que conclui que 80% dos problemas sdo geralmente causados por 20% dos
fatores. Analogamente, para que se resolva 80% das falhas e,
consequentemente, aumentar consideravelmente a disponibilidade do CCO, é
preciso priorizar 20% dos sistemas instalados mais criticos.

Quantitativo de Falhas por Equipamento 2014
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Gréfico 1 — Andlise de Pareto (2014)
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Quantitativo de Falhas por Equipamento 2015
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Grafico 2 — Analise de Pareto (2015)

3.2.PROBLEMA ENCONTRADO

De posse das informacdes bem definidas que o diagrama de Pareto apresenta,
pode-se observar que o maior responsavel pelas falhas do SCTC referente aos
equipamentos de sinalizacao instalados no CCO séo problemas de Software
relacionados aos servidores de tréafego e suas IHM (s).

Ampliando o horizonte sobre as falhas de maior incidéncia, verificou-se que em
média 85% delas estdo relacionadas a erros de processamento, denominada

como a origem/causa da falha, segundo os conceitos da ferramenta SICOM.

Outra situagdo observada é que, conforme apresentado no grafico 3, existe uma
certa periodicidade de falhas e picos caracteristicos ao longo dos meses
formando um gréfico do tipo “dente de serra”, o que caracteriza falhas periédicas

e com caracteristicas uniformes ao longo do tempo.
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Grafico 3 — Picos sazonais caracteristicos de falhas

Apés a informacdo do comportamento global do SCT, procurou—se um olhar
mais detalhado sobre cada Sistema SCADA separadamente, observando
caracteristica e similaridades para uma melhor identificacdo/caracterizacao da

falha e do ponto critico.

3.2.1 TIPOS DE SCT (Sistema de Centralizado de Traf ego)

Conforme ja citado, existe uma diversidade de empresas que trabalham com o
fornecimento de Softwares Supervisores que utilizam o método SCADA para

todo o controle e supervisdo dos dados.

Hoje os Sistemas de Trafego centralizado das linhas da CPTM ndo seguem um
mesmo padréo de fabricante/ fornecedor, ou seja, para cada linha pode existir

uma empresa diferente que controla e supervisiona os elementos de campo.

A distribuicdo dos SCTC do CCO Bras atualmente é da seguinte forma, conforme
Tabela 1:
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Linha Fabricante do SCT

7 A

8

9

10

1112

Integrac&o Centro 07/10/11/12
(Bras Luz)

> ||| D

Tabela 01 — Fornecedores do SCT / SCADA

Embora ndo se tenha um padrdo, pois além de possuir mais de um fabricante
que controla o trafego, os equipamentos séo de época e tecnologias diferentes.
Aproximadamente 83% do sistema SCADA pertence a um mesmo fabricante, no

caso o denominado A.

NOTA: Estas informacfes referem-se ao que se tem instalado atualmente.
Projetos e implantacdes futuras ou em andamento — consequentemente, troca

de fabricantes - ndo foram levados em consideragao.

Como exemplo, a seguir, na figura 3 segue a representacéo da tela do sistema
supervisorio instalado da linha 7 da CPTM, onde é apresentado informagdes em
tempo real das Unidades Remotas (UR’s), diagnéstico dos servidores, consoles
de operacéo, elementos da rede de comunicacao, interfaces de comunicacéo
FEC (Front End Comunication), relatorios de alarmes e eventos, dentre outras

ferramentas.
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Figura 3 - Tela da IHM do supervisério da Linha 7

Desta forma, sabendo das divisdes do sistema SCADA dentro das linhas da

CPTM, a proposta foi analisar cada um separadamente e efetuar andlise critica
sobre cada resultado.

Assim, apos apuracdo dos dados, foi possivel observar nos graficos de cada
sistema SCADA que, com excecédo da linha 8, todos apresentam algumas
caracteristicas marcantes e acentuadas de falhas que possuem uma forma
crescente até um determinado ponto em que sofre um decréscimo repentino,
subindo apés um periodo de tempo, formando novamente assim a imagem de

“dente de serra”, conforme pode ser comprovado nos gréaficos a seguir:
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Gréfico 4: Falhas de Servidores e IHMs na Linha 7— Jan a Ago /14
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Gréfico 5: Falhas de Servidores e IHMs na Linha 8- Jan a Ago /14
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Gréfico 6: Falhas de Servidores e IHMs na Linha 9— Jan a Ago /14
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Gréfico 7: Falhas de Servidores e IHMs na Linha 10— Jan a Ago /14
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Gréfico 8: Falhas de Servidores e IHMs na Linha 11/12—- Jan a Ago /14
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Gréfico 9: Falhas de Servidores e IHMs entre Bras e Luz— Jan a Ago /14



Diante de todas estas constatacdes, foi realizada uma pesquisa técnica com 0s
empregados que atuam no sistema diariamente e ap0s questionamento sobre a
frequéncia de falhas e incidéncia de reclamacfes operacionais, foi possivel
extrair duas informacdes de grande valor que, segundo a equipe, fazia com que

0 sistema funcionasse melhor:

1. O sistema melhorava ap6s uma falha de servidor “travamento total do
equipamento” e sua reinicializagdo manual.

2. Quando era notado que as falhas ficavam em uma frequéncia muito
elevada realizava-se aleatoriamente a limpeza logica (reinicializacéo

forgcada do equipamento).

Apés estas constatacdes ficou ainda mais claro o0 motivo pelo qual os graficos
de falhas do SCT, mais especificamente o grupo de sistemas SCADA,
apresentam formas de picos “dente de serra”, ou seja, as falhas ao longo do
tempo ficavam nitidamente mais frequentes e com menor tempo médio entre
elas (MTBF), até o ponto em que havia uma parada do equipamento. Apés este
instante, o sistema se comportava melhor pelo fato de ter sido reinicializado seja

atraves de falha ou através de intervencao planejada, ou seja, limpeza logica.

4. REDUNDANCIA

A utilizacdo de redundancia de hardware ou de equipamentos € um recurso
largamente empregado quando a tolerancia a falha é requerida. Maior tolerancia
corresponde a maior disponibilidade e maior seguranca operacional, sendo que
0 primeiro esté relacionado ao tempo em operacéo e a lucratividade do negdcio,
ja o segundo diz respeito a preservacdo dos ativos e da vida das pessoas

envolvidas no processo como empregados, usuarios e transeuntes.

Em se tratando dos Sistemas SCADA, onde os servidores de trafego sao os
principais elementos do sistema, eles podem ser configurados em diferentes

estados:
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. Ativo - E o servidor que esta rodando o aplicativo. Apenas um servidor
pode estar ativo em um dominio em determinado momento.

« Standby - O servidor em standby fica em espera, com o aplicativo
carregado, mas ndo em execucao. Ele monitora o servidor ativo e entra
em acao assim que nao receber mais respostas do servidor ativo.

« Inativo - Um servidor inativo esta declarado no Dominio, mas nao esta
selecionado nem como principal nem como standby. Ele monitora todas
as mudancas no arquivo de dominio, podendo ser ativado manualmente
a qualguer momento.

« Em manutencdo - O servidor em manutencdo nao toma parte em
nenhum evento no dominio. Este estado serve para indicar que um
servidor esta sendo configurado e ndo estd pronto para entrar em acao
(Kichalowsky, 2014).

Desta forma, o sistema SCADA, das diferentes linhas da CPTM, foi concebido
na configuracdo de redundancia hot-standby, onde o controlador primario € o
gue executa todas as tarefas e o controlador secundario é aquele que,
continuamente sincronizado com o primario, permanece pronto para assumir
todo o processo caso ocorra alguma falha no controlador primario. O processo
de troca de funcdo de secundario para primario deve ocorrer de forma

automatica e sem nenhum sobressalto.

No entanto, pelo registro de inumeras falhas, ndo era incomum encontrar
descri¢cdes onde o técnico relatava que o sistema ficou indisponivel pelo fato do
servidor principal ter entrado em estado de falha e o secundario ndo ter assumido

as tarefas, causando assim grandes prejuizos a operacao de trens.
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5. PERIODO DE ESTUDO COMPORTAMENTAL DO SISTEMA

Apds somatorio de estudos e andlises das falhas, foi possivel identificar aspectos

extremamente relevantes, como:

1. A grande parte das falhas do SCT estdo associadas a falhas no sistema
SCADA ( Servidores e IHMs).

2. Estas por sua vez tiveram sua origem/causa classificada como erro no
processamento.

3. Pelo historico das falhas, a representagéo grafica sugere um formato de
“dente de serra” com picos bem definidos, justificado pelo fato de apés
as paradas dos equipamentos (seja de falha ou intervencéo programada)
0 sistema ter um comportamento melhor durante certo periodo.

4. A configuracao utilizada pelo SCADA € o modo Hot-Standby

Assim foi proposto um estudo comportamental do sistema, onde seriam

realizados dois periodos de testes.

5.1.PRIMEIRO PERIODO DE TESTES

O planejamento foi manter o sistema em configuragdes especificas e com base
nisto realizar um estudo direcionado a analisar o comportamento e resposta de

cada sistema.

5.1.2 CONFIGURACAO HOT-STANDBY

Com base nos histéricos de falhas, comportamento do sistema e relatos da
equipe de manutencdo, em conjunto com o0s gestores de manutencédo da area
foi permitido um estudo mais detalhado e comportamental do sistema em busca
de mitigar os efeitos das graves perdas operacionais pela indisponibilidade
momentanea do SCADA, mais especificamente dos servidores de trafegos e
IHMs.

Assim, neste primeiro periodo foi proposto o funcionamento dos servidores de
trdfego na configuracdo original em modo hot-standby com chaveamento
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automatico, ou seja, um servidor fica ativo e executando a aplicagdo enquanto o
outro servidor fica com o aplicativo carregado, porém, somente monitorando o
servidor ativo, para que, havendo falta de resposta do servidor principal o
secundério assuma o dominio de forma transparente a operacdo. Outro aspecto
foi a paralizacdo das acfes de limpeza légica, para que estes ndo atrapalhassem

as analises e desvirtuassem eventuais problemas.

Esta proposta de teste teve como objetivo analisar o comportamento do sistema
com os servidores na forma original de projeto, monitorando o desempenho das
maquinas e a incidéncia de falhas. Assim, este teste teve intervalo de duracao
de exatos 6 meses, iniciando no dia 01 de outubro de 2014 e finalizando em 31
de marco de 2015, onde o resultado foi um aumento crescente e ininterrupto das
falhas nos servidores e IHMs do SCADA, conforme pode ser observado no

grafico 10 a segquir:
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Grafico 10 — 1° Periodo de Testes

Neste primeiro periodo de testes o sistema apresentou ao todo 287 falhas nos
servidores de trafego e IHMs de operacdo. Assim o calculo do MTBF deste
periodo ficou da seguinte forma:
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MTBF = Tempo do periodo _ 4392 N MTBF =15,30

N¢ Intervencdes 287

5.2.SEGUNDO PERIODO DE TESTES

Utilizando o mesmo principio de analise do primeiro teste, foi modificada a

configuragdo e iniciado um novo periodo de testes.

5.2.1 CONFIGURACAO HOT-INATIVO

Neste segundo periodo foi proposto o funcionamento dos servidores em modo
hot-inativo, ou seja, um servidor fica encarregado por processar a aplicagdo do
sistema enquanto o outro servidor fica inativo, que significa que este se mantém
declarado na rede, monitorando todas as mudancas no arquivo de dominio
podendo ser ativado manualmente a qualquer momento. Somada a esta
configuracédo, foi elaborado cronograma de intervencdes de manutencdo que

consistia basicamente na limpeza légica de forma periodica.

Desta forma, este segundo periodo de testes teve inicio em 01/04/2015 e
finalizou em 31/12/2015, totalizando assim 9 meses de analise. Durante este
periodo o comportamento do sistema foi bem diferente do primeiro teste,

conforme é possivel observar no grafico 11 a seguir:
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Grafico 11 — 2° Periodo de Testes

Segue o calculo do MTBF para este periodo

MTRBF = Tempo do periodo — 6600 N MTRBF = 24,26

N¢ Intervencgoes 272




6. RESULTADOS ENCONTRADOS

Apos os testes propostos, analisando os dados do sistema SICOM bem como o
monitoramento dia a dia do comportamento do sistema, foi observado que, para
cada configuracdo de modo de funcionamento proposta, as respostas foram

radicalmente opostas.

No primeiro periodo de teste, servidores em modo hot-standby, as falhas
aumentaram de maneira significativa, com caracteristica marcante de tendéncia
de crescimento continuo. Associado a isto, o comportamento do SCADA foi
prejudicado pois as reclamacgdes dos operadores de circulagdo eram constantes,
principalmente no tocante ao aumento no tempo de resposta dos comandos e
indicacdes, além de aumento das incidéncias de travamentos do software do
servidor. Como os técnicos do centro de controle estavam cientes dos testes, a
qualquer sinal de defeito atuavam com o maximo de rapidez e agilidade para que

a circulacao fosse afetada o minimo possivel.

Ja no segundo periodo de testes o resultado foi bem diferente, pois no modo hot-
inativo a incidéncia de falhas foi nitidamente menor e ao longo dos meses seguiu
um patamar praticamente constante, sem oscilacdes caracteristicas, onde o
comportamento do SCADA se apresentou com melhor desempenho, com
comandos e indicac¢des rapidos, dentro dos tempos de projeto, e os relatos de

falhas por travamento de software ficando cada vez mais raros.

A seguir, no grafico 12, esta representado, em forma de linha de tempo, a
incidéncia de falhas nos anos de 2014 e 2015, onde é destacado 0s picos

sazonais bem como os 2 periodos de testes proposto no estudo deste caso.

36



50

30

20

o

|

Picos de Falhas

Historico de Falhas

Testes - 1° Periodo
B |

JAM | FEV MAR AER  MAl JUN  JUL &G0 SET

Testes - 2° Periodo

[

[
L

L

QUT MOV | DEZ JAN | FEV MAR AER MAI JUMN | JUL AS0 SET  OUT NOV DEZ

2014 | 2014 2014 2014 2014 2014 2014 2014 2014 2014 2014 2014 2015 2015 2015 2015 2015 2015 2015 2015 2015 2015 2015 2015

Gréafico 12 — Incidéncia de Falhas nos anos de 2014 e 2015
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7. PROPOSTA DE MELHOR PERFORMANCE DO SCADA

Diante dos resultados apresentados, ficou caracterizado que a configuracao Hot-
Standby, embora seja a configuracdo ideal e original de projeto, possui
problemas que faz com que o sistema apresente falhas em menor tempo, além
de aumento significativo no tempo de resposta dos comandos e indicacoes.
acOes causando assim travamentos constantes no software do SCADA.

Portanto, como produto deste estudo, propde-se no momento a utilizacdo dos
servidores na configuragédo Hot-Inativo, pois com este modo de funcionamento o
sistema se comporta com grande estabilidade, garantindo portanto ao SCADA
tempos de resposta satisfatorios, aumento do MTBF, diminui¢cdo de paradas dos
equipamento seguidas de interrupcdo da circulacdo, proporcionando assim

maior disponibilidade do sistema para & operacéo.
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8. CONSIDERACOES FINAIS

Sendo uma das maiores empresas de transporte metropolitano do Brasil e do
Mundo, a CPTM tem como objetivo sempre o transporte publico de qualidade
com foco no usuario. Com os investimentos recebidos ao longo dos ultimos anos,
a empresa vem evoluindo e buscando um salto tecnoldgico que permite
operacdes cada vez mais rapidas, com aplicagdo de headway cada vez menor,

sem esquecer, no entanto, do elemento principal que é a seguranca das viagens.

Assim, sabendo que a CPTM a cada grau de melhoria atrai mais usuarios, se faz
necessario um Centro de Controle Operacional com alta disponibilidade e
confiabilidade para que o exercicio de cada funcdo, seja ela do ambito de
operacdo ou manutencdo, possa ser suficiente eficaz para suprir as demandas

existentes e garantir um meio de transporte de exceléncia aos passageiros.

Desta forma, diante de toda a analise e do estudo do comportamento dos
sistemas nos diferentes modos, e apds os periodos de estudo comportamental
do sistema SCADA, o objetivo inicial foi alcancado pois a implantacdo da
configuracdo Hot-Inativo nos servidores de trafego proporcionou ao sistema
maior estabilidade e disponibilidade, comprovadas pelos registros de falhas,
desempenho da operacdo e demais documentos apresentados neste trabalho.
JA o modo Hot-Standby, ao ser utilizado, apresentou caracteristicas de
instabilidades peridédicas onde com a paralisagdo repentina e inesperada do
servidor do sistema SCADA os transtornos operacionais eram de grandes
proporcdes e o tempo de restabelecimento da operacdo muito elevado,

principalmente nos horarios de maior circulagéo.

No entanto, embora as mudancas de configuracdo dos servidores de trafego
tenham proporcionado maior estabilidade e disponibilidade ao sistema, esta ndo
pode ser considerada uma solugdo definitiva, uma vez que o modo de
funcionando original é a utilizacdo da configuracéo Hot-Standby que permite que
o chaveamento entre servidores ocorra de modo automatico. Assim, cabe a area
responsavel da CPTM acionar o fabricante do sistema para correcdo do

problema identificado.
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