PAULO HENRIQUE DE SOUZA PEREIRA PRAZERES

PREDIGAO DE READMISSAO HOSPITALAR DE PACIENTES COM
DIABETES MELLITUS

Monografia apresentada ao Programa de
Educacgao Continuada da Escola
Politécnica da Universidade de Sao Paulo,
para obtengdo do titulo de Especialista,
pelo Programa de Pés-Graduag¢ao em Big

Data - Inteligéncia na Gestao dos Dados.

SAO PAULO

2023



PAULO HENRIQUE DE SOUZA PEREIRA PRAZERES

PREDIGAO DE READMISSAO HOSPITALAR DE PACIENTES COM
DIABETES MELLITUS

Monografia apresentada ao Programa de
Educacgao Continuada da Escola
Politécnica da Universidade de Sao Paulo,
para obtengdo do titulo de Especialista,
pelo Programa de Poés-Graduagdao em

Engenharia de Dados e Big Data.

Area de concentragdo: Tecnologia da
Informagao - Engenharia/ Tecnologial/

Gestao

Orientador: Luiz Sergio de Souza

SAO PAULO

2023



FICHA CATALOGRAFICA

Prazeres, Paulo
PREDICAO DE READMISSAO HOSPITALAR DE PACIENTES
COM DIABETES MELLITUS / P. Prazeres -- Sao Paulo, 2023. 105 p.

Monografia (Especializacdo em Engenharia de Dados & Big Data) -
Escola Politécnica da Universidade de S&o Paulo. PECE — Programa

de Educagao Continuada em Engenharia.

1.Big Data 2.Minerac¢ao de dados 3.Machine learning I.Universidade
de Sao Paulo. Escola Politécnica. PECE — Programa de Educagao

Continuada em Engenharia Il.t




AGRADECIMENTOS

Agradeco ao professor Dr. Luiz Sergio pela paciéncia e por toda a ajuda durante o

Curso.

Agradeco a coordenadora Dra. Solange Nilce por me apoiar a concluir o curso, mesmo

em tempos dificeis.

Agradeco também aos meus colegas de classe Tulio, Erik Figueiredo e William
Barbosa por todo o trabalho em equipe, aprendizado e troca de experiéncias durante

2 anos incriveis estudando juntos.



CURSO ENGENHARIA DE BIG DATA

Coord.: Prof. Solange N. Alves de Souza

Vice-Coord.: Prof. Anarosa Alves Franco Brandao
Perspectivas profissionais alcangadas com o curso:

O curso trouxe muitos beneficios na minha carreira profissional como analista de
dados, desde o entendimento do funcionamento basico de um Big Data até o
tratamento adequado de dados e sugestdes de melhorias de processos nos setores

da saude e bancario.



RESUMO

A hospitalizagdo € o maior peso nos gastos hospitalares, e muitas internagbes tém
raizes em condicdes cronicas. O numero de pacientes diabéticos hospitalizados, em
geral é consideravel, e antecipar a possibilidade de readmissao hospitalar € de vital
importancia para todos os atores envolvidos em uma hospitalizagcdo: hospitais
publicos e privados, seguradoras de saude, o SUS (Sistema Unico de Saude) e a parte

interessada mais importante neste contexto, o proprio paciente.

O foco principal desta pesquisa € comparar os resultados de diferentes modelos de
aprendizado de maquina, na fung¢ao de realizar a predicdo de readmissao hospitalar,
aplicando técnicas e conceitos de ciéncia de dados que, por sua vez, podem ser

adaptados para bases de dados provenientes de hospitais e seguradas brasileiras.

A base de dados utilizada é proveniente de prontuarios meédicos eletrénicos
desidentificados, com uma década de histérico que contempla o periodo de 1999 a
2008, originados de atendimentos clinicos em 130 hospitais nos EUA, cortesia esta,
do Centro de Pesquisa Clinica e Translacional da Virginia Commonwealth. Para tal,
faz-se uso de cinco algoritmos computacionais - Regressao Logistica, Maquina de
Vetores de Suporte, Floresta Aleatdria, Arvore de decisdo e Redes Neurais Atrtificiais
-, confrontando os resultados e os avaliando-os através de indicadores de
performance utilizados em estudos correlatos, tais como acuracia, sensibilidade,
especificidade e a curva ROC. Dentre os algoritmos estudados, observou-se que o
modelo de Maquina de Vetores de Suporte resultou na melhor classificacao de

readmissao hospitalar, conquistando uma acuracia de 61%.

Os resultados indicam que a aplicacdo de modelos de aprendizado pode
desempenhar um papel significativo em colaborar na predigdo de readmisséo
hospitalar de pacientes diagnosticados com diabetes, figurando como uma ferramenta
valiosa para contribuir para o aprimoramento de sistemas de apoio a decisao clinica,

otimizando o processo de diagndstico e tratamento da diabetes.

Palavras-chave: Readmissdo hospitalar de pacientes diabéticos, Diabetes mellitus



ABSTRACT

Hospitalization represents the major cost factor in healthcare expenditures, and
numerous hospital admissions stem from chronic conditions. The number of
hospitalized diabetic patients is generally substantial, and anticipating the possibility of
hospital readmission is of vital importance for all stakeholders involved in a
hospitalization: public and private hospitals, health insurers, the Unified Health System

(SUS), and the most important stakeholder in this context, the patient themselves.

The focus of this research is to compare the outcomes of different machine learning
models in predicting hospital readmission, applying data science techniques and
concepts that can be adapted to databases from Brazilian hospitals and insurance

companies.

Leveraging data from de-identified electronic medical records spanning a decade from
1999 to 2008, originating from clinical encounters in 130 hospitals in the USA, courtesy
of the Virginia Commonwealth University's Center for Clinical and Translational
Research. This study employs five computational algorithms - Logistic Regression,
Support Vector Machine, Random Forest, Decision Tree, and Artificial Neural
Networks - contrasting and evaluating the outcomes using performance indicators
typically utilized in related studies, such as accuracy, sensitivity, specificity, and the
ROC curve (Y. ZHAO et al., 2019).

Among the studied algorithms, it was observed that the Support Vector Machine model
resulted in the best classification of hospital readmission, achieving an accuracy of
61%.

The findings suggest that employing machine learning models can significantly
contribute to predicting hospital readmission in patients diagnosed with diabetes,
serving as a valuable tool to enhance clinical decision support systems and optimize

the diagnosis and treatment processes for diabetes.

Keywords: Hospital readmission of diabetic patients, medical readmission of diabetic

patients, Diabetes mellitus
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1. INTRODUGCAO

O aumento da prevaléncia da diabetes ao longo dos anos é notavel. Em comparagéo
com 108 milhdes de adultos que viviam com a doenca em 1980 em todo o mundo,
esse numero subiu para cerca de 422 milhdes em 2014 (ORGANIZACAO MUNDIAL
DA SAUDE, 2016). Em 2021 esse numero subiu para 537 milhdes e segundo a
Federagéo Internacional de Diabetes, as proje¢des apontam para um crescimento
ainda mais acentuado nos proximos anos, alcancando cerca de 643 milhdes em 2030
e 783 milhdes em 2045. Neste cenario preocupante, o Brasil ocupa o sexto lugar do
ranking de paises com o maior numero de habitantes convivendo com a doenga, com
aproximadamente 16 milhdes de pessoas com diabetes. Além disso, as projecdes
indicam um aumento ainda maior para o Brasil em 2045, com a estimativa de que
esse numero alcance a marca de 23 milhdes (INTERNATIONAL DIABETES
FEDERATION, 2021).

Devido ao alto custo de internacdo hospitalar, € de suma importancia para as
seguradoras de saude, hospitais e clinicas, identificar o risco de readmissao hospitalar
da sua carteira de participantes, principalmente tratando-se de participantes com
diabetes, que por sua vez, possuem um alto indice de readmissdes hospitalares. Esta
diligéncia ndo apenas impacta diretamente nos custos, pois a hospitalizagao é o item
em que as instituicdes mais gastam (ANS,2022), conforme pode ser observado na
tabela 1 a seguir, mas fundamentalmente aprimora a qualidade do atendimento
prestado, fomentando uma abordagem mais abrangente e eficaz para os pacientes.

Ao realizar essas previsdes, os envolvidos podem utilizar tais informagdes para tomar
medidas estratégicas, aprimorando a gestdo de recursos ou até mesmo
implementando programas de estimulo a saude do paciente para prevenir essas
readmissdes. Essa abordagem proativa ndo apenas reduz os custos, mas também
fortalece a saude global do individuo, refletindo diretamente na eficacia do sistema de

saude.

Tabela 1 - Despesas por item em 2022

Item Despesa (R$)
Internacdes 95.136.242.684,83
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Exames 43.953.429.133,38
Consultas Médicas 29.835.353.523,23
Outros Atendimentos Ambulatoriais 22.356.961.643,64
Consultas Médicas Ambulatoriais 21.886.696.574,18
Terapias 18.403.585.953,42
Demais despesas médico-hospitalares 14.293.244.799,63
Consultas Médicas em Pronto Socorro 7.902.427.955,48
Procedimentos Odontolégicos 3.329.990.109,38
Procedimentos preventivos 541.425.616,69
Consultas odontolégicas iniciais 195.964.053,92
Préteses odontolégicas unitarias (coroa total e

restauracao metalica fundida) 154.965.963,02
Préteses odontoldgicas 154.329.427,53
Exodontias simples de permanentes (12 anos ou

mais) 47.067.670,26

Fonte: Adaptado do Mapa Assistencial da Saude Suplementar (AGENCIA NACIONAL DE
SAUDE, 2022)

A tarefa de predicdo de readmissao hospitalar para pacientes que vivem com diabetes
€ uma em que hospitais e seguradoras de saude trabalham constantemente,
processando dados coletados no dia a dia do servico de saude. Como forma de
auxiliar e automatizar esta classificagdo, o aprendizado computacional tem sido
amplamente analisado em estudos académicos (ASLAM et al., 2021; Y. ZHAO et al.,
2019; DUGGAL, et al., 2016), utilizando algoritmos juntamente com a mineracéo de
dados para gerar modelos de previsdo, com intuito de permitir agées preventivas
direcionadas aos pacientes diabéticos que possuem maior risco de readmissao.

Nesta pesquisa, utiliza-se dados provenientes de registros médicos com histdrico de
10 anos, contemplando o periodo de 1999 até 2008, de atendimentos clinicos em 130
hospitais dos EUA, fornecidos pelo repositério de aprendizado de maquina da
Universidade da Califérnia, Irvine (UCI) e doados pelo Centro de Pesquisa Clinica e

Translacional da Universidade da Comunidade da Virginia.

O objetivo € comparar resultados de diferentes modelos de classificagao e analisar
seus desempenhos. Ao identificar quais modelos de classificagdo apresentam
melhores resultados, pretende-se contribuir para o aprimoramento de sistemas de
apoio a decisédo clinica, otimizando o processo de diagndstico e tratamento da

diabetes. No ambito académico, a pesquisa contribui para o avanco da aplicagao de
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técnicas de aprendizado de maquina na area da saude, fornecendo uma base para

estudos futuros.

Também se espera que os resultados possam servir como referéncia para estudos
comparativos em saude, especialmente aqueles que buscam avaliar a eficacia de

modelos de classificagdo em contextos clinicos.

E importante ressaltar que esta pesquisa utiliza dados de hospitais e pacientes dos
Estados Unidos, o que significa que os dados e consequentemente resultados, ndo
refletem diretamente a realidade do contexto brasileiro. Ndo obstante, os conceitos e
técnicas empregadas neste trabalho, podem ser adaptadas para bases de dados de
hospitais brasileiros. Para este, faz-se uso de 5 algoritmos: Regressao Logistica,
Arvore de decisdo, Floresta aleatéria, Redes Neurais Artificiais e Maquinas de Vetores
de Suporte. Comparando os resultados e os avaliando através de indicadores de
performance constantemente utilizados em estudos semelhantes, como acuracia,
sensibilidade, especificidade e a curva ROC (ASLAM et al., 2021).

1.1 Objetivo

Esta pesquisa tem como objetivo analisar e comparar os resultados de cinco
algoritmos de classificagdo — Regressdo Logistica, Arvore de decisdo, Floresta
aleatdria, Classificador de Redes Neurais Artificiais e Maquina de Vetores de Suporte
— na predicado de readmissao hospitalar de pacientes com diabetes. A escolha desses
algoritmos baseou-se em sua eficacia comprovada em pesquisas semelhantes. Uma

introducao das pesquisas pode ser observada no capitulo 2.

1.2 Justificativa

A Federacao Internacional de Diabetes, menciona que, com o passar dos anos, a
proporcao de pessoas diabéticas tem aumentado e um dos principais impulsionadores
do custo da diabetes sao as internagdes hospitalares. Além disto, dados da Agéncia
Nacional de Saude (ANS) revelam que no Brasil, o custo de internacbes médicas sao

0s maiores dentre todos os gastos da produgéo assistencial do setor.
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Estudos ressaltam que existe uma redugéo significativa nas readmissdes de pacientes
gue mantém consultas médicas apos a alta hospitalar (GREGOR et al, 2022). Neste
sentido, a utilizagdo de modelos computacionais para predicdo de readmissdes
hospitalares, torna-se fundamental para promover a melhoria da gestdo de recursos
e apoiar analises clinicas, possibilitando hospitais e seguradoras de saude e até
mesmo 0s proprios pacientes, agirem de forma proativa, seja criando programas de

incentivo a saude ou acompanhamentos remotos e presenciais com os pacientes.

1.3 Contribuicao

Do ponto de vista pratico, os resultados podem impulsionar melhorias nos modelos de
classificagao utilizados na pratica clinica, refinando o processo de diagnostico e
tratamento. No contexto académico, a pesquisa contribui para o avanc¢o da aplicagao
de técnicas de aprendizado de maquina na area da saude, validando métodos de
analise de dados e servindo como referéncia para estudos comparativos em saude.
Essas contribuigdes coletivas destacam a relevancia e o potencial impacto dessa

investigacdo no campo da saude e ciéncia de dados.

1.4 Metodologia

A pesquisa foi realizada nas seguintes etapas principais: revis&o da literatura, visando
coletar pesquisas que apresentem métodos técnicas, processos, experiéncias,
fracassos e sucessos de diferentes algoritmos de aprendizado computacional
frequentemente aplicados a classificagdo de risco de readmisséo hospitalar, seguido
pelo levantamento e analise dos dados utilizados na prova de conceito do estudo e
por fim, a apresentacdo e comparacgao dos resultados obtidos por diferentes técnicas

de aprendizado computacional.
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2. LITERATURA RELACIONADA

Nos ultimos anos, diversos algoritmos tém sido utilizados para predigdo de
readmissao de pacientes com diabetes mellitus. Essas iniciativas praticas tém gerado
uma significativa produgcdo académica, demonstrando a Vviabilidade dessas
aplicagdes. Neste tdpico, analisa-se alguns destes esfor¢os para que, identificados os
algoritmos e métodos usualmente utilizados em classificagcbes semelhantes, seja
possivel justificar a escolha dos métodos durante a execugao deste estudo e analisar

oS seus resultados.

Em um estudo de 2013 desenvolvido por TRACK et al., buscou-se analisar o impacto
das medigdes de hemoglobina glicada em pacientes diagnosticados com diabetes
mellitus, mantendo-se a hipotese que a medi¢ao deste indicador estaria associada
com uma redugao nas taxas de readmissao de individuos internados. Também
conhecido como HbA1c, este indicador se forma da interagdo entre a glicose e a
hemoglobina, sendo muito utilizado para avaliar o controle do agucar no sangue de
diabéticos (LITTLE; SACKS, 2009). O referido estudo, se embasando em 70.000
encontros com pacientes portadores de diabetes mellitus, fez uso da regressao
logistica multivariavel para “encaixar a relacdo entre a medicdo de HbA1c e a
readmissao precoce”, em conjunto com variaveis presentes no banco de dados - como
o tipo da doenca e dados demograficos. Com esta aplicagédo, os autores concluiram
que o simples fato de ser medida a hemoglobina glicada esta associado a menores

taxas de readmissoes.

Em 2019, Y. ZHAO et al., produziram o estudo intitulado “Predicting 30-Day Hospital
Readmissions for Patients with Diabetes” (Previsdo de readmissdes hospitalares de
30 dias para pacientes com diabetes, em tradu¢ao nossa), buscando identificar
pacientes com diabetes mellitus que tem maior probabilidade de serem readmitidos
em até 30 dias, foi explorado a partir de dados reais de 124.678 registros de
admissao extraidos do banco de dados de internagao do estado da Florida, o
desempenho de quatro algoritmos computacionais normalmente utilizados em
classificagdes — Matriz de Vetores de Suporte; Redes Neurais; Regressao Logistica
e Floresta Aleatdria — e também os resultados de dois métodos de aprendizado por

conjunto, sendo eles Ensemble Learning e XGBoost. Além disso, os autores
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analisaram os principais fatores de risco associados as readmissdes hospitalares de
30 dias de pacientes diabéticos. Os resultados produzidos apresentaram que
informacgdes clinicas e demograficas dos pacientes sao importantes para que as
técnicas de aprendizado computacional apresentem resultados eficazes na previsao
de readmissdes hospitalares precoces, todos os algoritmos resultaram em previsdes
satisfatorias com a curva AUC acima de 0,75, mas a técnica que gerou o melhor

resultado foi o XGBoost com a curva AUC de 0,79.

TAMIN e ISWARI, em um estudo realizado em 2017 que visou implementar o
algoritmo C4.5 para determinar a taxa de readmissao hospitalar de pacientes com
diabetes, utilizou-se da mesma base de dados empregada nesta pesquisa. Essa base
contém informagdes de pacientes diabéticos de 130 hospitais nos Estados Unidos,
abrangendo um periodo de 10 anos (1999-2008). No experimento realizado, foram
criadas quatro amostras de dados, cada uma com um tipo de tratamento e conjuntos
de variaveis, a fim de avaliar o desempenho do algoritmo para previsdo da
readmissao, em diferentes cenarios. Concluiu-se que o experimento precisa ser
reanalisado, visto que o algoritmo da arvore de decisdo € muito vulneravel a
ocorréncia de condigdo de sobre ajuste. Embora a precisdo produzida de 76% seja
alta, o artigo ressalta que se os dados de teste forem diferentes dos dados de

treinamento, o resultado do modelo pode variar significativamente.

A pesquisa conduzida por SHANG et al em 2021, buscou comparar métodos de
aprendizado de maquina parar realizar a predigdo de readmissido hospitalar em até
30 dias apos a alta do paciente diagnosticado com diabetes. Este estudo foi realizado
utilizando a mesma base de dados proposta em nossa pesquisa € na pesquisa de
TAMIN e ISWARI, mencionado acima. Seus resultados mostraram que o método de
Arvore Aleatéria obteve o melhor resultado dentre os modelos estudados, com esta
base de dados para este objetivo, além disso, os autores destacam que a precisao
pode ser melhorada ainda mais se os dados clinicos relacionados as hospitalizacbes

dos pacientes puderem ser estendidas para amostras maiores e com mais atributos.

Com embasamento nas experiéncias académicas prévias mencionadas, percebe-se
que diversas técnicas, meétodos e algoritmos sao explorados para prever a readmissao

hospitalar de pacientes diagnosticados com diabetes. Passa-se, entdo, a analise e ao
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detalhamento das técnicas e métodos que foram escolhidos para serem utilizadas na

construcao de modelos preditivos proposta neste trabalho.



18

3. FUNDAMENTAGAO TEORICA E CONCEITUAL

Neste capitulo, sdo contextualizados os conceitos tedricos, apresentando um breve
resumo sobre a diabetes mellitus e as readmissdes médicas hospitalares. Além disso,
explora-se o0 uso de modelos de aprendizado computacional para a predicdo de

readmissdes médicas de pacientes diagnosticados com diabetes.
3.1 Diabetes Mellitus no Brasil e no mundo

O ministério da saude descreve o diabetes como uma doencga causada pela producao
insuficiente ou ma absorcao de insulina, horménio este, que tem a funcédo de quebrar
as moléculas de glicose para transformar em energia, para manutencéo das células
do organismo. O diabetes pode causar o aumento da glicemia e quando apresentam
taxas altas, podem levar a complicagcdes no coragao, artérias, olhos, rins € nos nervos,
podendo levar até mesmo a morte (MINISTERIO DA SAUDE, 2023).

A Sociedade Brasileira de Diabetes destaca que o Diabetes Mellitus pode se

apresentar de diversas formas e tipos diferentes e existem 2 tipos principais, sado eles:

e Diabetes Mellitus Tipo 1
Condicao em que o sistema imunoldgico erroneamente ataca as células do
pancreas, afetando o nivel ideal de geragao de insulina, levando a um acumulo
de glicose no sangue, em vez de ser usada como fonte de energia. Esse tipo
afeta de 5 a 10% das pessoas com diabetes e geralmente se desenvolve na
infancia ou adolescéncia, ndo obstante, também pode ocorrer em adultos. Seu
tratamento envolve o uso de insulina, medicamentos e planejamento alimentar
e de atividades fisicas, com o objetivo de controlar os niveis de glicose no

sangue.

¢ Diabetes Mellitus Tipo 2
Esse é o tipo mais comum, afetando cerca de 90% das pessoas com diabetes.
Neste tipo, a insulina é produzida corretamente, mas o corpo encontra-se em

uma condigdo que nao consegue utilizar essa insulina adequadamente, ou até
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mesmo, ndo produz insulina em quantidades suficientes para regular os niveis
de (glicose no sangue. Em casos menos graves, seu tratamento é
frequentemente realizado com atividade fisica e planejamento alimentar,
enquanto em situagcdes mais severas, pode ser necessario o uso de insulina

e/ou outros medicamentos para regular os niveis de glicose.

Infelizmente, até o momento, a causa do tipo de diabetes ainda € desconhecida e
ainda nao ha cura, a melhor forma de preveni-la € com praticas de vida saudavel,

mantendo boa alimentagao e atividades fisicas regularmente.

3.2 Readmissoes hospitalares

A readmissio hospitalar € o retorno de um paciente em um determinado periodo ao
hospital apds receber alta, geralmente com periodos de até 30 dias, até 60 dias ou
até 90 dias. A readmissao € um tépico importante na area da saude, pois tem
implicagdes significativas na qualidade do atendimento, nos custos de saude e no

bem-estar dos pacientes.

Dado a importédncia de acompanhar os cuidados da saude da populagéo, alguns
paises adotaram medidas para analisar e comparar os cuidados da saude de
diferentes hospitais, através de indicadores de qualidade, um desses indicadores é
justamente a readmissao hospitalar. Uma das medidas adotadas pelo governo dos
Estados Unidos € o Programa de Reducdo de Readmissbes Hospitalares, em
tradugao nossa (HRRP), esta medida, tem como objetivo incentivar hospitais a reduzir
as taxas de readmissao hospitalar, naturalmente, isso é feito por meio de um sistema
de pagamento baseado em desempenho (CENTERS FOR MEDICARE & MEDICAID
SERVICES, 2023).

O Brasil também adotou formas de avaliar a qualidade dos prestadores de servigo na
saude suplementar, através de indicadores que tém validade, comparabilidade e
capacidade de discriminacao dos resultados. Conforme a Resolugdo Normativa n° 546
da ANS, foi criado o programa chamado Programa de Qualificagdo dos Prestadores

de Servigos de Saude (QUALISS) e se trata de uma iniciativa da Agéncia Nacional de
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Saude Suplementar (ANS) e seu objetivo € incentivar a melhoria da qualidade dos

servicos prestados pelos hospitais brasileiros.

3.3 Aprendizado de maquina

O aprendizado de maquina é a uma abordagem que envolve o uso de algoritmos e
modelos de computador para realizar tarefas aprendendo com dados e experiencias
anteriores (ALPAYDIN, 2020). Em outras palavras, os computadores sao treinados
por especialistas de forma que aprendam padrdes através de dados histéricos e entao
realizam tarefas de acordo com critérios especificos. Os modelos podem ser tanto
preditivos para fazerem predicdes do futuro quanto descritivos a fim de obter

conhecimento de dados ou ambos.

Aprendizado de maquina trabalha com predi¢gdées analiticas dentro de conjuntos de
dados pré-existentes, contribuindo assim, com uma assisténcia de analise muito mais
eficiente e rapida que um ser humano pode realizar (MUELLER e MASSARON, 2022).
Essa capacidade de predicao € viabilizada por meio de modelos de aprendizado de
maquina, que fazem uso de algoritmos e modelos estatisticos para processar dados
e reconhecer padrdes, gerando previsées em novos conjuntos de dados. (NVIDIA,
2021). Alguns modelos de aprendizado computacional incluem a Regresséo Logistica,

Naive Bayes, Maquinas de Vetores de Suporte e as Arvores de Decis3o.

O aprendizado de maquina pode ser dividido em duas categorias: Aprendizagem
supervisionada e nao supervisionada, que sao detalhadas a seguir e para mais
informacdes, € possivel consultar o livro “Introducdo a mineragcdo de dados” de
(CASTRO; FERRARI, 2017).

e Aprendizagem supervisionada: Os rétulos das classes dos dados de
treinamento sdo conhecidos previamente e entdo, usados para ajustar o
modelo de predigdo. Tradicionalmente utilizado em tarefas de classificagao de
objetos, atribuigdo de crédito e detecgao de fraudes.

Em outras palavras, os dados sdo como uma bussola apontando para o norte,

pois eles ja possuem os rétulos associados.
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e Aprendizagem nao supervisionada: O algoritmo € treinado em um conjunto
de dados que nao contém roétulos ou saidas previamente conhecidas. O
objetivo deste aprendizado, é descobrir padrbes, estruturas ou agrupamento
nos dados. Muito utilizado em tarefas de recomendacdo de produtos e
classificacdo de imagens.

Em termos mais simples, os dados de treinamento sdo como uma floresta
obscura sem ftrilhas pré-determinadas e sem uma bussola para apontar uma
direcdo. Neste caso, a maquina precisa achar o caminho correto, com a sua

prépria perspicacia, descobrindo padrdes e estruturas da floresta.

Nesta era tecnoldgica e cientifica, essas duas abordagens desempenham papéis de
destaque na ciéncia de dados e tem aplicagcbes em muitos campos, de analise de
dados de redes sociais a predicdo de readmissdes hospitalares.

3.4 Arvore de decisdo

A arvore de decisdo é um dos métodos mais populares entre os de classificagdo. Sao
produzidas por algoritmos que discernem formas de segmentar conjuntos de dados
em segmentos semelhantes, resultando em uma estrutura de ramificagdo. Suas
ramificagcbes formam uma arvore invertida que se origina com um no raiz no topo da
arvore, que por sua vez, € conectado a outros nos através de novos ramos,

culminando nas folhas da arvore, que correspondem a regras de classificagao.

Uma vantagem dos métodos de arvore de decisdo é a sua capacidade de analisar
multiplas variaveis. Isso possibilita explicar, descrever, prever e classificar resultados,
indo além dos relacionamentos simplificados de causa e efeito. Essa facilidade de
compreensao e representacdo grafica permite uma explicagdo intuitiva do
funcionamento do algoritmo ao seguir a arvore a partir do no raiz, para explicar seus

desfechos.

Ademais, além da interpretacdo simplificada, a comunidade encontra atrativos na

facilidade de implementagao, pois, ao contrario de alguns algoritmos, as arvores de
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decisao aceitar variaveis categéricas. Outro fator atrativo é que as arvores de decisao
tém a habilidade de lidar com valores ausentes. (HASTIE; TIBSHIRANI; FRIEDMAN,
2008).

A imagem 1 a seguir, exemplifica um modelo de arvore de decis&o binaria, no qual a
arvore comega com uma informacao raiz, e a partir dela geram novos testes, ou “nés”.
As ramificagbes, sdo equivalentes aos resultados dos testes, podendo ou nao gerar
novas ramificagdes. Por fim, na extremidade inferior da arvore, temos as folhas, que
encerram as subcategorias criadas pela arvore, representando as decisdes a serem

tomadas.

Figura 1 - Exemplo de Arvore de Decisdo

Pessoa saudavel ou nao?

Idade < 50

Sim Nao

Fazer
exercicio

Comer
hamburguer

' Nao saudavel ' ' Saudavel ’

Fonte: Adaptado de Decision Tree and Ensemble Learning Based on Ant Colony
Optimization (KOZAK, 2019, p. 4)

3.5 Regressao logistica

Os objetivos da regressao logistica sdo resumidos, no ambito das categorias
possiveis, em classificar observagdes ao estimar a probabilidade de ela estar inserida
em uma categoria particular, modelando, estimando e prevendo a probabilidade deste

encaixe. Quando as variaveis categoéricas possuirem apenas dois estados possiveis,
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tém-se a regressao logistica binaria, ao passo que, se o numero de valores possiveis
for maior, é caracterizada como regressao logistica multiclasse. Neste trabalho, o foco

recai sobre a binaria.

Diferente da regressao linear, que tenta ajustar uma linha reta aos dados, a regressao
logistica funciona calculando uma soma ponderada das caracteristicas de entrada,
semelhante a um modelo de regressao linear, mas em vez de gerar um resultado
continuo, a regressao logistica aplica uma fungéo logistica (sigmoide) em forma de S,
para modelar a probabilidade de uma instancia pertencer a uma classe em problemas
de classificagéo binaria (GERON, 2019), (GEETHA; SENDHILKUMAR, 2023).

Figura 2 - Exemplo de fungéo logistica

2 4 6 g 10

Fonte: Adaptado de Maos a Obra: Aprendizado de Maquina com Scikit-Learn & TensorFlow
(GERON, 2019)

A equacéo da regressao logistica € dada da seguinte forma (GARETH et al., 2023):

efo + B1X
1+ eﬁo + ,le

p(X) =

Onde:

e p(X) - Trata-se da probabilidade de pertencer a categoria 1
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e ¢ — - E abase do logaritmo natural

e efl, + [, X - Sao os coeficientes associados a cada variavel preditora - x;, x, x,

3.6 Redes Neurais Artificiais

Redes neurais artificiais sdo modelos computacionais criados, usando como base, a
estrutura e funcionamento do sistema nervoso humano, essas redes sdo compostas

por unidades interconectadas chamadas de neurdnios artificiais.

Redes neurais artificiais sdo um conceito muito antigo, com estudos datados de 1943,
ambos descrevem o modelo como podendo ter varias camadas ocultas e um numero

diferente de neurénios em cada camada.

Em geral, um modelo de redes neurais € constituido por trés tipos de camadas
(IZBICKI, R.; SANTOS, T. M., 2020), sao elas:

e Camada de Entrada: Primeira camada do processo, no qual os dados sao
recebidos e passados adiante.

e Camadas Ocultas: Camadas intermediarias que contém neurbnios que
realizam operagdes matematicas para aprender com os dados.

e Camada de saida: Resultado, que pode ser probabilidades de classificacao,

regressao ou outro tipo.

Cada neur6nio artificial recebe um ou mais sinais de entrada, realiza uma combinacao
linear dos sinais ponderados por peso e em seguida aplica fungdes de ativagao (como
a sigmoide e tangente hiperbdlica) para produzir um sinal de saida.

Os tipos mais amplamente reconhecidos de redes neurais incluem a Rede Neural
Feedforward, também conhecida como Multilayer Perceptron, que se trata de uma
rede em que as informacgdes fluem em uma unica dire¢do, da camada de entrada,
para as camadas ocultas e finalmente, para a camada de saida. Essa arquitetura é
particularmente util para resolver problemas de classificagdo. Além da Rede Neural
Feedforward, outro tipo € a Rede Neural Recorrente, que se caracteriza pelas

conexoes retroativas, que permitem transferéncia de informagdes entre camadas do
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mesmo tipo ou anteriores. Essa abordagem é muito usada para resolver tarefas que

envolvem sequéncia de dados, como processamento de linguagem natural.

O foco deste estudo recai sobre a Rede Neural Artificial Feedforward, representada
graficamente pela figura 3 a seguir:

Figura 3 - Exemplo de uma rede neural Feedforward com 3 camadas ocultas

Camada de Camada Camada Camada Camada
entrada Oculta 1 Oculta 2 Oculta 3 De saida

Fonte: Adaptado de Aprendizado de maquina: uma abordagem estatistica (IZBICKI;
SANTOS, 2020)

3.7 Maquinas de Vetores de Suporte (SVM)

O método de Maquinas de Vetores de Suporte, também é conhecido pelo seu termo
em inglés “Support Vector Machine” (SVM), utiliza fungdes lineares em um espaco de
caracteristicas de alta dimensé&o, sado treinadas com um algoritmo de aprendizado
proveniente de duas grandes teorias, sao elas a teoria da generalizagao, cujo o
principal objetivo é fornecer técnicas matematicas necessarias para encontrar
hiperplanos que otimizem as medidas de margem, evitando overfitting (sobreajuste,

em tradugcdo nossa), e a teoria da otimizagao, o qual fornece técnicas matematicas
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para encontrar hiperplanos que otimizem essas medidas. Esse método de
aprendizado computacional é conhecido devido a sua eficiéncia em treinamento e
teste e sua capacidade de lidar de maneira eficaz com o overfitting. Também é
utilizado por muitos estudos e resolugdes de problemas complexos, como
estratificacdo de risco e sistemas de recomendacao, citando como exemplo o estudo
“Content-based Recommender System using Social Networks for Cold-start Users”

dos autores Prando; Contratres; Solange Souza; Luiz Souza.

SEGARAN (2007), em sua introdugao ao assunto, explica que seu objetivo & pegar
bancos de dados com inputs numéricos e tentar prever em qual categoria, entre duas
possiveis, eles séo classificados, construindo um modelo preditivo que funciona com
base na procura da linha que divide exatamente as duas categorias. Para exemplificar,
o autor considera a situacdo de uma equipe de basquete: considerando a dinamica
do jogo, posi¢des na frente requerem jogadores mais altos, ao passo que no fundo da
quadra é mais vantajoso o time contar com jogadores mais ageis. Classificar os
jogadores com relagdo a suas alturas e velocidades possibilita, entdo, categorizar
quais jogariam de forma mais eficiente em cada uma das posigdes. A forma como o
modelo funciona pode ser melhor visualizada plotando os dados em um grafico como
0 seguinte:

Figura 4 — Exemplo do modelo Maquinas de Vetores de Suporte

Altura

Melhor

‘elocidade

Fonte: Adaptado de Programming Collective Intelligence: Building Smart Web 2.0
Applications (SEGARAN, 2007, p. 289)
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No exemplo, plotando as alturas e velocidades dos jogadores, € possivel categoriza-
los de varias formas possiveis, dividindo o grafico com linhas. Ha, contudo, uma linha
que representa uma divisdo mais limpa, com os dados dos pontos estando o mais
longe possivel dela; esta € a marcada em verde e denominada de “Melhor”. O objetivo
desse modelo é justamente encontrar qual é essa linha, determinando-a partir dos
pontos que devem estar mais préoximos dela - denominados de vetores de suporte.
Delimitadas as areas de cada categoria com a linha, plotar novos dados no grafico é
s 0 que € necessario para classifica-los, de forma que o processo € bem agil.

3.8 Analise de Componentes Principais

A Analise de Componentes Principais, conhecida também pela sua sigla em inglés
“PCA” (Principal Component Analysis), € uma técnica estatistica para reduzir a
dimensionalidade de dados. Segundo (CASTRO; FERRARI, 2017), transformando um
conjunto de atributos possivelmente correlacionados em um conjunto de atributos
linearmente descorrelacionados chamados de componentes principais, que capturam
a maior variabilidade dos dados. Em outras palavras, essa técnica projeta os dados
em um espag¢o de dimensdo menor, mantendo a informacdo mais relevante e

reduzindo a complexidade do conjunto de dados.

3.9 Medidas de desempenho de modelos de classificagao

A partir dos resultados obtidos pelos modelos de classificagdo, as organizagdes
podem decidir quais decisbes estratégicas tomarédo. Desta forma, é de extrema
importancia analisar medidas estatisticas que garantam a confiabilidade do modelo.
As medidas tipicamente utilizadas para avaliar modelos de classificacdo sao acuracia,
precisdo, sensibilidade e especificidade. Detalhes sobre as medidas séao

apresentados a seguir (FACELI, 2011)

e Acuracia: A acuracia € uma meétrica facilmente interpretavel, varia de 0
a 1, sendo 0 o pior valor e 1 0 melhor valor. E calculada pela soma dos
valores da diagonal principal da matriz e dividida pela soma dos valores

dos elementos da matriz.
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. VP +VN
ac(f) =—

e Precisido: Variando de 0 a 1, sendo 0 o pior valor e 1 o melhor valor.
Trata-se da proporcao de exemplos positivos classificados corretamente

entre todos aqueles que foram preditos como positivo por f.

o VP
prec(f) = ypFp

e Sensibilidade: Variando de 0 a 1, sendo 0 o pior valor e 1 o melhor valor.

Representa a taxa de acerto na classe positiva (TVP)

VP

sens(f) =rev(f) =TVP(f) = VP + FN

o Especificidade: Variando de 0 a 1, sendo 0 o pior valor e 1 o melhor

valor. Representa a taxa de acerto na classe negativa (TFP)

. N .
esp(f) = yFp = L~ TFP(/)

Assim como a acuracia, precisao, sensibilidade e especificidade, o parametro
Receiver Operating Characteristic (ROC), ou Caracteristica de Operagcao do Receptor,
em tradugdo nossa, € uma medida de desempenho para problemas de classificagao,
que apresenta o quanto o modelo é capaz de distinguir entre as classes. Quanto mais
préximo de 1 a curva ROC do modelo se aproxima, melhor sera a capacidade de
classificagao do algoritmo, em contrapartida, quanto mais préximo de 0, pior é a sua
capacidade de classificagdao. No entanto, quando a area sob a curva esta muito
préxima de 0,5 significa que o modelo ndo é preciso. A figura 5 a seguir exemplifica

uma curva ROC.



Figura 5 - Exemplo de uma curva ROC

Verdadeiro positivo
o
w

Falso negativo

Fonte: Adaptado de Inteligéncia artificial: uma abordagem de aprendizado de
magquina (FACELI, 2011)
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4. DESENVOLVIMENTO DA PROVA DE CONCEITO

A aplicacédo trata-se do uso de algoritmos de aprendizado computacional para
predicao de readmissao hospitalar de pacientes diagnosticados com diabetes mellitus.
Para isto, optou-se pela utilizacdo da linguagem Python que € muito usado para o

desenvolvimento de solugdes de aprendizado de maquina.

41 Contexto de negécio

A gestdo de recursos no ambiente clinico hospitalar e seguradoras de saude é de
extrema importancia para garantir a continuidade do negdécio. Dado este fato, a
preocupagao com o risco a saude € grande, devido ao potencial que representa para

os sinistros excederem os recursos disponiveis.

Um dos principais contribuintes para o total de despesas médicas e, inclusive, um
indicador de suma importancia para a qualidade do atendimento oferecido, é a
readmissao hospitalar. Estudos concluem que grande parte dessas readmissdes

médicas sao provenientes de pacientes com condigdes cronicas (DUNGAN, 2012).

O propésito deste estudo, como apresentado em capitulos anteriores, nao €, por si so,
uma contribuigdo para saude do pais, uma vez que a base de dados utilizada pode
nao refletir exatamente a realidade brasileira. O foco principal deste estudo reside na
analise e comparagao dos resultados de quatro modelos computacionais - Regressao
Logistica, Maquina de Vetores de Suporte, Floresta Aleatéria, Arvore de decis&o e
Redes Neurais Artificiais -, aplicados a predicdo de readmissdo hospitalar de
pacientes diagnosticados com diabetes mellitus. Essas técnicas e conceitos tem o
potencial de servir como base para futuras analises em bases de dados brasileiras.
Esta prova de conceito utiliza dados de 130 hospitais nos EUA, fornecidos pelo Centro
de Pesquisa Clinica e Translacional da Virginia Commonwealth.
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4.2 Linguagem de Programacao utilizada

Para o desenvolvimento da aplicagao, optou-se pela utilizagado do Python por ser uma
linguagem de programacao de codigo aberto e vasto ecossistema de bibliotecas para
os mais diversos fins, incluindo pré-processamento de dados e algoritmos de

aprendizado.

e Python 3.9.13 — Linguagem de programacao de cddigo aberto de alto nivel, de
propésito geral. Utilizada neste estudo para a preparagao dos dados que serao
utilizados pelas aplicagdes de aprendizado de maquina, passando pelas etapas
de ingestao e tratamento dos dados, analise exploratoria e pré-processamento.
Uma vantagem adicional do Python é que, para realizar analises de dados de
maneira produtiva, ndo € necessario possuir proficiéncia avancada na
linguagem (MCKINNEY, 2018).

4.2.1 Bibliotecas Python

Para utilizar as bibliotecas mencionadas a seguir, basta efetuar sua instalacéo e

importa-las no codigo Python.

e Pandas — Fornece estruturas de dados e ferramentas para manipulacéo e
analise de dados.

e Numpy — Abreviatura de Numerical Python — Essa biblioteca fornece suporte
para arrays e fungdes matematicas de alto desempenho.

e Matplotlib — Biblioteca de visualizagdo de dados, permitindo criar graficos
estaticos ou interativos, figuras 2D ou 3D.
Scikit-Learn — Biblioteca de aprendizado computacional, fornece diversos
algoritmos e ferramentas para pré-processamento de dados, tarefas de
classificagao, regresséo e avaliagao dos algoritmos.

e SMOTE - Abreviatura de Synthetic Minority Over-sampling Technique (Técnica
de Superamostragem da Minoria Sintética, em tradug&o nossa). E uma técnica
de processamento de dados para lidar com desequilibrios de classe, utilizada

no campo de aprendizado de maquina para tarefas de classificagao.
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Keras — Técnica muito popular para uso de redes neurais.

Fluxo do processo

Para alcangar o objetivo deste estudo, que é a predi¢cao de readmissao hospitalar de

pacientes diagnosticados com diabetes, foram adotadas como referéncia, embora ndo

restritas a elas, as etapas convencionais para a criagcdo de um processo preditivo,

essas etapas sao representadas através da figura 6 a seguir. Essas etapas séo
detalhadas no livro de (CASTRO; FERRARI, 2017), que destaca quatro etapas que

desempenham papeis cruciais no processo de criagdo e avaliacdo de modelos

preditivos:

Pré-processamento de dados: preparacdo da base de dados, podendo
envolver todas as etapas tipicas de pré-processamento de dados, como
limpeza, integragao, redugao e transformacéo.

Separacao dos dados em conjuntos de treinamento e teste: Uma parte dos
dados € usada para treinar 0 modelo, e a outra parte € usada para avaliar a
qualidade do modelo gerado.

Treinamento e teste: O treinamento € realizado usando, naturalmente, os
dados de treinamento para entdo, ajustar os parametros livres do modelo, de
tal forma que o seu desempenho atinja determinado nivel de qualidade. Por
sua vez, o desempenho é avaliado considerando os dados de teste.
Avaliacao da saida: Os modelos preditivos geram suas saidas, que sao
avaliadas quanto ao desempenho, com énfase na capacidade de
generalizagdo. As medidas de avaliagado se baseiam no calculo de erros entre
a saida do modelo e a saida desejada, uma vez que os rotulos das classes do

treinamento ja sdo previamente conhecidos.
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Figura 6 - Fluxo do processo

Pré-Processamento

Filtrosz

Limpeza Andlise Separacao dos dados em
Coleta de dados . R :
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Fonte: Adaptado de (CASTRO; FERRARI, 2017) p 318.

4.4 Base de dados

Foram utilizados dados provenientes de registros médicos eletrdbnicos anonimizados,
com histoérico de 10 anos, contemplando o periodo de 1999 até 2008, de atendimentos
clinicos em 130 hospitais dos Estados Unidos, fornecidos pelo Centro de Pesquisa
Clinica e Translacional da Virginia Commonwealth e distribuidos pelo repositério de

aprendizado de maquina da Universidade da Califérnia, Irvine (UCI).
A base de dados inicial satisfaz os seguintes critérios:

E uma admissdo médica hospitalar.
Trata-se de um paciente que possui diagndstico de diabetes.
Tempo de internagdo minimo de 1 dia.

Exames laboratoriais foram realizados durante o encontro.

o~ 0N =

Medicamentos foram administrados durante o encontro.

Possuindo um total de 101.766 registros, a base contém tanto dados demograficos
como género, raga, idade, entre outros. Como também contempla dados clinicos

hospitalares, como diagnésticos, resultados de exames e medicagdes. O quadro no
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apéndice A.1 trata-se de uma adaptacao da lista de caracteristicas do conjunto de
dados inicial utilizada no estudo de (STRACK et al, 2014), estudo este, que serve de

referéncia para o conjunto de dados em questao.

4.5 Pré-processamento

Diversos livros e pesquisas de referéncia ressaltam a importadncia do pré-
processamento de dados, ao exemplo de GARCIA; LUENGO; HERRERA, que
destaca, no livro intitulado “Data Preprocessing in Data Mining”, publicado em 2015,
que grande quantidade dos dados no mundo real sdo altamente influenciados por
fatores negativos, como a presencga de ruido, dados inconsistentes e supérfluos, de

tamanhos enormes em ambas as dimensodes, exemplos e recursos.

O pré-processamento de dados é um passo primordial no fluxo de trabalho de analise
dos dados, envolvendo a preparacao dos dados brutos, melhorando a qualidade dos
dados, corrigindo erros, lidando com valores ausentes e aplicando técnicas de
transformacao para, ao final do processo, transformar a base em um formato que os
algoritmos de aprendizado computacional possam compreendé-la de forma eficaz,
afinal, dados de baixa qualidade levardo, irremediavelmente, a resultados de baixa

qualidade.

4.6 Aplicagao do pré-processamento de dados

Ao realizar uma analise preliminar da base de dados que pode ser observada na
analise exploratdria inicial de dados no apéndice A.3, optou-se pela remogao dos
atributos: peso e codigo do pagador, pois possuem 97% e 40% de valores ausentes,
respectivamente, conforme os graficos 7 e 8 a seguir. (STRACK et al, 2014),
analisando o mesmo conjunto de dados, explica que os valores ausentes do atributo
de peso podem ser pelo fato de que hospitais e clinicas ndo eram obrigados a capturar
essa informagcdo em um formato estruturado antes da legislagdo HITECH da lei

americana de reinvestimento e recuperacdo em 2009.



Figura 7 - Valores ausentes do atributo peso

Valores ausentes: peso
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Figura 8 - Valores ausentes do atributo cédigo do pagador

Valores ausentes: codigo do pagador
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Dado que o conjunto inicial possui multiplas internagdes para alguns pacientes, foi
adotado o mesmo tratamento realizado no estudo de STRACK, que por sua vez, foi
utilizado em outros estudos semelhantes, mantendo apenas um encontro por paciente
e removendo encontros que resultaram em o6bito ou liberagao e transferéncia para
outra unidade de internagao para evitar o viés da analise e dos algoritmos, tratamento

realizado no apéndice A.3.

Antes de efetuar os tratamentos dos dados de baixa porcentagem, foi realizado testes
com diferentes técnicas, preenchendo os valores ausentes com o dado da linha
anterior, com o valor mais frequente e agrupando. Dado os resultados, optou-se pelo
tratamento a seguir pois representaram melhores resultados. Sobre os atributos que
possuem uma baixa porcentagem de valores ausentes ou que representam potencial

técnico para os algoritmos, os registros foram preenchidos com o valor mais frequente
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na base, esses atributos s&o: raga, diagnostico primario e especialidade médica,

exemplificados na tabela 2 a seguir € no apéndice A.7:

Tabela 2 - Valores ausentes por atributo

Atributo Valores ausentes Porcentagem em relagao ao total
raca 2273 2,00%
especialidade médica 49949 49%
diagndstico primario 21 0,02%

Fonte: Proprio autor

Optou-se por remover os atributos examide, citoglipton e glimeripide-pioglitazone, pois
possuem apenas um valor distinto, o que, por consequéncia, é irrelevante para o
aprendizado (Apéndice A.9). Além disso, foram removidos o numero do paciente e o
numero do encontro, pois ambos também nao possuem relevancia para o aprendizado

de maquina.

A variavel alvo “readmitido” inicialmente possuia 3 valores: “NO”, representando que
nao se trata de uma readmissao, “>30” quando a readmisséao foi apos 30 dias em
relacdo a ultima internacao, e “<30”, quando a readmissao foi inferior a 30 dias em

relacédo a ultima internagao.

O objetivo € fazer a predigdo da readmisséo, neste caso, optou-se por ajustar a
variavel alvo para apenas 2 valores: 1 que representa readmissdes meédicas,
naturalmente contemplando “>30" e “<30” e 0 para ndo readmissdes. Este tratamento
pode ser consultado no apéndice A.10. A seguir, € ilustrado, através das figuras 9 e

10, o antes e depois da recategorizacao, respectivamente:



Figura 9 - Variavel alvo antes da transformacéao

<30

Fonte: Proprio autor

Figura 10 - Variavel alvo depois da transformacgao

nao readmitido

readmitido

Fonte: Proprio autor
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O atributo “tipo de admissao” foi recategorizado, distribuindo os pacientes por faixas
menores, pois, conforme a figura 11 a seguir, pode-se observar que possui 3 grandes
valores significativos e muitos valores invalidos e pouco significativos para o
aprendizado computacional, nestes casos, foram agrupados em somente um valor

apresentado como “outros”. A figura 12 ilustra o pés-tratamento desse atributo.
Figura 11 - Tipo de admissao antes da transformacgao

tipo de admissao - Antes da transformagao

Readmissao
20000 1 B (ao Readmitido
N Readmitide

Contagem

2191 2325

tipo de admissao

Fonte: Proprio autor



40
Figura 12 - Tipo de admissao depois da transformacao

Tipo de admissao - Depois da transformacdo
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O atributo de disposicao de alta, que possui 23 valores distintos, foi recategorizado
com os valores que representam a alta do paciente e agregando em um valor
chamado “Alta para casa”, e os demais foram recategorizados para “Outros” (apéndice
A.10). O atributo “fonte de admissao” seguiu o mesmo conceito. As técnicas de
reducéo de dimensionalidade realizadas para os atributos “fonte admiss&o” e “tipo de
admissao”, foram utilizadas em trabalhos semelhantes como o de (STRACK et al,

2014). Estes agrupamentos podem ser consultados no apéndice A.11.

Os atributos de diagndstico 1, diagndstico 2 e diagnéstico 3, que representam o CID-
9 e possuiam inicialmente 848, 923 e 954 valores distintos, também foram
recategorizados para faixas menores, de acordo com seus respectivos CIDS, a fim de
evitar uma forte correlagdo entre as variaveis, o que poderia impactar de forma

negativa o aprendizado dos algoritmos (Apéndice A.12).

As variaveis “teste AC1” e “teste de soro de glicose” também sofreram alteracées,

onde os valores que representam um resultado acima do normal, foram alterados para



41

o valor numérico 1, os resultados normais foram alterados para o 0 e por fim, o valor

-99 foi incluido para os exames que nao foram realizados.

Referente os atributos de medicagbes que representam se o medicamento foi
prescrito para o paciente ou se houve alteragdo na dosagem (apéndice A.13). Esse
atributo foi alterado para o tipo binario, aplicando 1 para quando o medicamento foi
administrado e 0, quando nao foi. Tecnica esta pode ser consultada no apéndice A.14,

também empregada pelo estudo de (ASLAM et al, 2021).

Foram criadas duas medidas que representam o uso de servigos no ano anterior (essa
métrica trata-se da soma de consultas ambulatoriais, emergenciais e internagdes). E
o total de medicamentos usados (trata-se da soma dos medicamentos prescritos).
(Apéndice A15).

Optou-se por remover os atributos de medicagdes que possuiam baixa relevancia
quantitativa com valores diferentes de NO. As colunas afetadas foram:
acetohexamide, nateglinide, repaglinide, tolbutamide, acarbose, miglitol, troglitazone,
tolazamide,  glyburide-metformin,  glipizide-metformin, = metformin-pioglitazone,

chlorpropamide (Apéndice A.16).

Foi realizado a identificacdo e tratamento de outliers para as colunas: Numero de
procedimentos laboratoriais e numero de medicagdes, conforme os graficos 13 e 14 a

seqguir e apéndice A.17:
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Figura 14 - Apos o ajuste de outliers
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Observou-se que os atributos numero de medicagées e uso do hospital no ano
anterior, possuem uma correlagéo entre si. Além do uso do hospital no ano anterior e
consultas ambulatoriais também, ja que a sua representatividade no conjunto de

dados é grande.
Figura 15 - Matriz de correlagao

Matnz de Correlacao

Qenero -l
Mas no nospital - ¥

numero de precedimentos laboratonals

rumers_de_procedimentos
rumero_de_medicacoss - S88
wonsultas_ambulatorisis_anc_anierior ¢
consutas_emangencia_sno_anteniar
consultas_intermacaa_ano_antenar
- 06
a4

numero_de_diagnosticos
teste_de soro_de glicose

metfarmin -3
glimepiride -4
glipizice
gybunde
proglitazone -XEGE
msigitazore
insulin -3

metfeernin-rosiglitazone KBS
mudanca_de_medicamento_de_diabetes ! 4 D¢
prescrito_medicamenta_para_diabetes '“E D .“
uso_hospital_ane_anterior JE310.490.52 Dn.a
tatal_medicamentas_usados 0.550. 0.021
T I
o 3 @ a 5 5§ & 8 2 o ¥ o < _5 L b wo &
IEE I ENSEE RN E .-.Sé’gg:gggg:.f
I EREEIRI SN R AN EE B E
SEFEEEE LT o B B L
§ #5358 g249¢3 § 5 3t
§$p 5388 FEF § 4
E o' § 5 g -
5 & 2 & fr £ E
2 = 3 g £ = 2 o a' 25
g g i )
5 o 8 & §
e £ 3 y 8
o' 2 5 \? E
i £ 8 5 &
E S § £
e

Fonte: Proprio autor

A matriz de correlagdo, exibida na figura 15 acima, apresenta poucos atributos
fortemente correlacionados, ndo obstante, sabe-se que correlagbes entre variaveis
pode levar a resultados imprecisos, uma vez que os modelos podem atribuir pesos
maiores para componentes que aparegam mais de uma vez no conjunto de dados
(apéndice A.18). Segundo (FACELI, 2011), a redugdo de dimensionalidade pode
melhorar o desempenho do modelo induzido, reduzir o custo computacional e tornar
os resultados obtidos mais compreensiveis. Desta forma, para obter uma tratativa



44

eficaz nestes casos, optou-se por utilizar o método de analise de componentes

principais, mais conhecido pelo seu termo em inglés “PCA”.

Apoés a divisdo de treino e teste (Apéndice A.19), verificou-se que a variavel alvo
“readmitido” nao esta balanceada, conforme a imagem 16. Neste caso, foi realizado o
uso da técnica Oversampling para o balanceamento das classes no conjunto de dados
de treino. A imagem 17 ilustra a variavel alvo balanceada (Apéndice A.20). Por fim,
realizado a limpeza e tratamento de dados, a base final possui um total de 67.845
registros e 31 colunas, conforme o quadro que pode ser consultado no apéndice A.21,

que representa o conjunto de dados final.

Figura 16 - Variavel alvo antes do balanceamento de classe
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Figura 17 - Variavel alvo apds o balanceamento de classe
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4.7 Aplicacao e resultados dos modelos

Os testes foram realizados com uma técnica usada em estudos relacionados, com
uma divisdo aleatéria de 70% dos dados do conjunto para treino e 30% para teste, de
forma com que cada grupo tenha uma quantidade igual ou semelhante de dados
rotulados. Além disto, esta proporcéo apresentou os melhores resultados dentre os

testes realizados em nosso conjunto de dados.

As métricas escolhidas para avaliacdo da performance entre os modelos, sdo métricas
amplamente utilizadas em diversos estudos de classificacdo, como apresentado no
capitulo 2, de pesquisas referencias. Essas métricas sdo: Acuracia, Precisao,
Sensibilidade, F1-Score e a Curva ROC.

Apds o pré-processamento e normalizagao de dados, um total de 67.845 registros
foram utilizados como entrada nos modelos, com um total de 31 atributos, incluindo
idade, raca, sexo, tempo de permanéncia no hospital e medica¢des administradas ao
paciente.



46

A aplicagado dos métodos de classificagdo podem ser consultados no apéndice A.22.
A comparagao do desempenho dos cinco algoritmos, relevou que o modelo de
Maquina de Vetores de Suporte obteve o melhor desempenho, alcangando a marca
de 61% de acuracia, 60% de precisao e 60% de sensibilidade, seguido do modelo de
Regresséao Logistica com 60% de acuracia, 65% de precisao e 60% de sensibilidade,
Floresta Aleatéria alcangou 59% de acuracia, precisao e sensibilidade, e por fim, os
modelos de Redes Neurais Atrtificiais e Arvore de decisdo alcancaram uma acurécia
de 59% e 55%, respectivamente. A tabela 3 a seguir, apresenta um resumo com as

principais métricas de comparagao entre os algoritmos.

Tabela 3 - Resultados dos modelos

Modelo Acuracia Precisao Sensibilidade F1-Score Curva
AUC
Arvore de decisdo 55% 0,54 0,54 0,54 0,55
Regresséao Logistica 60% 0,59 0,60 0,59 0.64
Maquina de Vetores de Suporte 61% 0,60 0,60 0,58 0,64
Floresta Aleatéria 59% 0,59 0,59 0,59 0.63
Redes Neurais Artificiais 59% 0,57 0,57 0,57 0.60

Fonte: Préprio autor. Adaptado de (STRACK, 2014)

No contexto das redes neurais artificiais, os hiper parametros adotados foram
selecionados com base nos resultados mais promissores durante os testes. O hiper
parametros de Funcgéo de perda com valor “binary_crossentropy” que € aplicado em
problemas de classificagdo binaria. Quanto ao otimizador, componente que regula o
tamanho dos passos durante a otimizagao do algoritmo, optou-se pelo método Adam

com uma taxa de aprendizado estabelecida em 0.001.

No cenario da Regresséao Logistica, o hiper parametro hiper parametro de tolerancia
para critério de parada (tol) foi ajustado para 0.0001, indicando uma convergéncia
mais rigorosa. O parametro de regularizagao Inversa (c) recebeu o valor 0.001, sendo
que valores maiores que “C” correspondem a uma regularizacdo mais suave,
permitindo uma adaptagao mais flexivel aos dados de treinamento. O algoritmo de
otimizacdo (solver) escolhido foi o ‘“liblinear”, conhecido pela sua eficacia em

problemas binarios.
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Referente ao modelo de Arvore de Decisdo, o hiper parametro que controla o critério
de selegao de recursos (criterion), foi configurado como “entropy”, que se refere ao
critério para medir a impureza de um no da arvore. O numero minimo de amostras em
folhas foi estipulado em 10, enquanto a estratégia de diviséo foi definida como “best”,
indicando que o algoritmo deve escolher a divisdo que estatisticamente resulta no

melhor desempenho.

Sobre o algoritmo de Floresta Aleatéria, os hiper parametros foram especificados com
um numero minimo de amostras em folhas de 50 e o numero de estimadores que € 0

total de arvores na floresta foi de 300.

Finalmente, para o algoritmo de Maquinas de Vetores de Suporte, o parametro de
regularizagao que controla a penalidade por erros de classificagao foi fixado em “1”, e
o tipo de kernel definido como “linear”.

Referente os resultados, o algoritmo de Maquinas de Vetores de Suporte pode ter tido
melhores resultados devido a sua capacidade de lidar com dados complexos, nao
lineares e com uma alta dimensionalidade, pois apesar do tratamento realizado na
etapa de pré-processamento de dados, o conjunto de dados final ainda assim possui

muitas caracteristicas.

A pesquisa conduzida por Y. ZHAO et al em 2019 buscou prever readmissdes
hospitalares de pacientes diagnosticados com diabetes em até 30 dias apds a alta
hospitalar. Seu conjunto de dados, composto por 124.678 registros de admissoes,
abrangeu o periodo de 2012 a 2014 e foi extraido do banco de dados de internagdes
do estado da Flérida. Embora o estudo de Y. ZHAO et al tenha alcangado um
desempenho de 72%, sua pesquisa diverge do nosso foco, que se concentra na

previsdo de readmissao hospitalar sem especificar o periodo de até 30 dias.

Ja a pesquisa de TAMIN e ISWARI, realizada em 2017, alcangou uma acuracia de
76% ao prever readmissdes em pacientes com diabetes, usando o algoritmo C4.5.
Apesar desta pesquisa ter utilizado a mesma base de dados que a nossa, apresenta
diferengas nos tratamentos dos dados. Para alcancgar a acuracia de 76% TAMIN e
ISWARI optaram por criar um conjunto de dados separado para teste, com a remogéo
diagnosticos CID "E" até "V" para substituir os valores por dados numéricos e remover
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as linhas com valores "nao" para a variavel "readmitido". Ja um de seus conjuntos de

dados que nao faz essa remogao, obteve uma acuracia de 57%.

Diferentemente deste estudo, a nossa abordagem envolveu a redugédo de
dimensionalidade proposta por (STRACK, 2014), levando em consideragcao a
existéncia de aproximadamente 950 cédigos CID distintos em nosso conjunto de

dados.

Adicionalmente, o estudo de SHANG et al, realizado em 2021, buscou prever
readmissdes para pacientes com diabetes em até 30 dias apds a alta, obtendo uma
curva AUC de 0,68, com tratamentos de dados semelhantes aos nossos. Embora
utilizassem a mesma base de dados e alguns tratamentos de dados em comum, como
a reducao de dimensionalidade dos diagndsticos de acordo com a codificagdo da CID-
9 e substituicdo modal de dados ausentes em atributos como "raca" e "especialidade
médica", as pesquisas divergiram-se também na técnica de balanceamento de dados,

adotando o Undersampling enquanto nés optamos pelo Oversampling.

Os resultados obtidos em nossa pesquisa, com uma acuracia de 61% e curva AUC
de 0,64, convergem bem com os alcangados nas pesquisas relacionadas. Por outro
lado, as particularidades em nosso estudo se concentram n&o apenas na previsao de
readmissdes dentro do periodo de 30 dias, mas também além desse intervalo
temporal. E importante destacar que, mesmo nos estudos relacionados que se utiliza
da mesma base de dados que o0 nosso, divergem-se nos métodos de pré-
processamento. Essas variagdes nos conjuntos de dados, caracteristicas e métodos
de pré-processamento explicam a discrepancia nos resultados entre os estudos
mencionados. Vale ressaltar que se torna desafiador realizar uma comparagcao
minuciosa em relagdo aos hiper parametros dos algoritmos, uma vez que detalhes
especificos sobre tais configuragbes n&o foram mencionados nos estudos

relacionados.
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5. CONCLUSAO

Diante do crescente aumento da incidéncia de diabetes tanto no Brasil quanto
globalmente, antecipar as readmissodes hospitalares de pacientes diagnosticados com
esta condicao torna-se fundamental. Essa medida ndo somente aprimora a qualidade
dos cuidados de saude prestados aos pacientes, como também implica em beneficios
significativos para os hospitais e seguradoras de saude. Ao prever e mitigar
readmissdes, 0s hospitais conseguem gerenciar recursos de forma mais eficiente,
reduzir custos operacionais € melhorar a alocacdo de pessoal e leitos, tudo isso

contribuindo para a otimizacdo do Sistema Unico de Saude.

Além disso, esse gerenciamento proativo abre espaco para cuidado pés-alta e gestéao
do cuidado continuo aos pacientes e programas de incentivo a saude dos pacientes.
Ao identificar antecipadamente as necessidades dos individuos com diabetes, é
possivel implementar estratégias de intervengcdo precoce e personalizada,
promovendo um acompanhamento mais atento e eficaz. Isso ndo apenas reduz as
readmissdes, mas também melhora a qualidade de vida dos pacientes, possibilitando

a gestao mais eficiente e bem-sucedida da condicéo.

Essa abordagem, centrada na prevencao de readmissdes e na gestdo proativa da
saude dos pacientes, € fundamental para um sistema de saude mais eficiente e

centrado no paciente.

Neste estudo, o objetivo foi a previsdo de readmissdes hospitalares de pacientes
diabéticos, empregando técnicas de pré-processamento de dados e a aplicagéo de
modelos computacionais. Ao analisar os resultados dos modelos, podemos constatar

de maneira quantitativa os beneficios de aplica-los.

Os resultados apontam que o algoritmo Maquina de Vetores de Suporte obteve o
desempenho mais consistente, alcangando uma acuracia de 62% na predicdo das
readmissdes. Esse modelo destacou-se como a escolha mais eficaz dentre as opgdes
analisadas neste estudo, no contexto da base de dados utilizada. Além disso, os
resultados evidenciaram a relevancia de variaveis como o numero de hospitalizagdes
anteriores, tempo de permanéncia no hospital, quantidade de medicag¢des e

procedimentos para a realizacido das predicdes.
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E importante ressaltar, no entanto, que as conclusbes deste estudo devem ser
interpretadas considerando as limitagdes da base de dados utilizada, pois abrange o
periodo de 1999 a 2008 e pacientes diabéticos dos Estados Unidos. Os resultados
podem variar de acordo com as caracteristicas da base de dados, o periodo, o pais
de origem das informagdes e inclusive, as particularidades culturais da populagéo

estudada.
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5.1 Contribuigdes do trabalho

Embora as internagdes hospitalares representem uma das maiores parcelas de custos
na area da saude, e a incidéncia de pessoas com diabetes no Brasil esteja
aumentando ao longo dos anos, a quantidade de estudos relacionados a predi¢cao de
readmissdes hospitalares em pacientes diagnosticados com diabetes, através de

algoritmos de aprendizado de maquina, ainda é limitada.

A principal contribuigdo deste trabalho reside na aplicagdo de técnicas e conceitos de
métodos de classificagdo, tipicamente empregados em estudos académicos no
exterior, para avaliacdo e comparacao dos resultados de diferentes modelos com o
proposito de prever readmissdes hospitalares de pacientes com diabetes. O destaque
da contribuicdo, esta na sua adaptabilidade para bases de dados brasileiras,
permitindo o uso das técnicas e conceitos explorados neste estudo, em contextos

nacionais.

5.2 Trabalhos futuros

Empregar o uso dos conceitos e técnicas utilizados neste estudo, com uma base de
dados nacional, pode relevar resultados interessantes em predicdes de pacientes
diagnosticados com diabetes mellitus, devido as particularidades do pais, como o
diferente estilo de vida, por exemplo. Vale ressaltar que ao empregar a abordagem
proposta em outros conjuntos de dados, é importante realizar uma analise detalhada
das caracteristicas individuais de cada conjunto. Isso inclui a identificacdo de padrdes
especificos, selegdo de modelos adequados ao contexto, o seu devido pré-
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processamento de dados e ajustes de hiper parametros para garantir a melhor

performance possivel.

Outro passo adiante é a inclusdo de dados de triagem, pois acrescentar mais dados
relacionados a saude do paciente, pode gerar resultados significativos nas predic¢des,

aumentando a assertividade das classificacoes.

Por ultimo e ndo menos importante, pode ser realizado a colaboragdo com
profissionais de saude para compreender as nuances especificas do cenario de saude

do conjunto de dados estudado.
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APENDICE A - CODIGO UTILIZADO

A seguir, se encontra o codigo Python desenvolvido para o estudo.

A.1. Quadro com lista de caracteristicas do conjunto de dados inicial

o7

Atributo Coluna Tipo Descrigéo e valores % ausentes

ID do encontro encounter_id Numeérico Identificador unico de um encontro 0%

Numero do paciente patient_nbr Numeérico Identificador unico de um paciente 0%

Raca race Nominal Valores: Caucasian, Asian, African | 2%
American, Hispanic, and other

Género gender Nominal Valores: male, female, and | 0%
unknown/invalid

Idade age Nominal Agrupado em intervalos de 10 anos: | 0%
[0,10),[10,20),...,[90,100)

Peso weight Numeérico Peso em libras 97%

Tipo de admisséao admission_type id Nominal Identificador inteiro que corresponde a 9 | 0%
valores distintos, por exemplo,
emergéncia, urgéncia, eletivo, recém-
nascido e ndo disponivel

Disposicao de alta discharge_disposition_ | Nominal Identificador inteiro correspondente a 29 | 0%

id valores distintos, por exemplo, alta para

casa, expirado e nao disponivel

Fonte de admissao admission_source_id Nominal Identificador inteiro correspondente a 21 | 0%
valores distintos, por exemplo,
encaminhamento médico, pronto-
socorro e transferéncia de hospital

Tempo no hospital time_in_hospital Numeérico Numero inteiro de dias entre a admissédo | 0%
eaalta

Cdédigo do pagador payer_code Nominal Identificador inteiro correspondente a 23 | 52%

valores distintos, por exemplo, Blue
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Cross\Blue  Shield, Medicare e
autopagamento

Especialidade médica medical_specialty Nominal Identificador inteiro de uma | 53%
especialidade do médico internante,
correspondendo a 84 valores distintos,
por exemplo, cardiologia, medicina
interna, familia\clinica geral e
cirurgiao

Numero de procedimentos | num_lab_procedures Numeérico Nimero de exames laboratoriais | 0%

laboratoriais realizados durante o encontro

Numero de procedimentos | num_procedures Numérico Numero de procedimentos (exceto | 0%
exames laboratoriais) realizados durante
0 encontro

Numero de medicagdes num_medications Numeérico Numero de nomes genéricos distintos | 0%
administrados durante o encontro

Numero de consultas | number_outpatient Numeérico Numero de consultas ambulatoriais do | 0%

ambulatoriais paciente no ano anterior ao encontro

Numero de Vvisitas de | number_emergency Numeérico Numero de visitas de emergéncia do | 0%

emergéncia paciente no ano anterior ao encontro

Numero de consultas de | number_inpatient Numeérico Numero de visitas de internacdo do | 0%

internacao paciente no ano anterior ao encontro

Diagnéstico 1 diag_1 Nominal O diagndstico primario (codificado como | 0%
os trés primeiros digitos do CID9); 848
valores distintos

Diagnéstico 2 diag_2 Nominal Diagnostico secundario (codificado como | 0%
os trés primeiros digitos do CID9); 923
valores distintos

Diagnéstico 3 diag_3 Nominal Diagnéstico secundario adicional | 1%

(codificado como os
digitos do CID9); 954 valores distintos

trés primeiros
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Numero de diagnosticos

number_diagnoses

Numeérico

Numero de diagnédsticos inseridos no

sistema

0%

Resultado do teste de soro

de glicose

max_glu_serum

Nominal

Indica o intervalo do resultado ou se o
teste nao foi realizado. Valores: “>200,”
“>300,” “normal,” e “nenhum” se né&o

medido

0%

Resultado do teste Alc

A1Cresult

Nominal

“>8" se o resultado foi maior que 8%, “>7”
se o resultado foi maior que 7%, mas
menor que 8%, “normal” se o resultado
foi menor que 7% e “nenhum” se nao foi

medido.

0%

Mudanga de medicamentos

change

Nominal

Indica se houve alteragcdo nos
medicamentos para diabéticos (seja

posologia ou nome genérico). Valores:

“mudar” e “sem mudanca”

0%

Medicamentos para

diabetes

diabetesMed

Nominal

Indica se foi prescrito algum
medicamento para diabéticos. Valores:

usimn e “néO”

0%

24 atributos

medicamentos

para

Nominal

Para os nomes genéricos: metformina,

repaglinida, nateglinida, clorpropamida,

glimepirida, acetohexamida, glipizida,
gliburida, tolbutamida, pioglitazona,
rosiglitazona, acarbose, miglitol,
troglitazona, tolazamida, examida,
sitagliptina, insulina, gliburida-
metformina, glipizida-metformina,
glimepirida -pioglitazona, metformina-

rosiglitazona e metformina-pioglitazona,
a caracteristica indica se o0 medicamento
foi prescrito ou houve alteragdo na
posologia. Valores: “up” se a dosagem foi
aumentada durante o encontro, “down”
se a dosagem foi diminuida, “steady” se
a dosagem n&o mudou e “no” se o

medicamento nao foi prescrito

0%
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Readmitido

readmitted

Nominal

Dias para reinternagdo do paciente.
Valores: “<30” se o paciente foi
reinternado em menos de 30 dias, “>30"
se o paciente foi reinternado em mais de

30 dias e “N&o” para nenhum registro de

reinternacéo.

0%

Fonte: Adaptado de Impact of HbA1c measurement on hospital readmission rates: analysis
of 70,000 clinical database patient records (STRACK et al, 2014)




A.2. Importagao das bibliotecas

impart numy as ng
impart pandas as pd

natplotlib
natplotlib.pyplot as pit
seaborn as sns

impart sklsarn

from silearn_imdel selectisn mport Lraln tesl_split

from sklearn.model_selection import GridSearchCy

fFrom sklesrn.préprocessing ispert Stangardscaler

from sklesrn.melrlis import clacciflcation report, roc curve, at, confuslon mateix

i Métodds
¥ AL
From sklearn.Llnear_sodel import LogisticRegression

i RNA

from keras.nodels lmport Sequential
From keras. leyers import Dense
from kKeras.optinizers impart Adan
From kerasmetrlcs inport AUC

dlabetes = pd.read_csv("C:/Users/crash/Desktop/USP/MONDGRAFTA/BASE DF DADOS/diabetes br.csv®,encoding='latin-1'




A.3. Andlise exploratoéria inicial

Anadlise inicial exploratoria

|11 | diabetes. shape
(184766, 58)

(400 diabetes head()
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id do encontre mumern do. pacients raca disposican de afta fonte de admisman dias no hospital _. citoglipton  insulin '?“""::; mm ::;::ﬂ‘:
0 227839 225t Caucasian b33 1 1 Ne N to Mo N
1 143180 S5520180 Caucasian  Female Hzg.s ] 1 7 3 Mo Up Mo o H
2 10 BETETS AdicanAmerican  Female ] 1 7 2 N Ne Mo na N
3 500364 80442376 Coucnsian ke 'ﬁ:_ ? 1 7 2 Mo U Ho Ma M
4 16680 42519267 Coucncian Mol "‘:z: ] 1 7 1 Mo Snesdy Mo Na N
5 rows = 50 columns.
| >

5l | dlabetes infol)

<class "pandas.core. Frane.Dataframe’ >
Rangelndes: 181766 eniries, @ to BOI765
Deta columns (total 58 columns):

W B 5
(R EN SRR

G R L B MR BN R R BB EEREER R

49

Column

1d_de ‘encontre
nusern_ e paclente

raca

genern

ldade

pess

tipo_de sdmissan
disposican_de alta
fonte e adnissas

dias_no hospital
todigo_do_pagador

especialidade medics

numer_de procediventos_laborstoriais
nunern_de_procediventss
nunern_ge_medicacoes
consultas_ambulatorisis_ano_snterior
consultas_emergencia ano_anterlor
consultas_internacan_ano_anterlor
disgaoitico 1

dlagnostico_2

dlagnostics 3
nusern_ge_diagnosticss

teste de_soro_de_glicose
teste_acl

metfornin

repaglinlde

nateglinide

chlorpropanide

glimepiride

acelvhexanide

gliplzlde

alyturLde

tolbulasiide

sloglitazone

rosiglitazone

acarbose

miglitol

troglitazons

tolezanide

examide

citeglipton

insulin

glybarigs-metFformin
gliplelde-netFormi
glimepiride-ploglitazans
metFornla-roslglltaree
netfornin-pioglitazone
mudanca_de_medicanente_de disbetes
prescrlio_medlcaments_para_dlabeles
readmitido

dtypes: Lnt64(13), object(37)
menory usage: 3B.5+ MB

Hon-Null Count

181766
181766

181766
181766
181766

181766
181766
181766
181766
181766
181766
181766
181766
AB1TGE
181766
181766
181766
181766
1e1766
181766
181766
181766
181766
181766
181766
181766
AB1766
181766
181766
181766
181766
181766
181766
181766
181766
181766
181766
181766
AB17GE
181766
1a17as
181766
181766
181766
181766
181766
181766
181766
181766
181766

mon-null  Intéd
mon-null  intéd
non-riudl  object
not-null  object
non-null  object
non-riutl  object
non-null  intéd
mnot-null  inté2
non-null  Int6e
mor-null  Intéd
non-null  object
mon-null  object
mon-null  Intéd
mon-null  intés
mon-null  intéd
non-null  Intéd
non-nuil  intés
mon-null  intéd
noh-aitl  object
mon-nill  object
mon-aull  objeet
mon-null  intés
mon-null  object
mon-aull  abjeet
non-null  object
mon-aull  abjeet
non-null  object
mon-riutl  object
non-null  object
mon-null  object
non-riutl  object
nob-null  object
mon-nill  object
non-aull - object
nob-null  object
mon-ndll object
non-null  object
mon-aull  abjeet
non-null  object
mon-null  object
mon-null  object
non-null  object
mon-null  object
non-niddl  object
mon-nill  object
mon-aull  object
non-nuil  object
non-null  object
non-aull  object
non-null  object
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diabetes gescribe( )
id do encontro  numero do pacients  tipo de admissao  disposican de-alta fonte de admissan  dias no hospital numero de is numero de mumers de medicacoes
eount 175G 05 LI 7660e+05 101766 0000 WITTEGLIC000 WTTER U000 1017556 000000 766 DOD000 01766000000 107766 000000
mean 15501 Ge+DE 5.4330400+07 2024006 IT15642 5754417 4355907 4215541 1339730 16021844
std 1026403+ 0 1.8596306e+07 1443403 5200166 A.054081 2305108 19674362 1705607 8127565
min 12523000+ 1 150000e-+02 1000006 L0000 1000003 1400000 L0600 00000 1000000
25%  B495119e+07 23413220407 1000000 1000000 1000000 2000000 ILO0000 LL00000 10000000
50% 152309008 45505146407 1000000 1000000 7000000 4000000 44000000 1000000 15000000
% 230170808 0.754555e+07 3000000 4000000 7000000 600000 57000000 2000000 0000000
max. 433067 2e 8 189502%e-+08 BA0000 2R.000000 253 D00HD 14000000 132000000 E000000 E1O00000
. ] v

¥ Conflrmando g5 columss que posswem valores ‘70
Feslltads = dlabetes. lednf] 7" |} any()

valores Lrug = resuyltado. Doc [ resultado]
total_vom Interrogacas = 8

For coluna in disbetes.columrs:
if coluna in valores Lrue.lndex:

guantidade_interrogaces = diabetes{colunal | etes{columal == "' [.count()

total tom interrogacao += quantidade interrogaces
pordentagem = {quantidsde Interrogacan / len(disbetes)) * 188

print{F Coluna: {eeluna)”)
print{f Quantldade de '#* s colune: {guentidade Lnterrogacso}®)
print{# Porcentagem en relscdo ao total: {porcentagem: . 2F}N")
pEIRL{™ *)

& Exiba o fotol de volores com 3!

print(£Total de '*" en tudo o DateFrams: {total_com interrogaces)” )

Colund: racs
Quantidade de 7" na coluna: 2373
Porcenibagen em relacdo ao total: 2,230

Coluna: peso
Quantidade de 7" na colund: SA565
Porcentagen em relacls ao total: 95 86%

Coluna: todige do_pagador
Quantidade de "?° sa coluna: 48256
Porcentagen em relacBo ap total: 39.56%

Coluna: especialidade medica
Ruantidade de 7% da colund: 49945
Porcentagen em relacde ao total: 49.88%

Coluna: diagneitics 1
Quantidade de "?° sa coluna: 21
Porcentagen em relacBo ao total: @.62%

Coluna: diagnestice 2
Quantidate de “F° na coluns: 358
Porcentagen em relacde ao total: §.35%
Colina: diagnostice 3

Quantidage de "?° na coluns: 1423
FPorcenlagen em relacde ao total: 1.48%

Total de 7" en Lodo o DateFrame: 192E43

U Conflrmando a5 colunas gie possuss vaiores 'Unlrowe/ Tialid!
resultadn = diabetes dsin( [ Unknown TreaZid® |).any()

valores true = pesultado. Loc| resultade]
total_com_lnterrogacas = 8

for coluna in disbetes colums:
& colune in valores true. Indes:

guantidage interrogacas = dlabetesicoluna] |dlabetes{colma) == "Unknown/Tnvalld” | count()
-total_com interrogacan += quantidade Enterrogacan
porcentagen = (quantidade interrogecas ¢ len{disbetes)) * 188

print{# Celuna: {ealuna}”)
print{# Quantidade de 'Unkoown/Invalid’ na coluna: {quantidede Enterrogacsai”)
print(F Porcentagen es relscdn ao total! {porcentagem:. 247870
print(* *)
U Exiba o tobol & voloees com “Unkacsn/Tovalid”
print(F Total de ' e Lodo o DalaFreme: {tolal com interrogacao}”)

Coluia: geners
Quantldade de “Unknown/Trvalld' ne coluna: 3
Porcentagen em relacde ao total: @.86%

Total de "?" en Lodo o DataFrame: 3
Beobunds que pocsusn openss um valor
for colunn in distetes.columrs:
if diabietes]column).nuslguel} == 10
print{colum )

exanide
cltoglipton



¥ Distribwicde de disposicdo de olta
dlabetas 3 = dlabetes.copy()

mapeamanls = |
1: TAlta para casa’,
2 "Alta)trapsT. para putro hospltal 8 curto praio’,
3t “Alta/transf. para SNF*,
4r ‘alta/trans®. para TCF*,
“Alta/transt. para outrs instituicko de culdados intermos®,
"Altaftranst. pars caia com servico de sadde domiciliac’,
't "Spida por conta prdpels (AMAYS,
“Altajtransf. para casa com provedor de TV domiciliar’,
“Adimissdo cond pacisnbe lnterfisde peste hospltal',
‘Recdn-nasclos trancferldo para outro hospital pars culdados neonstale”,
‘Ohite,
‘Aingda paclents ou sspers-se retorno perd secvicos asbulatoriais’,
"Mospicio [ casa’,
‘Mospleio / Institulcdo médica’,
“Alta/transt, dentro gdests instituledo pere lelte swing aprovads pelo Hedlcere®
Alta/transf. fencaminhamento para culrs Instituicdo 'p'a'r-a servicos anbulstoriais’,
Altaftranst. fencaminhamento para eata institulcdo pars servicos snbulatoeleis’,
“Wulo' |
"Obito en cass. Apenas Medicald, hospicie.’,
‘Oulle en umas Indtltulgdo mdédles. Apehss Medlcald, hesplelo.*,
‘Ouito, lecal descenhetldo. Apenas Medlcaia, hospiclo.')
"Altaltratst. pars outrs Institulchs o¢ reabllitecBo, Iotlulndo unidides de reabllitacdo de hospital.',
‘Alte/trensf, para hospital de longa permanéneia.”,
“Altaftranst. pars ume Institulido de sofermagen certificads pelo Medicald, mas ndo certificeda pelo Medicare.',
‘Ko mapesdo’,
+ "Desconhiec idof/Inyalide’
‘Alta/trenst. para culro tlpo de lestltulcdo de culdados de saige ndo defipnlds em outro lugar',
“Alta/transt. para wna Instalacdo de sside federal.',
“Albaftrast, encaninhanenta para um bespltal pslguldtrico ou unidade distinta de Mospltal pslguidterice”,
“Alta/transf. para um Hospital de Acesse Critlcs (CAH).'

¥

cuntagen valores = disbetes 2{'disposican de alta® | vales counts()
contagen_valores = contagem_valoees.sort Lodex()

contagen valores, index = contagen valores.index,map{mapeanento)

plt.flgure(flgsize=(12, 6))

contagen valores plot{king='bar']
¥ Adiclons volor ew clmo de coda borro
for £, v In enuneratefcontegen valores);
pletextii, w, striv), ha='cénter', wa='bolton")

plt.title{"GriFice de Barras’)
plt.xlabel {"dluposloss de alba')
plt.ylabel(* Contagen')

plt.xticks(rotation=Ra )
plLosheu()
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# pistribuicds de tipo de adwissdo

diabetes I = diabetes.copy()

mapeamento = |

10 Emergedicia’,
2

5:

Bt

7: CConlre de traunss”,
Bi "H3o mageada”

def substitule valoe(valor)!
if valor in mapeamento:
FERUFn Rapeanento|valor]
else
return valor
diabetes 3]t admlssdn” | apply{substitulr_valor)
diabetes [ ti

de_adslssan’ |.value counts()
contagen valores.sort_index()

conlagen_valores
contagen_yvalores

plt. Flgure(flgsize=(18, 6))

contagen valores. plot(kind="ber' |
# Adictong volor ew cimd de coda borr

For I, v in enunerste(contages valore
ple.text(L, v, sir{v), ha='center’, va='bultom')

de adnigsdoe’)

plt.title{ 'Distribuicds do
plt.xlabels " tipu de asdmissfo”)
gl ylabel( Distribuicdo” )

pli.xticks(rotation=88)

plt.showl )
Distribuigao do tipo de admissao
53990
500040 4
40000 A
o
e
£ 30000
=
5
0
a
20000 18869 18480
10000
5291 4785
320
ad 21 2 10
e 2 = 8 ] -] i3 2
E : g e E 2 Q 5
% o 3. =3 g
= g & g 5 L3
o [E = o E
I3 8 2 2
5 = = [
g
=]

tipo de admissao
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# pistribuiicos de fonte de aunissba
dlabetes 2 = diabetes.copy|)

mapeamento = {
“Encanlnhmments Médlco',
¢ “Ercanlnbemenls pare 8 Clinles’,
“Referdncis WD, :
£ Transfecincla de um hospltsl®,
“Transferéncie de wang unidsde de erfermagen especializada (S87)7,
+ Transtereéncia de outra unldade de sadde’,
“Sals da Emepplrcls’
+ Tribumai/fpilcacso da Leli®,
‘NEo dliponivel’,
"Transferdnels de houpltal de scesss erities’,
"Entrega normal®,
"Parte prematuso’,
"Babe dowite’
'Mascimento Extramutal',
‘W,
"ML
'Transferéncls de outrs aginiia de satde domleiliae!,
‘Readnissdo na nesma sgéncla oe salde domicllisr’',
Mo mapeado’, '
*Desconhecldo/ Inval ide' ,
‘Transferégcia de Internagho/mesns face do bospital cesulta en ma reivindics(do de setesbro’,
‘Miscldo dentro deste hospltal',
‘Mascido fora deste hospital®,
1 'TransTeréncia do Cenlro de Chrorgls Ambulatorial®,
‘Transferéncla do hosplclo’

def substitulr valor{valor):
EF valer in sapesmento:
return mapsanento]valor]
return vilor:

dlabetes 2f"fente de adulssan’] = diabetes 3] 'fonte de_admissan' | applyisubstitule wvaloe)
dlapetes 2[Fonte de adrissan’)

cortagen valores = disbetes 2['fonte de acmlssao’ | value counts()
conlagen valores = contagem valores,sort Endex()

plt.Figure(Figaire=(18, 6]}
contagen valores plot{king="bar’ )
& Adicions volor ew clmo dé code borro
for L, v in enumeratelconbagen valoras
plt.text(i, v, striv], has'cepter’, vas'bolton')
plt.title] 'Distrituicdo de fonte de adgmissio’)
plt.xlabel( " fonte de adni<sin®)
eIt ylabel{ Distribuicdo” )
plt.xticks{rotation=ga)
pLt show( )

T SRR N RO S SRR SR P 54
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Distribuigao da fonte de admissao
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A.4. Deduplicagao do numero do paciente

A.5.

LIMPEZA INICIAL DE DADOS

keap = "Flrst')

Remocao de linhas referente 6bito

101754

101755

101756

101758

101765

60973 row

raa genera  idade

3 = 45 columns

tipo de admissao

disposicao de alta fonte de admiszao dias no hospital especialidade medica

numero de procedimentos laboratoriais

numera de procedimentos .
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¥ Dis

bulcdo e gensrs

8 Mopeia as Legendos mo elke X

legenda_genero
‘Male': ‘Mascull .
"Female”: 'Feminino

v’ ). replace {legends genera)

valores = disheles passo 3] g

Bl flgure(figaize=(6, §))
ax = valores.value counts{).plot(kind="har" )

plt.title] Valores ausentes: genera’)
pltoxlabel( " geners”)

plt_ylabel{ Frequincis')

# Adiciony o poveentojen = o riwere em relucds oo total

total = valores.counti)
(value, tount) in enomerate]valores.valoe coumts] ). itens()):
porcentagem = count [/ total * 184

ax.amotate(f' {couml} ({porcentagem:

eriter”

}ro xy={l, count}, ha

plt.xticks(rotation=88)

Pl show( )
Walores ausentes: genero
37229 {53.205%]}
35000 4
32741 (46.791%}
30000 1
25000

20000

Frequéncia

15000 4
10000 4
000
ol 3(0.004%)

g 2 =

£ = g

< :

£

5

genero

A.7. Preenche valores nulos com a moda

no fotol de Li

il Remopdo de Linhos com o porcentoges de quantidude boixg em relocd

Linhas_delstadas

diabetes pasao & = disbetes passo 3. copy()

colunes, verifleades = [*gen ]

for colung in colimas ver.
linhss_antérlores = len{dishetes passo 4)
dishetas passe & = diabetes passo 4.lor|disbetes passo 4feoluna]
1lnhas_deletsdas|colune)] = linhas snteriores - len{dlabetes passs &)

# quantidade de L adas per colung
for coluna, Linhas_deletadas in 1inhas_deletadas.items{):
print(*

Quantldade de 1lrhas deletadas para 2 coluna ‘génera’: 3

# Presnche os volores mulos na coluna “rocd” cow o moda
ondo o processe utllisado no Crabolhe de [Fe

# tratomento para volores ousentes, repl

wlabetes_passs § =

Labetes passo d.copy()

diabetes passe 5| ‘rags’| = disbetes passo 5[ ‘raca’ |.replace’?", pd.NA)
mada_raca = dlabeles passo S{*raca’].node().11oc(8]
diabetes passo 5[ 'raca’|.flllna(nods_raca, inplace=True)

Tdade médico’ com o modi

¥ Presnche os valores mlos ng

= diabetes passo 5| espe

_nedica’ |Lnode() . Lloc[2]
place=Trus)

diabetes passo 5[ 'especlalidaos nedica’
moda_raca = diabetes pasee 5[ “especlalldad
dilabetes passs 5[ ‘sspecialldads nedlcs' | Fillnalmoda raca,

# Preefche os valores mulos na colum agndstico 1 (primdrio)® com o moda
dlabetes passo 5[ 'disgnestivo 1'] = diabetss passo 5[ diagnestice 17 |.replacel”
woda_raca = disbetes passo_ 5[ disgnostico 1'].modef).1loc[@]
dilabetes passs 5[ ‘diagrostles 1] Fillnatmeda raca, lnplace=True)

‘Unknoun (Tnvalid® |

juanildage de 1lnhes deletedss pars 4 coluns “{eoluna}™s {1inhas deletadas}”)

rente § elores {avol (dos

Tawinl, Ni Made Sotuviks Tswdri2, 2817)

Lidags medica’ ]| replace” 1, pd.NA)
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A.8. Andlise de especialidade médica

220 | & Agrupanento. de sspec ol fdode medica

i Count do columo “especiol{dode medicn®
contagen valores = disbetes passo 5[ "esseclalldede madles' | value couits])

¢ contagem = pd.DataFrame{ Especialldade medlca’: contagem valores.Indeéx, 'Distribuledn': contagen valores.values})
OF_contagem = of contagen.sort values(by="Distribulcds’, ascendlng=False) § Ordens

with pd.option conText(’display.max rows®, Mome, “display.sax colimns', Noeos):
print{df_contagen)

Especialidade médica Distribulgdo

@ Internaliedicime 44278
1 Fanl ly/GeneralPraclics 2978
2 Emergency,/ Trauns 2393
3 Cardlnlogy 4286
a Surgery-General 2285
5 Orthopedics 1128
& Or thepied les -ReconsLiuct bve 1821
7 Radislogist a1
8 Nephrology 797
2 Pulmenology 637
16 Peyehiatry 813
1 OBstetricsandtynecology 591
12 Yrology s
13 Surgery-Cardievastular/Thoraclc 488
14 Surgery-Newrs ans
15 Gastroenterology 383
16 Surgery-Vascular 159
17 Oncolegy 205
18 Padlatrics 185
13 Phys LealMed1e Ineandfehabi 11t 1o 194
28 Newrulogy 167
pil Pediatrics-Endocr Lnology 147
22 Otolaryigolegy 118
21 Henatology/ Dncology 189
24 Endecrinology a7
25 Surgery-ThoracLe a1
% Surgery-Cardlovesculsr [
27 Pediatrics-CriticalCare 73
28 Pediatry foe
2 Gynecolegy 58
£ Psychology 53
a1 Surgeon 48
2 Radiolegy 3
1 Osteopsth Erd
3 Hospltalist 36
35 Ophthalnolegy 35
35 Henstology 3
a8 Surgery-Plastic 29
Ev) Infertloushiseases 23
3 SurgicalSpecialty 6
48 ObstericshGynecology-GynecelogicOnce 18
a1 Ohstatrlcs 17
a2 Anesthesiology-Pedlatric 13
a3 Rhetnatology 18
as DutreathServices ]
Fi Susrgery-ColonSRectal a
a5 Surgery-Haxillofacial B
a7 Pediatrics-Neurology 7
a8 Cardislogy-Peaiatrlc 7
a3 anesthesiology 7
L] PhiysLcEanNstFeound 3
51 Endlocr lnology-Metabal ism 7
55 a1 lergyandTnmsology 6
56 Psychiatry-ChildfAdolescent 3
51 Pathology &
4 Surgery-Pedlatric &
52 Prdlatrles-Fulsenology 3
57 Dentistry 4
sg DCPTEAM 4
5g PedLatics -EnstgincyMedle Lis 3
&8 Pediatrlcs-Henatelogy-Oscalogy 3
61 Marophys lolegy 1
62 Perinatology 1
63 Sur geiy-Plastloul UinHeadandNeck 1
64 Spesch 1
&5 SportaMedicing 1
65 Dernatology 1
&7 Froctology 3
58 Peychiatry-Aduletive 1
62 Resident 1



A.9. Remoc¢ao de linhas com valores uUnicos

23] | @ Remogdo de varioveis cow, valor unico
For column in disbetes_passe S.colums:
if disbetes passo 5[colunn].nunigue() == 1
Brint{ ‘Atribute deletado, peis possul spenas um valor:

s Column}

diabetes passo 6 = disbetes passo S.locl:, dlabetes passe S.nunlque() f= 1]
diabetes passo 6.shape

Atributo delstado, pols possul spenas um valoe:  ssanide

Atelbulo delstado, pols possul apenas um valor: cltoglipton

Atribulo delstado, pols possul spenas um valor: glineplride-ploglitas
(69972, 43)

A.10. Distribuicao de readmissao

4 I wiche de reodvissde
dadps = dlabetes passo 6] " readnltido” [.value comnts|}

plt.pis(dados, labels=gados.index, autopct=lambda pct:

{int{pct/168 * len{dlabetes passe 6))1)1°)

cnatplotiib. patches bedge st BxlfB3dldebeds,
tplotlib. patches, Wed BxlHaddlediaay,
natplotLib. patches. Wedge at BxifBlddedssss |,
ext( -0, 3158286761339504, 1.8536850797TET424,
Text (8. B1012196441618371, -1,855951578320527,
Text(1,8566222T17877108, -B.IA552TSRES3226414,
[Text(-8.17227018698215527, €.5747373L62365867,
Text(B.2A56I816230678381, -2.55997I583BI11964, ‘31 BNN(22221)" ),
Text (8. 5761285118842958, -8, 1758862, "2.@R\G(62T7)" )]}

L]

el il
sacht{tides) Foron convertidos para 3, & nio resdei

£ Optou-se por comerter pdrd veed
# 05 valores 339 # <38 (pacientss

dlabetes passs 7 = disbeles passo 6.copy()
diasbetes passs 7| resdnilido’ ] = diabefss passn 7| "readnitids’ |.ap
diabetes passo 7

(lanbda x

raga genero idade tipo de admissao  disposican de alta fonte de admissao  dias no haspital - espedialidade medica numero de pi i iais pumers de
a Female & 25 i i 41
— 1 . S -
1 Coutasian  Female afn 1 1 7 3 Bhedicina interma 59
2 aficanimercan  Female ! 1 1 7 E: Maadicing "
£ 3 .
3 Coucasian  Male o 1 1 7 2 Woadicing mterra i
4 Coucmian  Male 1 7 1 adicing interna 5
101754 ucmian  Female 1 7 E W
(40 > 53
101755 Offer Female 1 1 7 T Moedicina mterra ]
101756 Cther Fernale 1 7 2 addicing interna a5
; L a0 =5
101758 Caucauan  Female a0 1 1 7 5 Mecficing meerma 76
101765 Courmian  Male 1 7 3 Medicina interna 12

69570 rows = 43 columns



# Distrituleds de reddeissde
dados = dishetes passs 7["resdnitide’ | valte_coumts()

dados_labels = dades.index.map{{B: 'ndo readritide’, 1: "resdnitido’})
plt.ple{dados, labels=tados labels, autopct=lambda pet: £ {pcts 1F84n({1nk{pct/182 * len(dlabetes passe 7)3))' )

- (lonetpliotlib.patciies. Wedpe st Bx178343da8es,
o cnatplotIEh, patches, Wedge at Bxl¥83044c156s |,
Text(-.3150286761339514, 1. G8536A5ATLT787424, “ndo readmitide’),
Text(,I1SABSTTIB0EII5, -1, @5I6851691487527, “readnltice’ )],
[Text(-8.17227028609B215527, &.574T37T3162385867, ~59.38\n(41478) '),
Text(8.17227813317136384, -9,5747373323676832, "48.7%\n(28488)') |}

nao readmitido

readmitido

A.11. Agrupamento de dados

¥ Agrupanents de especiolidade wedica

conditions = [
diabetes passo 5| especialldade medica®|.str.contains("Cardiology”, case=False, na=Falsej,
ilsbetes passo 5|'scpeclalidads nedlca’ [ostr.contalng( GeneralPractice”, case=False, na=False),
dlabetes passo 5| sspeclalidads nedica’ Jostr.contabng("TnternalMedicine”, case=Falds, na=False},
diabetes passo 5[ 'especialidade medica’].str.contains(”Surgery”, case=False, na=False),
dlabetes passtd 5| 'sspeclalidads nedlcs’ [Latr.contakng(*Energancy”, case=False, na=False)

1

eholees = |
“Cardlnlogla®,
“Pratica geral®,
“Medicing Interna”,
“Cirurgis",
~Energanela®

1

default choics = "Outros”
diabetes_passe 5['especialldade mesica'] = np.select{conditions, cholges, default=default_cholee)
cortagen = disbeles passo S)"especlalidade medica’ | valuw counts()

For valor, guantidade in contagen.itens():
print{# Valor: {valor}, Contagen: {quantidade}’)

Valor: Midicing lnterns, Conlagen; 44278
Valor: Dutros, Contagem: BA28

Valor: Pritica geral, Contagen: 4978
Valor: Emergéncia, Contagem: 4396
Valor: Cardislogie, Centapen: 4213
valor: Cirurgia, Contagen: 3685

1A | # Bemogdo de varigvels com valor urico
For colunn dn disbetes gasse S.colunns:

if disbetes passe 5[column |onunigue()

print{ ‘Atribute deletado, pols possul spenas um valor: *, column)

diabetes passo & = dlabetes passo S.locl:, diabetes passo S.aunigue() = 1]
diabetes_passo 6.shape

Atributo delstado, pols possul apenas um valoe:  ecanide
Atrituto delstado, pols possul spenas um valor: citogliplea

Atributo delstado, pols possul apenas um valor: glinepiride-ploglitazon:
(69g7e, 43}



& Distribuigdo do tipe de adwissio cofegorizode por regdwissdo
# Liste de substilulpdo dos vulores

substitulcoes =
1: ‘Emergencia’,

¢ Slipgente’ o

“Eletlyo’,

“recds-nascide’,

“NEo disponivel’,

THulo®,

Centro de trauas?,

‘Nin mspesdo

R R

diabetes passo 7 _tenp = disbetes pasin F.oopyl)
diabetes passo 7 templ'tips de agmissas'| = disbetes passo 7_temp|'tipe de sdeicsao® | replace{substitulcoes)

plbt.flgure(Filgsize=(18, 6))
ax = sns.countplot{datasdisbetes passo 7_temp,

tipo de simizsac’, hues'readnitido’)

for poin ex.petches:
ax.annetate] format (poget_helght(), '.@F'), (p.get x{) + p.get_width() / 2., p.gel helght{)}, he = 'center’, va = "center', xytext = (@, 5), lextuoords = ‘offsel polpls'])

pit.title( tiss de adnisses - Antes de transformacio’)
plt.xlabel("tipo de sdmlissao®)
plt ylabel{"Contagen’)

legenda = plt. legend(title="Readnlacdn’, labels=[ 'N3o R2sdnitido’, ‘Readmitlde’])
plt.geal) add artist(legenda)

plL.sticks{rotation=45)

plE . shon{ )
tipe de admissao - Antes da transformagao
20775 Readmissdo
20000 4 = Nao Readmitido
e Readmitido
17500 -
15000 o
g 12500 A
o
&
£
§ 10000

7500

5000

tipo de admissao



¥ Agrupasento do tipo de odwissdo

diabetes passo B = diabetes passo 7.copy()

diabetes passe B

def substitiir valer(valor)
if valer = 1
return ‘Emergencia’
elif valor == 2:
return " Emergericla’
eLif yalor == I:
retirn CElatlve’
4:
return “Outros’

Outros*
elif valor == &:
return “Outros’
elif valor == 7:
return ‘Outros’
elif valor == 8:
return “Outros”

rEturn valor

diabetes passo B 'Uipo de sdalssan’ | = diabetes gasso B[ 'tipa de adnlsszo’ | apply(substitule valor)

¥ Tipo de adnissds

plt Figure{figaise={18, £))
ax = sns.countplot({daté=diabetes passo 8, x='tlpo de somissso”, hue='resdmitido’)

for p In ax.patehes:

axcannotate] fornat (paget_height(), *.86F'), (p.get.x({) + p.get_width() / 2., piget height()), ha = 'tenter®, va = "center®, xytext

plE.title] Tipo d¢ sgrlssso - Depols 04 trensformacdo’ )

plt.xlabel( Tips de adn
plt.ylabel( Distribuicda’ )

ssan’)

legents = plt,legend|title="Resdnissio’, labels=| Nio Readwitide®, "Reacmitigo’])
plt.geal ). ade_artist(legenda)

plEshow( )
Tipo de admissao - Depois da transformacgio
28158 Readmissio
N Nao Readmitido
om0 m Readmitido
2 J
20000

Distribuigao
é

5000

Qutros

Emergencia
Tipo de admissao

(8, 5), textrourds = 'effser points')
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76

o (31 | inpert pandas as pd

@ Mopeawerity de valores
mapeamsnts = {
1: "Alta pare cass’,
2: "Alta/transf. para cutre hospital de curto prazo’,
3: "Alta/transf. para SN,
A: “Alkaftranst. para ICF',
5: "Alta/transf. pars sutra IhetitulcSe de culdados Internos',
6: "Alta/transf. para caseé com servigo de sadde domlgilitar”,
7: “Salda por conta progeia (AMA)S,
Br CAlta/trancs. para casa con srovedor de TV demlellise’,
9: “Adwissdn como paciente internads neste hospltal’,
‘Recém-peschoy transferido pars outro hospital para culdados neonatels’,
“Obitet,
“Alnda paclente ou espera-se retorno para seeviced asbulatorlats’,
13: “Hospicio f casa”,
H o f Instituicdo médica’,
163 “Alta/trénsf. dentro dests Institule3o para lelte swing aprovado pelo Medicare’,
4 “Altef transf. fencaminhamento para sutra institul¢Bo pare servicos ambulatorials®,
t Alta) transl fencaminhamento para ests Isatituledo para servicos ambulatoriais”,
"Mula’,
rdbite Baocasal Apenas Mediesid, hespicla.”,
*Oplte en uma Instltubcdo mSdlca. Apenss Medicald, hospicis.’,
tObite, lecal desconhecldo; -Apanas Medlcald, hosgicie:',
“Alts/trancf. para outrs Institulcdo de resbiiltacle, Inclulndo unlsades de reabllitacdo de hesplial.’',
“Altaftrencf. para hospltal de longs permandnela.”,
‘Altajtranst. para ung Instltulcde de enfermagem certiflcada pele Medicald, mas ofo certificeda pelo Medlcare:',
“Mula’,
“Mulo’
“Altaftranst. para oitro tlpo de instltulcle de culfdados de saiide nde definida em oulre lugar',
“Hlta/trenst. para uma Instalsclo de ssdde Federald.!,
“Altaf transf. fenceaminhamento para um hospital psiqulitrico ou unidade distinta de hospital psiqulétrice”,
 "ALtEf Eranuf. para un Mospltal de Atesss Critbce (CAW).'

+

# Contogen dos volores da collea ‘dlsposicos de olte”
contagen valores = disbetes passo Bf°disposicen de alta’].velue counts().sort_index()

@ Mupele os indices dos volores
cortagen_valores.lndex = contagen valores .index.map]mapeanento])

4 Crle um DotoFroms com 05 volores e Suds contagens
¢F_contagem = pd.DataFrame|{ Dlsposicds de Alla': contsgen valores. index, ‘Conlagen’: contagem valores.values})

# Ex(be o Dotafrome cospleto sem o (ndlce
with pd.optlon_contéxt| 'display nax rows’, Nene)!
printidf contagen)
-Disposicdo de Alta Contagenm
Alta para casa 44315

L

1 Alta/transt. pars outro hospltal de curto prazo 1539
2 Alta/iranst. para SNF B7BL
3 Alta/transt. para ICF 541
4. Alta/tramnsf. para oulra Listituledo de culdado. .. 513
5  Alta/transt. para casa com servico de sadde do... 8289
& Saide por conta prigriz (AMA) 489
7 Alta/transt. para casa com provedor de IV doal. . . 73
a Admissio como paciente Internado neste hospital 9
9 Recém-nascido trensferido pars outre hospital | 13
18 Ainds paciente ou eipera-se retorno pars servi z
11 Alta/transf. dentro desta Institulcdo para lel... 48
12 Alts/transt. fencaminhamento para outra Institu,.. 3
131 Alta/transt. fencaminh, to para esta institul... B
14 Nulo 2474
15 Alta/transt. pars oulra Inctitulcds de reablli. .. 1489
16 Altaftransf. para husgital de longa pernandneis. 268
17 Alta/transt. para une Institul¢do de enfermage... 25
i} Hulo 7B
19 Alta/transf. para une Instals(do de sedde fede.. . 3

L

Alta/transt . fencaminhamento para um hospital po.. a8



& Agrupanento de 2y e ulba

dlabetes passe § = disbetes passo 8.copyl)

def substitulr_valoe{valor):
1f valor = 1:

o

retirmn oy

para casa

return “Alta para casa”
ELLf valor == 19:

return "Alts para casa’
Else:

return “Dutros

dlabetes passo 9] 'disgoslc alta”] = dlabetes pecsg 9 disp

& disposicon de olta

conbepen valores = disbetes pasen 5[ dloposlcsn de slts’ | value countsl )
contagen_valores = contagem valores,sort_index()

plt. figurelfigsize=(18, 6))
contapen valores,plot(klnd='bar')

for 1, ¥ In enumerate{contagen valoras):
ple.text(l, v, str{v}, ha="centar", va='botton')

plt.title| disposicéo de alta - Depois do tratemente’ )
plt.xlabel {*disposicie de alta')
plt.ylabel (" Conlagen” )

Pl xticks(rotation=a)
L. Show )

|.4ppiy(substitulr valor)

disposicac de alta - Depois do tratamento

52677

S0000

40000

30000

Contagem

20000 -

10000 -

Alta para casa
disposigan de alta

¥ Agrupamento do Fonfe de sdwissdo

mapeaments
Encaninhanente Midlco',
Encaninhamente para a Clinlca’,

ia WMD',

éncls de um hospital®,

idade de erfermagen especializada (S47)°,

unlidade de sadge’,

Sala de Evergincia’,
"Tribunal/BalEcacsy da Lei’,

spital de acesse critice’,

dimichliar

el de oulrd agbncls de La
) nz mesme gSncia oe sadde domiciliar’,
“Nio mapeada”,

resulta &n wis rel

contagen_valorss = disbeles passo S)fonle de sdnlssso’ | valie counts()
contagen_vilores = contagen valeres. sort |

contagen_valores, Lndes = contagen valores. Index.rap{nepeanssto)

plt flgure(Figsizes )}
contegen_valores.plot{king="ber

for 1, v in enumerate{contagen_valore
plt.text{l, v, stri{v], ha='center’, va='botton”)

plt.title{ ‘Fonte de admissdc - Antes da transforsacdo” )
plt.xlabeli ' Fonte de & &80 )

plt.ylabel( Distribubcdo”)

plt.xticks(rotation=85)
plt.show( )

Dutros

icaglo de setesibra’,

7
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Fonte de admissao - Antes da transformagao
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# Agrupamento da Fonte de adwissdo

dlabetes passo 18 = dlabetes passn 8. copy()

dlabetas passs 18, loc|disbetes passo 18]

# Yerifice se o volor do cotung & iguol
dlabetes passo 18, loc|diabetes passo_18(

¥ Atribui o nova valor

diabetes passo 18

testinke' paro os desgls volorss do
dlabetes passo I8, loc|{dlabeles passo 18] Fonle de_sdnissan’ )

L de mimissan’ |

bl 0 move vol
. snissan’ |

‘tugta 2°

o

“Fonle de adnlssaa’ ] = ‘Sals de Eserg

raga genero idade tipo de admisac  disposican de alta fonts de admissao dias no haspital
a sian Female Cutros Cutras
1 Canlcasin  Eemaln ”_'JJ Energencia Cala e Ermergenicia 3
200
2z afcandmerican  Female Emetgencia Sl s Emergasicia ]
3 Caucagan.  Male 'ﬁ. Emergancia At para caka Emergenicia !
|48 r -
4 casian Male 1 Emergercia Ssfz e Emergencia
101754 Caucasian 'rl‘] Smergencia Kita Saia de Emergencia ]
o . |4 g - N
01755 onter - Femae 12 Emergoncia Sela e Emergancia i
50)
; o Fem: [ Emesgencia Aty parn casa 3
101756 Other. Famale ' Emergencia At parn car 2
AL (1 = =
101758 Coucmian Female | Imergerciz Mta parn casa Salds e Emiergencia 5
: ] .
101765 Coucmsian Male | Emergencia Sala dle Emierge 6
i

8970 rows = 43 columnz

# Distribuicdo do Fonte de cdwissdo

contegen_valores
conLagen_valores

plt. Fighre(Figsizes(18, 6))

contagen_valores.plot(kind='bar )

plt.title Fonte de adnlss
plt.xlabel( Foate de sdnissda’)
plt.ylabel " DLstributedo”)

plt.xticksirotatlon=a)
plt show( )

disbetes_passo 18] fonle de &
contagen_valores.sort_index)

- Depols da transfe

J.velue_countsi)

Fonte de admissao - Depois da transformacgao

1, “fonte de agnissss'] = ‘Epvaninhanents Medico”

‘Encanlnhanento Medlco® )& (disbetes passo 18] ‘fonte de sdi

especialidade medica

Medicina interna

a interma

a interna

Madicing interna

Sheficin interia

= interna

35000 -

30000

25000 -

20000

Distribuigdo

:

10000 +

5000

Encaminhamento Medico

Outros
Fonte de admissao

Sala de Emergencia

20°| 1= 'Sala de Erergencla’),

numero de procedimentos laboratoriais

Fole de s

79




A.12. Agrupamento dos atributos de diagnosticos

d Reallzado ogrupamento de dlagndstico

# Repliconds o procediments ulllisds em pesquisas relocionadus (Bedta Strock,2024)

def map_prinacy_dlagnesisirow, colum_nane):
walue = row| colunt_name)
5 any(char in value for char 1o [V, 'E7 )t
retirn “Outros
ellf value == "258" or value.startswith("25&.7):
return “Dlsbetes”

eldf (value, fsdipit() and (398 <= int{float{value)) <= 459)) or value ==

retura “Clrculatoria”

elif {value, Lsdiglt() sd (468 <= Int(float{value)) <= 513)) or valie =

return "Resplratdrlo”

eLif {value. Lsdigit() and (528 <= Int(fleat{value)) <= 579)) or valoe ==

return “Digestive®

elif {value. sdigit() and (588 <= Int(fleat{value]) <= 629)) or value ==

return TGendturingrio®

elif (valuve, isdipit() and (148 <= Int{fleat{value}} ¢= 2139)]:

return ~Neoplasia

13 (value. Lsdlgit() and (718 4= lnbi{Fleat{vali}) <= 739)):

return “Musculoesguelético”

ellf (value. isdiglt{) and (888 <= Int(float{value)) <= 09%)):

réturn “Ferinento™
alse:
return TOutros”

dlabetes pases 18] 'disgnostico 1] = diabetes_passo 18.apply(sap primary diageosis; column_name=‘disgiostico '
disbetes passo_18.apply(nap primary disgeosis, column neme="dlagnosztlco I', axis=1)
] = disbetss passo 18, spply(nap_pedmacy dlisgnosls, celunn names"dlagnestlicn

dlabetes passo 18] 'disgnostico 2°]
dlabetss pacus 16] ' disgnostlcn

dlabetes passo 11 = diabetes passo 18.copy()

pd.set_option{ display.man_columns', None)
dlabates pacss 11 headi)

raca genero idade fipo de admissac  disposicac de alta

fonte de admissao

“785Y:

*TBE":

TR

"78B":

dias ne haspital especialidade medica

80

axis=1)

, axls=1}

numera de procedimentos laboratorials numens de procedimentos numera de m

] Coucasian Female |1 Outras Chtrers
I
. o - )
1 Coucaian . Fomale [ Emorgencia Aita s casa
(20 3
2 Fomale 15 Emergersia Aits parn e
o 13 .
1 e Emergeria s e carsa
4 Caucasion Wale ';I Smesgenciz

# Distribwil¢oo dos diggnastices

def plot_giags{col,data):
snd.countplotix = col, data = dats,
order = data[+"{col}” | value_coumts ). odex)
plt.¥ticks(rotation = 85)
pletiele{col)
plt.show()

dlag cols = ["disgnostico 17, “dlapnosticn 27, "diagnostico 37

for d in diag cols:
plot_giaps(d,dlabetes passo 11}

Encaminhamento

Sala s Emerpericia

Saa c Emergencia

Sala de Emergencla

Salla e Emerpenicia

Cutraay

Li

icing interna

Miedicing mterna

Mexficing interna

Aexicina in

L a
= o
" 5
4 1
t3] a
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diagnostice_3

20000

17500

13000

12500

count

=
E

Geniturinarg
Digestiyg
Ferimentg

10000

7500

3000 4

2500

Outra
Circulatdrig
Dvabetes

Neoplasias

Respiratérie
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diagnostico_3

A.13. Anadlise distribuicao das medicagoes

# Distribuigdo dos medicardes

diabetes_passo 12 = dizbetes_passo_1l.copy(}

diabetes_passo_12 = disbetes_passo 11.copy{}

cols = ['metformin’, 'nateglinide', 'chlorpropamids',
‘glimepiride’, 'acetohexamide', *glipizide’, 'glyburide', 'tolbutamide',
‘pioglitazons’, ‘rosiglitazome’, 'acarbose’, "miglitel’; “troglitazone’,
‘tolazamide', 'insulin®, “glyburide-metformin', 'glipizide-metformin®,

‘metformin-piogiitazone’, "metformin-rosiglitazome’ ]

def explore_drug(remedios):
num_plots = len(remedios)
num_par_row = 3

num_rows = -(-num_plots [/ num_per_row) # Ceil division

Fig, axes = plt.subplots{num_rows, num_per_row, figsize=(12, mum rows * 5))
for i, remedic in enumerste(remedios):

W= i J/f num_per_row
col = i ¥ num_per_row

ax = axes[row, col] if num_rows > 1 else axes{col]

sns.countplot(dats=diabetss_passo 11, x=remedio, hue='resdmitide’, ax=ax)

for p in ax.patches:
ax.annotate{format(p.get_height(), ".eF"), (p.get x{) + p.get_width() / 2., p.get height(}).

a='center', va="renter', wytext=(&, 5), textcoords='offset points®)

ax.set_title{ Distribuicdc das medicacdes’)
ax.5et_xlabel( remedio)

ax.set_ylabel( 'Oistribuicdo’)

legends = ax.legend{title='Readmiss3a’, labels=['NSo Weadwitice', 'Readmitido'])
ax.2dd_artist(lsgenda)

plt.tight_layout{}
plt.show( }

explore_drug{cols)



Distribuicdo

Distribuicdo

Distribuicdo das medicacoes

pa304 Readmissao
——— E Mao Readmitido
N Readmitide
(=]
-]
=
=4
o
E
n
8
Na Steady Up Down
metformin
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35000 4 = peadmitido
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Distribuicéo das medicacoes

(1431 Readmissao
40000 5 N N3Fo Readmitido
B Readmitido
35000
30000 463
25000 1
20000
15000
10000 4
5000
0 38 2B 1 i .3
No Steady  Down up
chlorpropamide
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A.14. Agrupamento de teste ac1 e teste de soro de glicose e mudanga de

medicamento

diabetes_passo_12f "teste =
dizbetes passo_ 12§ ‘teste
diabetas_passo 12] ‘test

diabates: passo 12

raga genero

2 Africzanfimerican

101754

101755 Other

101756 Other

101758

101765

69570 rows x 43 columns

Femalz

Female

Male

Male

Female

Female

fzmale

Female

Male

betes_passo_12[ "teste_de_soro_de_g
abetes. passo_12f "test
diabetes_passo_12] teste

diabetes_passo_1.
= diabetes_passo_12
diabetes_passo

tipo_de_admissao

Qutros

Emergencia

Emergencia

Emergencia

Emergencia

Emergencia

Emergencia

Emergencia

Emergencia

Emergencia

ndo tecrica ut

disposicao_de alta

Outros

Alta pars o3z

Alts pars caza

Alta para casa

4013 para c2za

Alt3 para casa

Alta para Caia

Afta para casa

Alta para

Alts pars caia

1'].replace( 1}
1'].replace("=8', 1}
1'].replace(’Norm',
[ 1'].replace( 'None’,
diabetes_passo 12["tes

. soro_de
soro_de

te_de soro_de_glicose'].replace(’

fonte de_admissao  dias_no_hospital

Encaminhamento
Madico

Szla dz Emergzncia

Sala = Emergancia

Sala dz Emergencia

Sala dz Emergancia

Sala dz Emergencia

Sala de Emergencia

Zala dz Emergancia

Ssla dz Emergencia

Sala dz Emergancia

s 1)
icose’ J.replace(’ > 5 13
glicase’ ].replac » B)
icose' l.replace('Mone’, -99)

especialidade medica

Medicing internz

Medicina interna

Medicina interna

Medicina internz

Medicina internz

Medicina internz

Medicina internz

Medicina interna

Medicina interna

numero de procedimentos laboratoriais

4

=

numero_d
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diabetes passo 12{"
abetes_passo_1
betes_passo_12|
abetes_passo_12]
diabetes_passo 12
diabetes_passo_12]

=dicamento_de disbetes'].replace{'ch', 1)
=dicamento_de_diabe J.replace('ho", &)

diabetes_passo_12{

] mudanca_
o' ].replacef ‘Male’, 1)

to medicamento_para diabetes’' |.replace('Yes', 1)
to_medicamento_para_diabetes’ ].replace('No’, @)

for col in cols:
diabetes_passo_13[col] diabetes_passo 12[col].replace| 'No’, €
diabetes_passo_13[col] diabetes_pssso_12[col].replace( 'Stea
diabetes passo_12[col] = diabetes_passo 12[col].replace('Up’,
diabetes_passo 12[col] = disbetes passo 1Z[col].replace{ "Down™, 1)

diabetes passo 12.head()

raga genero idade tipo_de admissao disposicao_de alta fonte de admissao dias_no_hospital especislidade medica numero_de_procedimentos_laboratorizis  numero_de proc

Encaminhamento

0 Caucasian o Outros Qutros " 1 4
= [10- = :
1 Caucazan o 29 Emergencia Altz parz ¢ 3 Medicng intzma 8
2 o IEG-. Emiergancia para casa 2ncis z 1
30
3 1 ]i?]- Emergancia Altz parz caza Sals de Emargancia & Mediding internz a4
4 Caucasian 1 Emergencis Altz paracaza  Sala de Emergencia 1 Medicina int 51
1 3

A.15. Criagao de duas novas medidas

# Soma o5 trés-colunas & crig umg nova colung ‘total_consultos opo_enterior’
diabetes_passo 12[ 'uso_hospital_ano_anterior’] = diabetes_passo 12['consultas_ambulstordaiz_ano_anterior”] + diabetes_passo_1I['consultas_internacac_ano_anter

diabetes_passo 12{ 'total_medicament
print({diabetes_passo_12]

_usados’] = diabetes passo_12{cols].sum{axis=1)
totzal_medicsmentos_usados'].unigque())

[B12345

A.16. Remocgao de atributos de medicagdao com baixa relevancia quantitativa

on balre retevdncla g legtlid com va

disbetes passa 1T = diabetes passo 12.drop( [ scetohexs

&', ngteglinide

Y. “tolbutamide’, Cacarbose’, "Riglitelt,ct

diabetes passo 12 head()

q 4



Tratamento de outliers
plt.figure({figsize=(18, 18})

# Grdfico 1
plt.subplot{3, 3, 1)

A.17. Tratamento de outliers

plt.boxplot{dizberes passo_12[ dias mo_hospital'])

pit.title{ "diss_no hospital')

# Grofico 2
plt.subplot(3, 3, 2)

plt.boxplot{disbetes_passo 12[numero_de procedimentos_laboratordais’])

plt.title{ numero_de procedimentos_lsboratoriads’ )

# Grifico 3
plt.subplot{3, 3, 3)

plt.boxplot{disbetes_passo 121["numero_de_procedimentos

plt.title({ numerc de_procedimentos'}

# Grifico 4
plt.subplot{3, 3, 4)

plt.boxplot{diabetes_passo 1i['numero_de_medicacoss’])

plt.title( 'numerc:de_medicacoes')

# Grafice 5
pit.subplot{3, 3, 5)

plt.boxplot{dizbetes passo 12['numero_ds_diagnosticos'])

pit.title{ numero de diagnosticos’)

# Ajuste o Loyout dos grificos
plt.tight_layout()

plt.chaw( )

dias_no_hospital

numero_de_procedimentos_laboratoriais

1

numero_de_procedimentos

14 4 o o 6 o
o 120 -
124 54
100 -
10 4 44
80 1
8 31
60
P 2
40 -
44
20 *
21
07 0
T T T
1 1 1
numero_de_medicacoes numero_de_diagnosticos
80 B 16 - o
L]
704 14 1 =]
60 12 1
50 10 4
40 1 g4
30 6
20 4 41
10 4
24
04 o
T T
1 1

Os outliers foram facilmente identificaveis, desta torma, optou-se por exclui-los manualmente

# tratgmento de outlier

diabetes_passo_14 = dishetes_passo_12.copy(}

linhas_deletadas = diabetes_passo_14.loc[diabetes_passo 14['numero_de_procedimentos_laboratorizis'] »= 98]
print('linhas deletadss:”, linhas_deletadas.shape)

diabstes_passo_14 = diabetes_passo_14.locfdisbetes_passo_14[ 'numerc_de procedimentos_lsboratoriais®] «= 9@]

linhas_deletadas = diabetes_passo_14.loc[diabetes passo_14['nuserc_de medi:

print('linhas delstadas:”, linhas_ delatadas.shape)

diabetes_passo_14 = dizbetes_passo_14.loc[disbetes_passo_14[ 'numero_de medicacoes’] <=

dishetes passo_ld.shaps

linhas deletadas: (353, 33)
linhas deletadas: {286%, 33}
(67845, 33)

coes'] #= 35]
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plt. figure|figsize=(18, 18))

# Grdfico 1
plt.subplot({3, 3, 1)

plt.boxplot{diabetes_passo 14['dias no_hospital'])

pit.title({ dias_no_hospital’)

# Grdfico 2
plt.subplot{3, 3, :2)

plt.boxplot{diabetes_passo 14['numero_de_procedimentos lsboratoriais’i)
plt.title( " numero de procedimentos_lsboratoriais’)

# Grafice 3
plt.subplot{3, 3, 3}

plt.boxplot{disbetes_passo 14['numero_de_procedimentos’])

plt.title( "numerc de_procedimentas’)

# Grafico 4
pit.subplot{3, 3, 4)

plt.boxplot{diabetes passo 14['numero_de_medicacoes’])

plt.title{ numero_de sedicacoes')

# Grofice 5
plt.subploti3, 3, 5)

pit.boxplot{dishetes_passo 14[ numero_de_diagnosticos'])

pit.title{ numero de diagnosticos’)

# Ajuste o Loyout dos grdficos
plt.tight_layowt()

pit.show()
dias_no_hospital numero_de_procedimentos_laboratoriais numero_de_procedimentos
144 ] -T- 6 1 o
o
80 1
12 4 54
18 60 1 4
8 4
40
6
2 B
44 20 4
14
24
o4 - 0
T T T
1 1 1
numero_de_medicacoes numere_de_diagnosticos
354 16 1 o
8 o
30 4 14 + L= ]
254 1z
o 10 1
8
151
6 -
104
4
5
2
- o
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A.18. Analise pés tratamento de dados

e — — _—
analise exploratéria
sns.countplot{x="gensra”, hue="readmitido™, dat==disbetes_passo_14)

pltititle{ "GEn=ro” }
plt.lepend (title='Readmitido’, labels=['Ndo readnitido”, ‘Aeadmitida’™])

pit.xticks([8, 1], ['Feminino®; ‘Masculinc'])

plt.show()

Género

Readmitido
. Nio readmitide
B Readmitido

20000 1

17500 4

15000 4

12500 A

count

10000

7500

5000

Feminino Masculing
genera
=ns.countplot(x="mudanca_de_medicamento_de_diasbetes”, hue="readmitido", data=diabetes_passo_14)

plt.title{ Houve Alteragdo na Medicagdc"}
plt.legend (title="'Readmitido’, labels=['N3o readnitido”, ‘feadmitido’™])

plt.xticks(8, 1], ['Na0’, "sim"])

plt.show(}
Houve Alteragao na Medicagao
Readmitido
s Mo readmitido
20000 4 mmm Readmitido

15000 o

count

10000 A

5000

Nao Sim
mudanca_de_medicamento_de_diabetes
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# Distribuicdo de teste de sore de glicose, por readwissdo

sns.countplot(x="teste_de soro_de_glicose”, hue="readmitido”, data=disbetes passo_14)
pit.title{ "teste de glicose")

# Adiciona o Legenda

plt.legend(title='rasdmitido’, labels=['N3o readmitido’, 'Readmitido’])

plt.show()

teste de glicose

40000
readmitido

Emm N30 readmitido
s Readmitido

35000

30000 -

250004

20000 4

count

15000 4

10000

5000

04
1]
teste_de soro_de_glicose

# Crigr o grdfico de barras

sns.countplot(x="teste_aci", hue="readmitide", data=diabetes_passo_i4)
plt.title{"testa AIC"}

# Adiciong o Legendo

plt.legend(title="'readnitido’', labels=['N3o readmitido’, "Readmizido’])
pltishow()

teste A1C

readmitido
B N&o readmitido
= Readmitido

30000

25000 4

teste_acl
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sns.countplot(x=

title{ Medicamento de Disbetes Prescrito”)
gerd le='Readmitido’, labels=['NSo readmitido’, “fa;

tido'])

dicamento_para_disbetes", hue="readmitido”, data=dizbetes_passo 14)

plt.xticks([®, 1], ‘Sim' 1)
pit,show( )
Medicamento de Diabetes Prescrito
3008 1 Readmitido
= NAo readmitido
mmm Readmitido
25000

20000 4

15000

count

10000 4

5000

Nao Sim
prescrito_medicamento_para_diabetes

proporcao de classe
diabetes_passo_ 15 = disbetes_passo_l14.copy{}

roporgdo de C
betes_passo 1

52
readm

1.value_counts()

Name: readnitido, dtype: inted

# B repn do g 1 recdwwitido

nao_readmi’ abetes passo 15[diabetes passo 15['m &), shape[@]
readnitido = ].shapel@]
cores = ["red’ blue®]

= ['Readmitida’, 'Nio Readnit

1], height=[readmitido], color=['red’'], label='Hea
2], height=[nas_readmitida], color=['blue'], label

plt.har(x=[
plt.legend()

plt.xlabel(""}

plt.ylabel( "Quantidade”

plt.title{ ™vari alvo ndo balances

plt.xticks([]1} #
plt.show()

Vanavel alvo ndo balanceada

40000 { WM Readmitido
N Nio Readmitido

35000 4

30000

25000 4

200004

Quantidade

15000 4

10000

5000
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pre processamento de dados
numero_de_prac

diabetes_passo_15.head(]
o raga genero idade tipo_de admissao disposicao_de alta fonte de admissao  dias_no_hospital especialidade_medica numero_de_procedimentos _laboratoriais
o o - . Encaminhamento <
Caucasian i} 1 Cutros Cutros Medica Cutros 41
i, < no- < L
Caucasian o 20 Emergzncia Atz pars Sala de Emergencia 1
3 : 120- B &
2 Africandmarican 1] 20 Emergencs Altz paraczza S3is de Emargancs 2
z 130- Z z
Taucazian ol a0y Emergancia Altz parz czza Sa3is de Emargenciz 2
- 1a0- - ) -
Caucasian 1 e Emergencia Atz parz czza Zala de Emargencia 1

« EEEEEE—_—

diabetes_passo_15.shape

Medicing intemz

Medicina internza
IMedicing intermna

Medicina intema
13

(&7845, 33)

'disposicao_de alta’,

diabetes passo_15.columns
‘tipo de_admissac’,
‘especialidade_medica’,

aur[sa] Index(f'raga’, 'genero’, ‘idade’,
'fonte_de_sdmissao’, 'diss_no_hospital’,
‘numerc_de_procedimentos_lsboratoriais', 'numero_de_procedimentos’,
‘numero_de_medicacoes’, 'consultas_swbulatoriais_ano_anterior’,
‘consultas_smergencia_ano_anteriocr”,
‘consultas_internacsc_ano_anterior®, ‘diagnostico 17, ‘diagnostico_2°,
‘diagnostico 3°, 'numero_de_diagnosticos', 'teste_de_soro_de_glicose®,
‘teste_zcl', 'metformin’, 'glimepiride’, 'glipizide’, ‘glyburide’,
‘pioglitazone’', 'rosiglitazone’, "insulin', 'metformin-rosiglitazone’,
‘mudanca_de_medicamento_de_disbetes’',
‘prescrito_medicamento_para_disbetes’, 'readmitide’,
"uso_hospital_ano_znterior’, "total_medicamentos_usados'],
dtype="object")

correlation_matrix = diabetes_passo_15.corr()
plt.figure(figsize=(12, 8))
sns.heatmap(correlation_matrix, annot=True, cmap='coolwars', fmt=".2f", linewidths=6.5)
plt.title("Matriz de Correlacdo")

plt.xticks(rotation=8@)
plt.show()

Matriz de Correlagao

genero

numero_de_procedimentos_laboratoriais
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teste_de soro_de_glicose
teste_acl
metformin
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glipizide
glyburide
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readmitido 8
uso_hospital_ano_anterior - ) C
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A.19. Divide treino e teste

Divide treino e teste

&2 label = diabetes_passo_15["readmitida’]
diabetes = disbates passo_15.drop([’readmitido’], axis = 1)

I & # dummy porg voridgveis cotegdricos
diabetes = pd.get_dummies{diabetes)

B diabetes. head()
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genero dias_no_hospital numero_de procedimentos_laboratorisis  numero_de_procedimentos numero_de medicacoes consultas_ambulatoriais_ano_anterior comsultas_emergencia_ano_ante

0 0 1 41 o i
1 0 3 50 {13 12
2 0 2 1 5 13
3 1 2 4 1 16
4 1 1 = [ 3

5] # Split dos dodos
¥_treino, X_teste, ¥_treimo, ¥ _teste = train_test_split{diabetes,
label,
test size = .3,
random_state = O,
stratify = label )

# Shape
printi’

treino ¢ ", X treino.shape)

print{'Y_treino : ", ¥_treino.shape)
print{'% teste : ', X teste.shape)
print({'¥_teste : ', ¥ _teste.shape)

X treino o0 (47492, T9)
¥ treing © (47401,)
¥_teste : (Z@3%4, 79)
Y. teste = (28354,)

from sklearn.decomposition import PCA
from sklearn.preprocessing import Standardscaler

# Crio o podronizodor
scaler = StandardScaler{}

# Treino o podronizodor com o método fit() e gpiice com o método transform() nos dodos de treino.
¥_treino_scaled = scaler.fit_transform(X_treino)
primt{ ' treino_scaled : ', X_treino_scaled.shape)

i Aplico PCA nos dodos de treine padronizrodos

# poa = PCA(N_components=NLM COMPONENTS) & Substituo NUM COMPONENTE pelo numerc desejodo de’ componentes
pca = PCAl)

X_treino_scaled = pca.fit_transform(X_treino_scaled}

print('X treino pca : ', X_treino scaled.shape}

# Aplico o mesmo PCA nos dodos de teste (opemas o transform)
X_teste scaled = scaler.transform{X_teste)

A_teste_scaled = pca.transform(X_teste_scaled)
print('X.teste_pc= 1 °, X_teste scaled.shape)

¥ treino_scaled : (47491, 79)

X treino.pca 3 (47491, 79)

X_teste_prca @0 (289354, 74}

(- T R T - ]

=)



¥_teste_scaled.shape

(2p354, 79}

¥_teste.shape

(28353,)

X _teste scaled.shape

(28354, 79)

# Caso o reproducdo do estudo opresente erro no baolancemmento de closses, execute o codigo desto célula

# pip instoll threodpoolctli==3.1.8

balanceamento de classes

from imblearn.over_sampling import SMOTE

i dodos de treino em Xe ¥
¥ = % _treino scaled
¥ = ¥_treino

# objeto SMOTE
balanceador = SMOTE(}

& treing e balonceo o conjunto de dodos
X_treino_scaled_bal, ¥_treino bal = balanceador.fit_resample(X, ¥)

# Concoteng x e y no mesmo df

dados_pos_balanceamento = pd.Dataframe(X_treino_scaled bal)
dados_pos_balanceamento| readnitido’] = pd.DataFrame(Y_treino_bal}
dados_pos_balanceamento.head()

) 0 1 Z 3 4 5 &
0 466064% -0.010675 -Z417983 -0hG30444° -1.930041 0135296 1893467
1 -Z11674% 0272607 (0650451 -0221009 0360605 1.206273 -0231071
2 0136160 -1.615718 21318456 -DG50G75 -1E7080Z  1.400436 D6127IE
3 -1296007 0380560 0437923 -121663% 0030290 -1.020495 -0729387
4 2706580 DD4ETIS 1344700 -1B4THE4 -DA527IT 0817356 -0.604020

dados_pos_bslanceamento.shape

(56148, 88)

# propor¢do de closse
diabetes_passo_15[ "readmitido’].value countsi)

-] de1el
1 27744
Name: readeitido, dtype: intad

# praporcdo de classe pas bolonceamento
dados_pos_balanceamentof *readnitido’ ].value counts{)

A
8

28878
i

MName: readnitido, dtype: inted

2.030814

-2.040309

-0.263633

G504748

-0.240178

-2 145460

0424302

2251832

DE24167

-0081319

0665179

-0.404133

1.230529

1.272895

-1.841208

10

1414430

0353532

-D2a0910

-2048875

-1035018

n

-1.612832

-0.044268

Q21T

1.960937

3632100

i2

1456987

217168

1047014

-0.474585

-1.503432

13

0110556

0.986355

1284746

1116256

-3.062158

14

-0.516227

0g138a1

2068327

~0236083

1558872

15

0.234883

-1.145465

0.450304

0713222

2079078

16

-0523509

1336121

-0i7308s

0334258

1505636
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A.20.

Balanceamento de classe

nao_readmitido = dados_pos_balanceamento[dados_pos_balanceamento]
readnitido = dados_pos_balanceamentofdados_pos_balanceamentao 'res

rotulos ik i
r(x=[1], height=[readmitidn], colar=['red"'], lahel='#
plt.bar(x=[2], hei z0_readnitido], color=['blue'], 1a itid
pltilegend()
pltixlabel("")

plt.ylabel(™

plt.title

pltixticks({[]} # Remove rotulos do eixo x
plt.show()

Variavel alvo balanceada

 Readmitido
N NaEo Readmitido

25000 4

20000 -

15000 4

Quantidade

10000 4

5000
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A.21. Quadro com lista de caracteristicas do conjunto de dados final

Atributo Coluna Tipo Descrigao e valores

Raca raca Nominal Valores: Caucasian, Asian, African
American, Hispanic, and other

Género genero Nominal Valores: 0, 1

Idade idade Nominal Agrupado em 5 intervalos: [0,50),
[50,60), [60,70), [70,80), [80,100)

Tipo de admissao tipo_de_admissao Nominal Identificador inteiro que corresponde a 3
valores distintos: Emergéncia, Eletivo e
Outros

Disposicao de alta disposicao_de_alta Nominal Identificador inteiro correspondente a 29
valores distintos, por exemplo, alta para
casa, expirado e nao disponivel

Fonte de admissao fonte_de_admissao Nominal Identificador inteiro correspondente a 21
valores  distintos. Por  exemplo:
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encaminhamento médico, pronto-

socorro e transferéncia de hospital

Tempo no hospital dias_no_hospital Numérico Numero inteiro de dias entre a admissao
e a alta
Numero de procedimentos | numero_de procedim | Numérico Numero de exames laboratoriais
- entos_laboratoriais .
laboratoriais realizados durante o encontro
Numero de procedimentos | numero_de procedim | Numérico Numero de procedimentos (exceto
entos - .
exames laboratoriais) realizados durante
0 encontro
Numero de medicagdes numero_de_medicaco | Numérico Numero de nomes genéricos distintos
es -
administrados durante o encontro
Numero de consultas | consultas_ambulatoriai | Numérico Numero de consultas ambulatoriais do
i S_ano_anterior . .
ambulatoriais - = paciente no ano anterior ao encontro
Numero de visitas de | consultas_emergencia | Numérico Numero de visitas de emergéncia do
a ano_anterior : .
emergéncia - = paciente no ano anterior ao encontro
Numero de consultas de | consultas_internacao_ | Numérico Numero de visitas de internacdo do
: ~ ano_anterior . .
internacéo - paciente no ano anterior ao encontro
Diagnostico 1 diagnostico_1 Nominal O diagnéstico primario, reclassificado em
9 atributos de seus respectivos CID’s.
Valores: Diabetes, Circulatério,
Respiratério, Digestivo, Geniturinario,
Neoplasias, Musculoesquelético,
Ferimento e Outros.
Diagndstico 2 diagnostico_2 Nominal O diagndstico priméario, reclassificado em
9 atributos de seus respectivos CID’s.
Valores: Diabetes, Circulatério,
Respiratério, Digestivo, Geniturinario,
Neoplasias, Musculoesquelético,
Ferimento e Outros.
Diagndstico 3 diagnostico_3 Nominal O diagndstico primario, reclassificado em

9 atributos de seus respectivos CID’s.

Valores: Diabetes, Circulatério,
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Respiratério, Digestivo, Geniturinario,

Neoplasias, xMusculoesquelético,

Ferimento e Outros.

Numero de diagndsticos numero_de_diagnostic | Numérico Numero de diagnésticos inseridos no
0s .
sistema
Resultado do teste de soro | teste_de_soro_de_glic | Nominal “0” se o resultado foi normal, “1” se o
. ose . « aQ” .
de glicose resultado foi fora do normal, “-99” se ndo
foi medido.

Resultado do teste Alc teste_ac1 Nominal “0” se o resultado foi normal, “1” se o
resultado foi fora do normal, “-99” se ndo
foi medido.

Especialidade médica especialidade_medica | Nominal Valores: "Cardiologia", "Pratica geral",
"Medicina interna”, "Cirurgia”,
"Emergéncia".

Uso do hospital no ano | uso_hospital ano_ant | Numérico Total de internagcbes no ano anterior

. erior

anterior

Total de medicamentos | total medicamentos_u | Numérico Total de medicamentos administrados no

sados

usados encontro

Mudanga de | mudanca_de_medica Nominal Indica se houve alteragdo nos

medicamentos mento_de_diabetes medicamentos para diabéticos (seja
posologia ou nome genérico). Valores:
“1” quando houve alteracao e “0” se ndo
houve

Medicamentos para | prescrito_medicament | Nominal Indica se foi administrado algum

. 0_para_diabetes . L

diabetes para_ medicamento para diabéticos. Valores:
“1” se foi prescrito e “0” se nao foi
administrado

7 atributos para Nominal Para os nomes genéricos: metformina,

medicamentos

glimepirida, glipizida, gliburida,
pioglitazona, rosiglitazona, insulina. A

caracteristica indica se o medicamento
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foi prescrito ou ndo. “1” em casos

afirmativos e “0” para casos negativos.

Readmitido

readmitido

Nominal

Valores: “1”, caso seja readmisséo e “0,

caso nao seja.

Fonte: Adaptado de Impact of HbA1c measurement on hospital readmission rates: analysis
of 70,000 clinical database patient records (STRACK et al, 2014)
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A.22. Aplicagao dos algoritmos

A.22.1. Redes Neurais Artificiais

Modelagem Preditiva

Redes Meurais Artificiais

X, ¥ = % _treino_scaled bal, ¥_treino_bal

# Crio modelo de rede meural

= Sequential()

add{Dense{ad, input dim=X treino.shape[1], activation='relu’)}]
add{Dense{ 32, activatio To’

model.add{Dense{l, activation="sigmoid')}

# Compila o modelo
model.compile(loss="binary_crossentropy’, optimizersAdam{learning rate=8.B881), metrics=['sccuracy’; AUC

# Treing o modelo
history = model.fit(X treino scaled bal, ¥ treino_bal, epochs=58, batch_size=32, wvalidation_split=8.1)

# For o= previsdes
nn_¥_pred = (model.predict{X_teste scaled) » @.5).astype(int)

# Colcile o acurdcic com dados de teste
nn_sccuracy = model.evaluate{X_teste_scaled, ¥_teste, werbose=@)[1] * 128

print("Acurdcis do modelo de Rede Mewral (%):", nn_sccuracy)
primt{"\n"}

# Colcula o motriz de confusdo
conf_matrix = confusion_matrix(¥_teste, nn_¥_pred)

print({"Matriz de Confus3o:
print{conf_matrix)
print(" ")

i)

print('Relatdrio de Classificagio’)
print{classification_report(¥_teste, nn_¥_pred, target names

# Colculo os probabilidodes pora @ classe positivo
y_prob = model.predict({X teste_scaled].rawvel()

# taleulo o curvo ROC
fpr, tpr, _ = roc_curve(Y_teste, ¥ prob)
roc_auc = auc{fpr, tpr)

# Plota o curva #0C

plt.figure()

plt.plot{fpr. tpr, color="darkor
plt.plot(ie, 1], [@
pltixlim{[8.9, 1.
plt.ylim({6.@, 1.85])

plt.xlsbel( ' Taxa de Falso Positiva')
plt.ylabel('Taxa de Verdadeiro Positivo')
plt.title('Curva ROC'})
pitilegend(loc="lower right
plt.showi)

, label=F'ROC curve (ares = {roc auct.2f}})

=2, linestyle='--'}
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Matriz de Confusdo:
[[8eBE 38457
[8a497 38261]

Relatdaric de Classificacdo

precizion recall fl-score  swupport
[ El] B.64 a.6/¢ .66 12831
sim B.49 B.46 8.48 #5323
aCCUracy B.59 28354
maCro Vg B.57 a.57 .57 2p354
weighted svg B.58 a.54 B.58 28354
B3 l|'_,ll B37 S P TP E :::E::E:l - g5 Bdsus I."E'I: ep
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A.22.2. Algoritmo de regressao logistica

Regressao Logistica

# Crig modelo LR
modelo lr = LogisticRegression()

# Hiperpordmeiros parg busco em grode
param_grid = {

‘tol': [1e-4, 1e-5, 1e-6],

‘c*: [@.001, B.01, 8.1, 1.8],

‘solver': ["liblinear’, "lbfgs"*, ‘sag’,

saga')
¥

params = {'C': 8.801, 'solver’: "liblinear’, 'tol': @.0081}
modelo lr = LogisticRegression{**params)

# GridSeagrchtV
grid search = GridSearchCV(modelo 1lr, param_grid, scoring=‘accuracy’)

# Treing o modelo com o GridSearchCV
grid search.fit(X_treino_scaled bal, Y treino_bal)

# Melhor modelo encomtrodo pelo GridSearchCV
melhor_modelo = grid_search.best estimator_

# Usg o melhor modelo
1r ¥ _pred = melhor modelo.predict(X teste scaled)

# Calculo o gcurdcio com daodos de teste
1r_accuracy = melhor_modelo.score(X teste scaled, Y _teste) * 100

# Print

print{"Melhores hiperparametros encontrados:", grid_search.best_params_)
print({"\nAcurdcia do melhor modelo de Regresséo Logistica (¥):", lr_ accuracy)
print{"\n")

# Caleulo o matriz de confusdo
conf_matrix = confusion_matrix(Y_teste, 1lr ¥ _pred)

print("Matriz de Confusao:™)
print{conf matrix)
print(" ")

# Calculo a precisdo, sensibilidade (razdo) e FI-scare

report = classification_report(Y_teste, 1r ¥ pred, target_names=['Ndo', 'Sim'])
print{"Relatdrio de Classificacdo:")

print{report)

# Calcula as probobilidades para g classe positivo
y_prob = melhor_modelo.predict proba(X teste scaled)[:, 1]

# Caleulg a curva ROC
fpr, tpr; _ = roc_curve(Y_teste, y prob)
roc_auc = auc{fpr, tpr)

# Plota a curva ROC

plt.figure()

plt.plot{fpr, tpr, color="darkorange®, lw=2, label=F'ROC curve (area = {roc_asuc:.2f})")
plt.plot([e, 1], [@, 1], color="navy’', lw=2, linestyle='--'}
plt.xlim([9.08, 1.8])

plt.ylim([8.8, 1.85])

plt.xlabel('Taxa de Falso Positive’)

plt.ylabel('Taxa de Verdadeiro Positivo')

plt.title( Curva RCOC')

plt.legend{loc="lower right")

plt.show()

# Obtém os coeficientes das varidveis
coeficientes = melhor modelo.coef [@]

# Associa os coeficientes &s colunas do DataFrame original
coeficientes df = pd.Dataframe({'Varidvel®: X treino.columns, 'Coeficiente’: coeficientes})

# Ordena os varidveis por importdncia
coeficientes_df = coeficientes_df.sort values(by='Coeficiente’, ascending=False)

# 18 varidveis mois importantes
print(“As 18 varidveis mais importantes:™)
print{coeficientes df.iloc[:18])
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Melhores hiperpardmelros endontrados: o}

beurdcls do melhor modelo de Regress3o Logistlca (X): 6280 17581723L04154

Matrl: de Confusdo:

[ (7283 4628]
[3477 4846]]
Ralatdrio de (lassitlcagso:
preclsbod recall Fl-siore Support
Mo 868 a.62 &.65 12831
Sim a.51 2.58 254 B33
ALCUrAcy &G 2A154
naLrn avg a.6a8 B.G6 R 28154
welphbed avg 8.6l 2.68 a8 28354
Curva ROC
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Taxa de Falso Positivo

A8 18 warlavels mals logortantss:
Varlavel Cosficlente

4 numero de medicacoes 8. 152864
2 numero_de procedinentos laboratoriafs 81400845
&3 diagrostico 2 Digeslivg 8.1184&7
&4 diagnostice I Feriments 8. @96615
o omsul tas_ambul storiais apo anterior 8.#38317
4 ldede |68-78) B.88E513
) diagnostics 1 Dutrok B.8E9274
431 fonte de ddulssasp Encaminbamento Medloo B. 858572
28 prescrito medicanento para diabetes B #59d452

1 dlagnastica ) Circolatdeio 8. 35936
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A.22.3. Algoritmo de arvore de decisao

Arvore de decisdo

Bl frof sklesin.tree lepert DecisldnTreeClassifier
from sklearn.model_selection impert GridSearchCV
from sklesrn.metrics import confusion matrix, classification reporl, roc_curve, auc

# Crig o modelo Arvors de Decisdo
modelo Cres = DecicionTresClassifier|random_stata=1)

¥ Wiperpoardwetros porg busca em grods
paran_grid = {
‘eriterion’'s [ginl, ‘entropy'], & Critério de divisdo
‘splitter’s ['hest', random’], A Estratépic de divisdo
‘max_depth’: [None, 18, 28, 38], & Profundidide mivieo do druors
‘mif sasiples split's [2, 5, 18 £ Miniso de anodlras pard dividie um pd
"min_samples lsaf': [18, 28, 38] # Minimo de onoiCras em wmg Folho

}

# Crie o ohieto GridSegechCy
prid_search = GridSearchiv({modelo tree, param_prid, scoring='scouracy’)

W Treine o osodelo com o busco e grode
grid search.FiL(X_trelno_scaled bal, ¥ trelno hal)

i Gbtenh o methor modelo sncontrodo peto busco su grods
melhor_nodelo = pild ssarch.best estinstor_

i Foi af previstes com o melhor modslo
Lree ¥ pred = melhor models.predict (X Leste scalsd)

¥ Colewld o dewdelo com dados de teste
Lreie srduracy = melhor modsln.seored Leste scaled, ¥ besbe) * 108

¥ Print

print{"Melhores hiperparametros encontrados:™, grid search.best params |
print{"\ndcurdcia do melhor nodelo Declsion Tree (X):", tree_accuracy)
rane{ ")

# Cotcula a motrir de confusdo
conf_matrly = corfusion metrin(¥_teste, tree ¥ pred)

# Exibe o matriz de covfusdo
print{"Matriz de Confusdo:"}
print{cont matrlx)

prist(” 7}

# Exibe o relutdrlo de clossificocdo
grint{'Relatorio de Classiflcacdu:')

print{clascifivation_report(¥_taste, Lree Y. pred, Larget hemec=|'NEo', ‘Sim‘]))
print{™\a"}

# Coleulo as probubll(dodes pors @ closse positive
tree y prob = melhor modelo.predict probald teste scaled)[:, 1]

# Cotcula o curva ROC
fpr, tpe, thresholds = roc curve(Y keste, Tree y prob}
roe_aut = auc{fpr, tpr}

# Plota o curva ROC

plt.figurs()

plt.plat(fpe, tpr, color="darkerange’, lw=2, label=F'ROC clfve {ares = {roc pue: 251" )
plt.plot([s, 1}, {8, 1], color="navy’, lw=Z, linestyle='--"]
plt.xlin{l8.&, 1.8])

plt.ylin({e.8, 1.85])

plt.xlabel( Taxa de Falso Positive')

plt.ylabel( Taxs de Verdadelro Posltive')

plt. title] Curva ROC')

plt. legend(loc="lower right")

pLt. show( )




Melhores hiperparametros enconfrades: f'criterlon”; "enteopy’. ‘max_depth®: 38, 'nin_samples leaf': 18, "mln_sanples cplit':

Acurdcis do melhor nodelp Declslon Tres (%) 54, 77547418828138

Matriz de Confus@o:
[[7201 4798]
[2415 1za8])
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A.22.4. Algoritmo de floresta aleatéria

2 From sklearn 1e import Classitier
From sklearn.nodel selectlon import GridSesrchCy
Amport matplotlib.pyplot as plt
import pandas as pd
From sklearnametrics import classiflcation report, rod_curve, s

& Crie o modelo Rondom Forest
1 = RandonForestClass iFler{randon_state=1)

& Defing um espdte de hiperpdrmelres piord busce e grods
param_grid = {

“n_estimatars': [18a, 386, 58],

“max_depth’: range(s, 1%, 38),

‘min_sanples lsaf': range(53, 158, 384),

‘min_sanples split': range(S8, 156, 308),

}

¥ GrigdSearchCl
grid search = GridSearchOV(rf, parem_grid, scoring='accuracy’)

d Tretm o wodelo con o bused =w grade
grid_search.fit(X_treino_scaled bal, ¥_treino_bal)

# Melbor modelc encontrodo pelo grid seareh
melher modelo = prid seareh,best sstimator

4 Melhores Niperpargmelios encontrodos
print{"Melhores hlperpardmetros encontrados:®, grid search,best params_)

o st o meihor sodelo Rondow Forest
¥ _pred = nelhor_podelo.predlel (X Leste scaled)

& Colcirla & acurdclo com dodos de tests
+ atcuracy = mebhor_modelo.score(¥_teste scaled, ¥_teste) * 188

& Print

print{"Acerdcis do selhor modele Rendom Forest:™, rf accurscy)
print{"n"}

# Colculo o matels de confisdo
conf_matrix = torfusion matrixg¥_teste, rf ¥ pred)

# Exlbe o mitriz de confusde

Print{"Matriz de Confusdo:"}
print{conf_matrix)
print]”

print{ Relatirlo de Classitlcscan’ )
print{classiflcation reportiy teste, rf ¥ pred, target names=|'NEo', 'Sim'|})

4 Colcwlar os probobiliduges pora o closse positiva
y_prob = melhor_nodelo.predict_proba(X_teste scaled)f:, 1]

d Coloilo's curva ADC
for, tpr, _ = roc_curve(Y teste, y prob)
roc_suc = aucifpr, tpr)

d Plote & curva ROC

1L Figred)

plt.plot{fpe, tpr, coler="darkorangs, lw=2, labwl=F'TROC curve (ares = {roc_sue: I¢3)1)
plt.plot((@, 1], [8, 1]; color="navy’, lw=2, linestyle='--")
pltoxlini[@.8, 1.8])

plt ylin({@.p; 1.85])

plt xlabel{ Taxs de False Positive')

pltoylabel( Taxa de Verdageiro Positive')

PRIt title] Curva AOC* )

Pt legend(loe="lowsr Fight")

pli show()

o nportdoci dis fedtures
Importances = melhor_models Feature Inportandes
Heature_names = X_trebm.colusns

4 DutaFeome pord moctede o5 isportdacias dos featurss
importances df = pd.DataFrame({{ 'Feature’: feature neres, “Importance’! Importances))

@ Ordena em ordem decrescente
Inportances of = lnportances of.sort_values(bys'Tnportance’, ascending=False)

d Exibe gs fegtures mols (mporfdntes
print{"as 18 features mals Importantes:")
print(importances df head(18})
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Melhoies hiperpardmetros enconlrados: {'mad depth®: 5, ‘oln_sanples les+': 58, 'min_samples Split': 58, ‘o estlmalors'; I8}
Aeurdcla do melhor sodelo Random Tarest: 589.2217745809781225

Matrlz 0= Confusio:
[[7252 4779]
[3521 4882]]

Ralatdrlo de Classificacae
preclsion recall fl-score  support

Hao 8.67 8.6 a.64 12831
Sim g.58 8.58 @54 B33
afeuracy 8.59 2A354
macrn avg 8.59 850 8.50 2pI5s
walghted svg 8.58 8.59 360 @154
Curva ROC
1.0
E 0.8 -
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Ak 18 Teatures mals Inporbarbes:
Feature Importande
namerd de procedimentos laboraztorlzis B.151373
el e med e e B. 138174
genero #.874518
ilas no hospital B.865163
consultes ambulatorizis ano snlerlos 8, SLEEaL
diagrnostics 1 Circelaltério a.es1218
Fonte_de admizzas Dulros B.836123
diggnostlen 2 Digestivo 8.827664
diagnostlen 2 Negplaclas a.824431
disgnostico 2 Ferlmento £.822351

EEEEHI—"H&#N
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A.22.5. Algoritmo de maquinas de vetores de suporte

408 Support Vector Mochinme

10| frem sklearn.gim impert SVC
from sklesrn.model selection impart GridSearchOV
impart matplotlib.pyplot as plt
Impart pandas s pd

from sklearn.metrics import classification report, rec_curve, suc, confusion matrix

sun = SVC{random states1, probablllty=True)
# svm = SVC[random stote=1, probabliity=False)

8 hiperpirdmetros porg Buscd ev grade

paran grid = {

T S % i Papdnelro de regularizacdo

8 Chernel': fhf], M Tlpo de kermel

8 Cgawests | ‘auta’, 8.1, 1], ¥ Pordeetrs gamd pary kermels Crbf

t

i Eridiearchilf

grid_search = GridSearchOV{svm, paran grld, scoring=

accuracy”)

i Tretng SUM com o blsco e grode
grid_search FIECH treloo scaled bal, ¥ treloo bal)

& Melhor modelo encontrode pele busco s grode
melhor_models = grid search.best_estinator_

# Melhores hiperpordnetros sncontrados
print{"Helhores hiperparamstros encanlrados

. grid_search.best_params )

# Use o melhor mdelo SV
svn_Y_pred = melhor_sodelo.peedict{X_teste scaled)

i cotculd & ocurdelo com dados de teste
sun_stcuracy = melhor rodelo.score(X_teste scaled, Y_teste) * 188

i Print
print{ Acoracia do melhor modelo SV
print{"in"}

o SWM_BCCuracy )

# Coleulo o motriz de confusdo
conf_mabrlx = confuslon mateix(¥_Leste, svm ¥_pred)

i de Confuslod
print{conf_matrix)
print(”

print('Relattrio de Classiticacdn’)
print{clascification_report(¥ Lesle, sum )

 pred, target nsaes=|‘MEo', “Sie']))

# toleulo as probebilidodes pora o closse {va
y_prob = melhor_nodels.predict_proba(¥_tests scaled)f:. 1]

@ Colculo g curva AOC
for, tpr, _ = roc_curve(Y_teste, y_prob)
roe_aue = auel#pe, tpr)

# Plota a curva ROC
pLb.Flgure()

plt.plot{fpr, tpr, color="dar
plt.plat({e, 1], [&; 1], colo
plt.xIin({a.a, 1.8})
plt.ylin([8.8, 1.85])
plt.xlabel("Taxa de Falso Positlve')
plt.ylabel("Taxs de Verdadelrs Positive’)
glb.title] 'Curva ROC')

plt. legend{loc="1cwer right™)

pli.show()

ROC curve (area = {roc aue:.25})')
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Melhores hiperpardnelros enconlrados: {}
Acurdcla do melhor modelo WM 61, 295877134715534

Matriz e Condusst:
[ [3154 3877
[4B81 4322]]

Relatdrle de Classitleacds
preclsion recall fl-scare  supporl

Mo 867 BEE .67 17831
Sim 8.53 8.5 8.5 B323
stcuracy g.61 2835
nELro. avg 8.6 .68 a.63 B354
wuiphted avg B.61 B.EL BoEL 263154
Curva ROC
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