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Resumo

O presente trabalho trata o problema de Programacao de Operagcbes em maquinas no
ambiente flowshop com bloqueio com o objetivo de minimizar a duragdo total da
programacédo. O problema flowshop com bloqueio possui diversas aplica¢cdes em industrias,
por exemplo, em industrias quimicas e de blocos de concreto. Recentemente, diversos
métodos heuristicos foram propostos na literatura para solugdo do problema e muitos deles
ndo foram avaliados de uma forma eficiente para identificar o melhor método heuristico.
Dessa maneira, esta monografia tem como objetivo principal realizar um estudo da literatura
e através de uma extensa experimentacdo computacional identificar o melhor método
heuristico entre os reportados na literatura atual. Os resultados sdo analisados em termos

da Porcentagem de Sucesso, Desvio Relativo Médio e o Tempo de Programacao.

Palavras-chave: Flowshop com bloqueio, Métodos Heuristicos, Programacédo da Producéo.






Abstract

The present work deals with the problem of scheduling operations on machines in the
flowshop environment with blocking in order to minimize the total duration of the scheduling.
The problem with blocking flowshop has many applications in industries, for example, in
chemical and concrete blocks. Recently, several heuristic methods have been proposed in
the literature for solving the problem and many of them have not been evaluated in an
efficient way to identify the best heuristic. Thus, this work aims at providing a survey of the
literature and through an extensive computational experiment to identify the best among the
heuristic method reported in the literature. The results are analyzed in terms of percentage of

success, relative mean deviation and Time Programming.

Keywords: Flowshop with Blocking, Heuristic Method, Scheduling Operations.

Xi



Xii



1. Introducéo

Desde o surgimento da industria de manufatura moderna, ao longo dos anos a
competitividade do mercado passou a exigir uma producdo mais eficiente com um controle
mais fino, o que resultou na busca por uma melhoria no desempenho dos sistemas
produtivos e de todos os seus indicadores e, com isso, reduzir o tempo total de
programacdo. Com esta importancia, o problema de programacéo da producgédo tem sido
estudado intensamente na literatura.

Com o decorrer do tempo, varios trabalhos surgiram na busca da resolucdo deste
problema. Um dos primeiros trabalhos exibidos foi reportado por Johnson (1954) que aborda
solucdes Gtimas para problemas com duas maquinas. Com a extensao do problema para m
maquinas, a obtencdo de solugbes 6timas tornou-se impraticavel devido ao grande esforgo
computacional. Desde entdo, métodos que vao de heuristicas construtivas até
metaheuristicas. Esta diversidade de métodos é classificada como sendo NP-Hard, assim, a
maioria dos métodos fornecem solu¢des boas, porém, ndo 6timas.

Focando o estudo em heuristicas construtivas, neste trabalho foi notado que na
literatura de Flowshop com Blogueio, os métodos propostos foram avaliados de forma
independente sem que haja uma comparacao entre eles. Com isso, este trabalho propde a

selecdo dos melhores métodos atuais presentes na literatura para um estudo efetivo.



1.1. Objetivos da Pesquisa

O objetivo deste trabalho é realizar uma revisdo da literatura no assunto flowshop
com bloqueio realizando uma extensa experimentacdo computacional dos melhores
métodos heuristicos estudados da literatura. Com os dados computacionais obtidos, sera
realizada uma comparacao efetiva entre os métodos por meio das estatisticas: Porcentagem
de Sucesso e Desvio Relativo Médio indicando os melhores métodos heuristicos existentes.
O resultado desta analise sera utilizado para trabalhos futuros na comparacdo de novos

métodos heuristicos.



1.2. Estrutura da Monografia

Esta monografia esta dividida em seis se¢cdes com o objetivo de organizar de forma a
facilitar a compreensdo do assunto estudado. A primeira secdo apresenta 0s objetivos
fundamentais da pesquisa. A terceira se¢ao realiza uma revisao literaria do problema e as
descricbes dos métodos heuristicos estudados em conjunto com exemplos huméricos para
ilustrar a implementacdo dos métodos. A quarta secdo apresenta 0s resultados
computacionais obtidos com a extensa experimentacdo computacional realizada. A quinta
secao apresenta a analise dos resultados obtidos através da programacdo dos métodos
heuristicos com uma série de tabelas e graficos ilustrativos. A sexta secdo, apresenta as

consideracdes finais e as conclusfes obtidas através da andlise dos resultados.



2.

O Problema da Programacé&o Flowshop

Com a alta mecanizacdo das linhas de producdo e com a exigéncia de uma

produtividade maior, buscaram-se maneiras de realizar a programacdo nas maquinas

disponiveis de uma maneira a otimizar o processo nos recursos. A maioria dos problemas

de programacdo da producdo é complexa e de dificil solucdo devida a restricdes

tecnoldgicas e de linha que devem ser especificadas. De acordo com MacCarthy & Liu

(1993), neste contexto, os problemas de programacdo podem ser classificados da seguinte

maneira:
a) Jobshop: cada tarefa possui sua propria ordem de processamento nas maquinas.
b) Flowshop: as tarefas tem a mesma sequencia de processamento nas maquinas.
c) Openshop: ndo ha& uma sequencia especifica ou preestabelecida para o
processamento nas maquinas.
d) Flowshop Permutacional: um Flowshop no qual a ordem de processamento nas
maquinas é a mesma.
e) Magquina Unica: existe somente um estagio de produ¢do com uma Unica maquina.
f) Magquinas Paralelas: ha mais de uma maquina disponivel em um Unico estagio de
producéo.
g) Jobshop com multiplas maquinas: um Jobshop com a existéncia de um conjunto de
maquinas paralelas em cada estagio da producao.
h) Flowshop com multiplas maquinas: Flowshop com a existéncia de um conjunto de
maquinas paralelas em cada estagio de producao
A Figura 1 ilustra a relacdo entre as classes dos problemas da programacdo nas
maquinas:



Jobshop com

Fluxo
Idéntico

Flowshop com

Muiftiplas mdquinas

Openshop

Sem

Jobshop

Fluxo padrio

Muitiplas mdquinas

Flowshop

Mesma Sequéncia das
tarefas nas maguinas

Flowshop

Permutacional

K=1

Mdquina Unica

K = Numero de estagios de Produgdo
M, = Nidmero de Mdquinas do estdgio i

Mdquinas
Paralelas

Figura 1 - Esquema de relagdo entre as diversas classes de problemas de programacéao

deoperacBes em maquinas (Adaptado de MacCarthy & Liu, 1993).

Neste trabalho serd focado o problema de Flowshop com bloqueio (Blocking

Flowshop Scheduling Problem, BFSP) e este é denotado como Fm/block/Cp,.,. Garey, et

al. (1979) utilizou o padrao de trés campos a/f/y para representa-lo no qual a representa o

ambiente das méaquinas, § os detalhes das caracteristicas de processamento e y a funcéo

objetivo. Em linhas gerais, segundo Taillard, (1993), o problema de programacdo da

producdo € definido como o conjunto de n tarefas {j; j,, ... jn} que devem ser processadas

em m maquinas {m,,m,, ..., m;;} que estdo disponiveis, onde cada tarefa é sequenciada na

primeira maquina em seguida na segunda maguina e assim sucessivamente até a Gltima

maquina. Para este caso, sdo consideradas as seguintes exigéncias:

Nao possua buffers intermediarios entre as maquinas;

Todas as tarefas sao independentes;

Disponibilidade das tarefas para o processamento no tempo Zero;

As maquinas estdo continuamente disponiveis;

Cada maquina pode processar no maximo uma tarefa por vez;

Cada tarefa pode ser processada no maximo em uma maquina a qualquer momento.

A solucéo do Sistema Flowshop tem como objetivo determinar entre as n! possiveis

sequéncias aquela que minimiza um critério estabelecido. O critério que sera utilizado neste
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trabalho para a comparacéo e analise de resultados serd a duracao total da programacgéo
(Maximum Completion Time ou makespan). O makespan é relacionado ao uso eficiente dos
recursos de producéo e ele é determinado quando se obtém o tempo de processamento de
todas as tarefas em todas as maquinas.

Cada sequenciamento das tarefas pode ser representado por uma permutacao
= {my, 1y, ..., T,} Onde m; €]. Seja 1 como sendo o conjunto de todas as permutacdes

possiveis. O objetivo para o problema é obter uma permutacao r* € I1 tal que:

Crmax(T") < Cpax (M) VE T €Y)

onde C,,,, representa o valor de makespan para a permutacéo de .
Seja o tempo de partida d; , da operagéao 0; ,, na qual i representa a iésima tarefa da

permutacdo m. De acordo com Pan QK, et al. (2011), d; , pode ser calculado como a seguir:

dl,O = O (2)
k
dl,k = Zpl,q' k= 1'2;'--;m_ 1; (3)
q=1
di,O = di—l,l’ i = 2, ., n, (4)
dig = max(dig—1 + Piedi—iks1), i=2.,mk=1..,m-1 (5)
di,m = di,m—l + Pim i=1,..,n, (6)

Onde d;o,i =1,2,..,n, (2) significa o comego do tempo da tarefa m; na primeira
maquina e d; ,,, representa o tempo completo da tarefa m; no processo, nas equacdes (3), (5)
e (6) o termo p;,,, € o tempo de processo da tarefa i na maquina m. Recursivamente, 0s
tempos de partida da primeira tarefa sao calculados em todas as maquinas primeiramente,
posteriormente os da segunda tarefa e assim sucessivamente até a Ultima tarefa. Com isso,
dnm- O grau de complexidade para obter o valor de C,,4, () € definido como 0 (mn).

Para ilustrar a obtencdo deste valor, a Tabela 1 apresenta um exemplo que
representa um processo de cinco tarefas em cinco maquinas e, cada elemento desta,

representa os valores de processo de cada tarefa em cada maquina, p; .

6



Tabela 1 - Exemplo numérico para obtencao do valor de makespan.

J1 J2 J3 J4 J5
Maquina 1 2 5 6 1 9
M4dquina 2 3 8 7 10 4
Maquina 3 4 9 3 12 6
Maquina 4 7 1 5 1
M4dquina 5 2 2 6 4

Maquina (m) x Tarefa (i)

tempo de Bloqueio

e

veoures | [ (N (N |
Magquina 4 - I
Maguina & I I
0 10 20 30 40 50
Tempo de Partida d3}4 Tempo de
espera

Tempo de Partida d44

Makespan

&0 70 80

BTarefal BTarefa 2 B Tarefa3 ETarefa4 B Tarefa 5 OBloqueio

blocking time

" \
1B, | B. | R A‘
) Bl e B, A B i
3 g | ' N
B B i B i .
dix2 !
di11.2

(Retirado de Pan QK, 2011).

Grafico 1 - Sequenciamento de cinco tarefas em cinco maquinas e uma situacédo genérica



O Gréfico 1 representa 0 sequenciamento das cinco tarefas nas cinco maquinas da
Tabela 1. Graficamente, obtemos o valor do makespan de C,,.,(m) = 68. S&o ilustrados
também, os tempos de partida de duas tarefas na quarta maquina, d;, = 32 e dy, = 38. O
tempo de espera ocorre quando a maquina m, apos a partida da tarefa B, aguarda a tarefa
Bir+1 para um novo processo. O tempo de bloqueio ocorre pela falta de um armazenamento
intermediario, isto é, a tarefa S, deve aguardar na maquina m até que a tarefa g, parta da

maquina m+1.



3. Revisao e Descricdo dos Métodos Heuristicos

Ao longo do tempo, o estudo para o problema da programacdo para o ambiente
flowshop com bloqueio foi tema de diversos trabalhos que propuseram heuristicas e meta-
heuristicas para a solu¢do da minimizacdo do makespan para este tipo de problema. Com
uma simples explicacdo, as solu¢des heuristicas exigem um menor esforco computacional
devido a um menor grau de complexidade com relacdo as solu¢des obtidas através de
meta-heuristicas, porém, estes métodos resultam em solu¢des melhores. Nesta secao, ela
sera subdividida em duas etapas: primeiramente serdo revistas heuristicas e posteriormente
meta-heuristicas.

Levner (1969) apresentou o algoritmo Branch-and-Bound (B&B) especifico para o
ambiente flowshop com bloqueio e este mostrou que calculando o makespan de um
ambiente flowshop € equivalente a encontrar o maior caminho utilizando um gréafico direto.
Mais tarde, Suhami & Man (1981) propuseram também um algoritmo Branch-and-Bound que
usa um parametro empirico no qual ajusta o valor do limitante inferior, superando o
algoritmo anterior para problemas de pequeno porte, encontrando solugdes proximas a 1%
dos valores 6timos. Ronconi e Armentano (2001) apresentaram, utilizando o mesmo
algoritmo, novos valores de limitante inferior.

McCormick, et al. (1989) desenvolveu o algoritmo Profile Fitting (PF) que realiza o
sequenciamento das tarefas de acordo com a soma dos tempos de idle e blocking. A
ordenacdo por este método tem como objetivo reduzir a soma destes tempos
consequentemente na busca da reducdo do makespan.

Nawaz et al. (1983) criaram o algoritmo NEH que a principio, foi desenvolvida para o
problema flowshop classico. Posteriormente foi amplamente estudada em diversos tipos de
problema flowshop devido a sua féacil aplicacdo que obtém solucdes de qualidade com um
esforco computacional baixo.

Leisten (1990) apresentou uma abordagem mais abrangente, propds duas
heuristicas que lidam com Permutacdo flowshop e com a Nao-Permutacdo flowshop com
uma quantidade finita e ilimitada de buffer. A principal proposta das heuristicas de Leisten é
a maximizacdo do uso de buffers e minimizar o bloqueio na maquina. Em seu trabalho,
comparou suas heuristicas e com outras e concluiu que o algoritmo NEH inicialmente
proposta para buffer ilimitado, tem um desempenho superior.

Como base de um trabalho anterior de Ronconi & Armentano (2001) apresentaram
novas propriedades para o critério de makespan, Ronconi (2004) criou uma nova heuristica
denominada MinMax (MM). A heuristica MM foi comparada com a heuristica PF em seu

trabalho, mas ela foi superada pela heuristica PF. No mesmo trabalho, Ronconi apresentou
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outras duas novas heuristicas, MME e PFE, que seriam respectivamente as heuristicas MM
e PF combinadas com o procedimento de enumeracdo de NEH. Estas novas heuristicas
apresentadas foram comparadas com o método NEH, considerado até o momento como
sendo o melhor algoritmo para a solugéo do problema de flowshop com bloqueio. Os novos
métodos apresentaram um desempenho superior com relacdo ao numero de melhores
solugdes com relagdo ao NEH. O algoritmo PFE teve uma superacdo significativa para
problemas com 500 tarefas.

Abadi et al. (2000) prop6s uma heuristica para a diminuicdo do tempo de ciclo no
problema e recentemente, Ronconi & Henriques (2009) apresentaram algumas heuristicas
construtivas para a minimizacdo do atraso total no problema e os métodos tiveram
resultados promissores.

Recentemente, Pan QK (2011) apresentou uma série de heuristicas que ele as
classificou como: heuristicas construtivas simples, heuristicas construtivas melhoradas e
heuristicas construtivas compostas. A heuristica simples apresentada em seu trabalho foi
WPF. Esta heuristica € uma variagdo da heuristica PF. Quanto as heuristicas construtivas
melhoradas, apresentou a wPFE, PF-NEH(X), wPF-NEH(x), estas tres heuristicas, séo
variacdes de PFE apresentada por Ronconi, sendo o indice x o nUmero de sequencias que
€ gerada. Nas heuristicas construtivas compostas foi utilizada uma heuristica de busca local
que foram j& referenciadas em outros trabalhos de Smutnicki (1998), Liu & Reeves (2001),
Framinan (2004) entre outros. A heuristica utilizada foi a Referenced Local Search (RLS)
gue previamente Pan QK (2007) havia apresentado. Nesta classe, foi aplicada esta busca
local em todas as heuristicas anteriormente citadas (heuristicas construtivas simples e
heuristicas construtivas melhoradas). Em sua analise, os resultados foram comparados com
as solucdes de Ribas (2011) e os resultados obtidos apresentaram boa qualidade. Entre as
heuristicas construtivas simples, a heuristica wPF obteve um resultado superior as
apresentadas por McCormick e Ronconi. O método wPF-NEH(5) obteve um resultado
superior entre os métodos desta classe. O método PF — NEHs ), obteve um resultado
superior a todas as anteriores.

Para as meta-heuristicas, Nowicki (1999) generalizou a nocdo de bloqueio com
tarefas, sugerido por Grabowski, et al. (1983) para o ambiente flowshop. Nowicki utilizou a
meta-heuristica de busca tabu (Tabu search, TS), propriedade que reduz a vizinhanca de
uma busca local. Em seus testes, os seus resultados apresentaram uma qualidade superior
a outros métodos conhecidos na literatura.

Caraffa,et al. (2001), desenvolveu um algoritmo genético para problemas de grande
porte com uma desaceleracdo restrita no qual o problema de flowshop com bloqueio foi

abordado como um caso especial. Grabowski & Pempera (2007) desenvolveu uma TS que
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de acordo com seus testes computacionais, apresentou uma superioridade sobre os
métodos de algoritmo genéticos de Caraffa e Branch-and-Bound de Ronconi.

Wang, et al. (2010) apresentou o método Hybrid discrete differential evolution
(HDDE) que trata uma versdo discreta de uma evolu¢do diferencial e uma busca local
baseada em vizinhanca de insercdo. Foi mostrado que o desempenho das solucdes de
HDDE foi muito superior a apresentada por TS.

Em um trabalho mais recente, Ribas, et al. (2011) em seu trabalho, propds o
algoritmo Iterated Greedy e Ribas demonstrou que seu método obtinha solucbes de
gualidade superiores ao método HDDE, fornecendo as melhores solu¢cdes conhecidas.

De acordo com a revisao literaria realizada neste trabalho, com foco nas heuristicas,
percebe-se que varios métodos de solu¢do para o problema de minimizagdo do makespan
foram elaborados de forma independente, ndo sendo realizada uma comparacgéo efetiva
ente eles. O unico trabalho que realiza uma comparagéo entre métodos, seria o trabalho de
Ronconi (2005) que provou a superioridade das heuristicas propostas, MME e PFE, sobre
as heuristicas PF e NEH, consideradas as melhores para este tipo de problema. O trabalho
de Pan QK (2011) apresentou diversas heuristicas construtivas, mas seus resultados foram
comparados com as solugdes de Ribas (2011), ele mostrou que seus resultados foram
proximos aos resultados de Ribas, porém, ndo houve uma confrontacdo entre os métodos
propostos e os existentes na literatura.

Com os aspectos apresentados acima, a comparacao entre os melhores métodos
sera realizada de acordo com a classificacdo apresentada por Pan QK (2011), sendo esta
classificacdo dividida em trés categorias: Heuristica Construtiva Simples, Heuristica
Construtiva Melhorada e Heuristica Construtiva Composta.

Como visto, ha um grande numero de métodos heuristicos propostos para o
problema de minimizacdo do makespan e é conveniente classifica-los em categorias
distintas, nas quais se considera a estrutura da heuristica proposta, se ha a existéncia ou
ndo de uma fase de melhoramento da solug&o. Para uma melhor estruturacéo, este trabalho
sera baseado na proposta de Framinan et al. (2005) mas serd adaptado de acordo com as
caracteristicas do trabalho de Pan QK et al. (2011). A estruturacdo de Framinan sugere que
0s métodos sejam classificados em trés fases:

a) Index Development: Esta fase tem como objetivo obter uma ordenacdo simples
das tarefas de acordo com uma regra de prioridade, baseada na soma dos
tempos de processamento das tarefas nas maquinas. Ha diversas maneiras de
se obter essa regra.

b) Solution Construction: Nessa fase é onde se caracteriza 0 método, mas apesar
de prover uma solucdo, ela pode ndo garantir que a sequencia gerada seja

melhor que a sequencia gerada pela primeira fase.
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c) Solution Improvement: Como base a solucdo da segunda fase, tenta-se obter
uma nova solugdo com a inser¢cdo da k-ésima tarefa em todas as posi¢Oes
possiveis das solugdes parciais que sao obtidas.

A maioria dos trabalhos presentes na literatura possui a classificacdo acima como
caracteristica de estruturacdo. No trabalho de Pan QK (2011), ele utilizou as trés fases
anteriores descritas, porém, apos a terceira fase, ele aplicou um algoritmo de busca local e
caracterizou as Heuristicas como Compostas (Composite heuristics). Devido ao grande
desempenho apresentado por essa composicao realizada por Pan QK, podemos classifica-
la como uma nova etapa.

d) Solution Composite: esta fase também busca um melhoramento, mas séao
utilizados comumente métodos de busca local para obter uma nova solugéo que
seja melhor ou igual a fornecida pela fase anterior.

Esta dltima fase agrega ao algoritmo um maior custo computacional. Contudo, a
qualidade obtida pelas solugBes desta fase, o custo computacional torna-se insignificante
guando equiparadas.

Com base na revisdo realizada pela se¢édo anterior, serdo descritas as heuristicas
consideradas como as mais promissoras da literatura. Assim, os métodos descritos serao
implementados para fins de comparacéo.
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3.1. Heuristicas Construtivas Simples

Nas subsecdes abaixo, serdo descritas as heuristicas Construtivas Simples.

e McCormick — PF (McCormick, et al.,1989)

Fase de Desenvolvimento

Passo 1: Para cada tarefa i, calcule o tempo total de processamento T; que é dada

pela equacéo (7).

m
T, = z Pik» Parai=1,23,..,n ™
k=1

Passo 2: Ordene as tarefas em ordem néao-decrescente de acordo com os valores de
T; para todas as maquinas.
Passo 3: Selecione a primeira tarefa de acordo com a sequencia obtida

anteriormente e faga a sequencia parcial como f = (f,) esejalU =] — {1}

Fase de Construcdo da Sequencia

Passo 4: Considere k = 1.

Passo 5: Calcule o tempo de partida dy;, i = 1,2,3,...m, para a ultima tarefa g, na
sequencia parcial B = (B4, Bz, -, Br)-

Passo 6: Para cada tarefa j € U, teste a tarefa na posicdo (k + 1) *™2 de g,
calcule os tempos de partida de dy,,; para i=1,2,..m, e também calcule a soma dos

tempos de espera e de blogueio com a equacéo (8).

m
8iic = ) (@icras = dii = Py ®
i=1

Passo 7: Selecione a tarefa que possuir o menor valor de 6§, na posicdo (k +
1)éima de B e remova a tarefa selecionada de U.
Passo 8: Faca k =k+ 1, se k=n—1 Faca Passo 9, caso contrario faca
Passo 5.

Passo 9: A Unica tarefa restante em U, inserir na posi¢édo nt" de g.
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No método PF, a heuristica possui n— 2 iteracdes e cada iteracdo pode ser
calculada com complexidade O(nm). Entdo, o método de McCormick possui complexidade

(n — 2) (nm), isto &, 0(n?m).

e Ronconi — MM (Ronconi, 2004)

Fase de Desenvolvimento

Passo 1: Para cada tarefa i, calcule o tempo total de processamento T; que é dada
pela equacao (7).

Passo 2: Sejay = (y1,Y2, -, ¥n) @ Sequencia em ordem nado-decrescente dos valores
obtidos da equacéao (7). Insira a tarefa y; na primeira posi¢do da sequencia parcial § = (8;)
efaca: U =] — {y1}.

Passo 3: Insira y, na ultima posicdo da sequencia parcial 8 = (B4, ..., fn) € faca:
U=]—{r}

Fase de Construcédo da Sequencia

Passo 4: Faca k = 2.
Passo 5: Para cada tarefa j € U, obtenha um valor pela equacéo (9)

m-—1 m
« Z Ipii — Prisa| + (1 — ) Z pj1 €C))
i=1 1=1

Passo 6: A tarefa que obter o menor valor com a equacdo do Passo 5, insira-a na
posicéo k de § e remova a tarefa selecionada de U.
Passo 7: Faca k = k+1. Se k = n faga Passo 8, caso contrario, Passo 5.

Passo 8: A sequencia final sera f3.

A heuristica apresentada por Ronconi (2004) para o calculo de cada parametro da
equacao (9), possui complexidade de O((m-1))(m) e o método possui n-2 iteracbes. Com
isso, o grau de complexidade de sua heuristica é de O(m?n).O parametro a é usado para
ponderar cada termo da equacdo (9). Esta heuristica € baseada nas propriedades do
trabalho de Ronconi & Armentano (2001) na obtencdo do Makespan e com a afirmacgéo de
gue sejam duas sequencias de numeros inteiros A = a4, a,, ...,a;e B = by, b, ..., by e definida

pela equacao (10):
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S(A,B) = max(a;, by) (10)
; 1 by

assim, S(A, B) é minimizado se as sequencias A e B forem ordenadas de tal maneira que o
caminho de cada par (a;, b;) hAum k € (1,2, ...,t), de modo que a; e b; correspondem ao k-
ésimo menor elemento da sequencia A e B respectivamente. Ronconi explica que nao é
possivel ordenar os tempos de processamento das tarefas envolvendo a condicdo de
Ronconi &Armamento, entdo, a heuristica MM é uma estratégia que visa construir uma
solucdo onde a diferenca entre eles é reduzida. O primeiro termo da expresséo (9) é o
moédulo da diferenca entre os tempos de processamento de tarefas consecutivas em
maquinas consecutivas. O segundo termo prioriza as tarefas com a menor média de

processamento.
e Pan QK —wPF (Liu & Reeves (2005) adaptado por Pan QK, 2011)

Fase de Desenvolvimento

Passo 1: Esta etapa segue os mesmos passos da Fase de Desenvolvimento do
método PF.

Fase de Construcdo da Sequencia

Passo 4: Considere k = 1.

Passo 5: Calcule o tempo de partida dy ;i = 1,2,3,..m, para a ultima tarefa §, na
sequencia parcial B = (B4, Bz, -, Br)-

Passo 6: Para cada tarefa j € U, teste a tarefa na posicdo (k + 1) *™2 de g,
calcule os tempos de partida de dy,; para i=1,2,..m, e também calcule a soma dos

tempos de espera e de bloqueio com a equacao (11).

m
Ojx = Z Wi(dis1,i — dii — Pji) (11)
=1

Passo 7: Selecione a tarefa que possuir o menor valor de §;, na posicao (k +

1)ésima de B e remova a tarefa selecionada de U.
Passo 8: Facak =k + 1, se k = n — 1 Faca Passo 9, caso contrario faca Passo 5.

Passo 9: A Unica tarefa restante em U, inserir na posicéo n®™m® de g.
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Na equacao (11), o termo &; , representa a soma dos tempos de espera e bloqueio
da tarefa j na posigéo k. O método apresentado por Pan QK (2011) é uma adaptacédo do
método PF apresentado por McCormick. A diferenca esta presente na obtencao do valor no

Passo 6 da descricdo anterior que seria a inser¢do do peso w;.

- m (12)
i+ k(nm_—zi)

wi

A equacdo (12) representa 0 peso da soma dos tempos de bloqueio e espera. Este
peso foi usado por Liu & Reeves (2001) e adaptado por Pan QK e o objetivo dele é
diferenciar o efeito das maquinas em diferentes estagios e tarefas em diferentes posicoes.
Este método busca reduzir os tempos de ociosidade, causados por tarefas previamente
sequenciadas. O método apresentado possui a mesma complexidade do método PF,
0(n’m).
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3.2. Heuristicas Construtivas Melhoradas
As heuristicas que serdo apresentadas nesta subsecdo, basicamente, sdo as
heuristicas simples apresentadas na subsecao anterior com a utilizacdo de uma das etapas
do método de Nawaz (1983), o NEH.
Abaixo segue a descricdo do método.

e Nawaz — NEH (Nawaz-Enscore-Ham, 1983)

Fase de Desenvolvimento e Construcao

Passo 1: Para cada tarefa i, calcule o tempo total de processamento T; que é dada
pela equacéo (7).

Passo 2: Ordene as tarefas em ordem n&o-crescente LPT (Longest Processing
Time) de acordo com os valores de T; para todas as maquinas 8 = (81, B2, -, Br)-

Passo 3: Selecione a primeira tarefa de acordo com a sequencia obtida

anteriormente e faga a sequencia parcial como = (B;).

Fase de Melhoramento da Sequencia

Passo 4: Considere k = 2.

Passo 5: Pegue a tarefa B, de B e teste em todas as k posicdes possiveis de 7.

Passo 6: Insira a tarefa 8, em m na sequencia parcial que resultar o menor valor de
makespan.

Passo 7: Faga k = k + 1, se k = n Faga Passo 8, caso contrario fagca Passo 5.

Passo 8: A sequencia final  ser& o resultado do método.

A complexidade da heuristica NEH é dada por (((n(n+1))/2)-1). Esta equacado
representa o numero de inser¢des que a heuristica realiza. Como cada interacao é realizada
para as m maquinas, a complexidade é de 0(n?m).

Como podemos observar, o método NEH é dividido em duas fases, fase de
desenvolvimento e fase de construcdo. Nas heuristicas construtivas melhoradas, utilizam

em sua grande maioria a fase de construcdo para o melhoramento das sequencias.

e Ronconi — MME (Ronconi, 2004)

Fase de Desenvolvimento e Construcdo

Passo 1: Obtenha a primeira ordenacao através do método MM.
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Fase de Melhoramento da Sequencia

Passo 2: Obtenha o melhoramento aplicando a segunda fase do método NEH (Fase

de Desenvolvimento e construgao).

Neste método, ao invés de utilizar a ordenagéo LPT para obter a solugéo inicial de
NEH, utiliza-se o método MM.

A complexidade do método é dada pelo pior caso, o0 método MM possui
complexidade de O(m?n) e o método NEH de complexidade O(n?m), com isso, a

complexidade é de 0(n?m).

e Ronconi - PFE (Ronconi, 2004)

Fase de Desenvolvimento e Construcdo

Passo 1: Obtenha a primeira ordenacao através do método PF

Fase de Melhoramento da Sequencia

Passo 2: Obtenha o melhoramento aplicando a segunda fase do método NEH (Fase

de Desenvolvimento e Construcao).

Como ambas as heuristicas apresentam a mesma complexidade entdo o método

PFE apresenta complexidade de 0 (n?m).

e Pan QK —wPFE (Ronconi (2005) adaptado por Pan QK, 2011)

Fase de Desenvolvimento e Construcao

Passo 1: Obtenha a primeira ordenacéo através do método wPF.

Fase de Melhoramento da Sequencia

Passo 2: Obtenha o melhoramento aplicando a segunda fase do método NEH (Fase

de Desenvolvimento e Construcao).

Esta heuristica segue os mesmos procedimentos da heuristica PFE demonstrada
anteriormente, porém, no Passo 1, na Fase de Desenvolvimento e Construcdo, a obtencéo
da sequencia é realizada com o método wPF da secdo 4.1.3 e sua complexidade tem a

mesma complexidade da heuristica que a originou, PFE, 0(n?*m).
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e Pan QK — PF-NEH (Pan QK, 2011)

Fase de Desenvolvimento e Construcdo

Passo 1: Obtenha a primeira ordenacao através do método PF, 8 = (B4, B2, -, Bn)-
Seja a sequencia, T = (By, B2, ) Prn-1)-

Fase de Melhoramento da Sequencia

Passo 2: Sejak=n—-A+1.

Passo 3: Pegue B de B e teste em todas as posi¢des k possiveis em 7.

Passo 4: Insira a tarefa B, em m na posicdo que resultou no menor valor de
makespan.

Passo 5: Faca k =k + 1. Se k = n faga Passo 6, caso contrario faga Passo 3.

Passo 6: A sequencia final = serd o resultado do método.

A nova heuristica de Pan QK é bem similar a heuristica proposta por Ronconi. Neste
caso, 0 procedimento de inser¢cdo proposto por Nawaz na Fase de Construgdo de seu
método, comecga de uma tarefa a partir da posicdo k = n — A + 7. O ndmero de inser¢des
realizadas por este novo método é menor que a do método PFE porque considera somente
(((2n-A+1)A/2) sequencias parciais. A complexidade computacional deste método é da ordem
de 0(n?m).

e Pan QK —wPF-NEH (Pan QK, 2011)

Fase de Desenvolvimento e Construcdo

Passo 1: Obtenha a primeira ordenagédo através do método wPF, 8 = (B4, B2, -, Bn)-

Fase de Melhoramento da Seguencia

Passo 2: Este passo segue exatamente ao procedimento de Fase de

Desenvolvimento e Construcao do método PF-NEH da secéo 4.2.5.

A complexidade é a mesma que a complexidade que originou este método, o PF-

NEH, com isso seu grau de complexidade computacional € 0(n?m).

As heuristicas WPF-NEH (x) e PF-NEH (x) sé@o variagBes simples das heuristicas
wWPF-NEH e PF-NEH respectivamente. A seguir, sera realizado o passo-a-passo destas

heuristicas.
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e Pan QK — PF-NEH(x) (Pan QK, 2011)

Fase de Desenvolvimento e Construcdo

Passo 1: Para cada tarefa i, calcule o tempo total de processamento T; que € dada
pela equacéo (7).

Passo 2: Ordene as tarefas em ordem ndo decrescente de acordo com os valores de
T; para todas as maquinas.

a= (a,ay, ..., Ag).

Fase de Melhoramento da Sequencia

Passo 1: Fagal = 1.

Passo 2: Seja a; a primeira tarefa a gerar a sequencia 8 = (B4, f2, -, fn) usando o
método PF.

Seja a sequencia, T = (B4, 82, - Bn-1)-

Passo 3: Este passo segue o mesmo procedimento da Fase de Construcdo do
método PF-NEH previamente demonstrado na secéo 4.2.4.

Passo 4: Fagal =1+ 1. Se | = x fagca Passo 5, caso contrario, faca Passo 2.

Passo 5: Retorne como resultado a sequencia € (!, 72, ...,m*) com o menor valor

de makespan.

e Pan QK — wPF-NEH(x) (Pan QK, 2011)

Fase de Desenvolvimento e Construcao

Passo 1: Para cada tarefa i, calcule o tempo total de processamento T; que é dada
pela equacéo (7).

Passo 2: Ordene as tarefas em ordem nédo decrescente de acordo com os valores de
T; para todas as maquinas.

a= (a,ay, ..., A).

Fase de Melhoramento da Sequencia

Passo 1: Fagal = 1.
Passo 2: Seja a; a primeira tarefa a gerar a sequencia 8 = (B4, f2, .-, f») usando o
método PF.

Sejaasequencia, T = (B1,82, -, Bn-1)-
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Passo 3: Este passo segue o mesmo procedimento da Fase de Construcdo do
método PF-NEH previamente demonstrado na se¢éo 4.2.4.

Passo 4: Fagal =1+ 1. Se l = x faga Passo 5, caso contrario, fagca Passo 2.

Passo 5: Retorne como resultado a sequencia « € (w!,7?,...,7*) com o menor valor

de makespan.

Este método segue o0s mesmos procedimentos da heuristica PF-NEH(X)
demonstrado anteriormente, porém, no Passo 2 na Fase de Desenvolvimento e Construcao,
a obtencdo da sequencia S é realizada com o método wPF da secao 4.1.3.

Para ambos os métodos, WPF-NEH(x) e PF-NEH(x), a complexidade é dada pelo
método que as originou, PF-NEH, porém, com a multiplicagdo do nimero de sequencias que
€ gerada por estas novas heuristicas. Entdo a complexidade computacional é na ordem de

0(xn’m).
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3.3. Heuristicas Construtivas Compostas

As Heuristicas Construtivas Compostas sao caracterizadas pela juncdo de métodos
heuristicos para a obtencdo de resultados melhores em comparadas com as heuristicas
simples e heuristicas melhoradas. As heuristicas compostas, na literatura, sdo as que
possuem melhor qualidade de resultados relacionada ao tempo computacional necessario
para obtencao dos resultados.

As heuristicas que sao utilizadas comumente para este melhoramento, sdo as
heuristicas de busca local. Métodos como Vizinhanca de Insercdo e Vizinhanca de
Permutacdo apresentadas por Nagano & Moccellin, et al. (2008) apresentaram bons
resultados na area de flowshop permutacional, mas no trabalho de Pan QK (2007) é
apresentado o método Referenced Local Search (RLS) que em composicdo com as
heuristicas para flowshop com bloqueio (Pan QK, 2011), apresentou resultados significativos

comparados aos valores de Ribas (2011) e nesta sec¢ao, sera apresentada a heuristica RLS.
e Pan QK - RLS (Pan QK, 2007)

Seja a sequencia m=(my,m,..,m) que deve ser melhorada e

nref = (@}, wl¥, ..., ") uma sequencia referencia.

Procedimento RLS (m,7"¢).

Passo 1: Sejai=1

Passo 2: Facan' =«

f

Passo 3: Procure a tarefa ; / em ' e remova-a.

ref

Passo 4: Teste ;' em todas as posi¢es possiveis de n’.

Passo 5: Insira 7]/

em 7' na posi¢édo que resulta 0 menor valor de Makespan.
Passo 6: Se f(n') < f(n) entdonw =’
Passo 7: Facai=i+ 1. Sei>n faca Passo 8, caso contrario, faca Passo 2.

Passo 8: Retorne m como solugéao do problema.

O padréo que segue para a utilizacdo das heuristicas compostas nas heuristicas

simples e melhoradas segue abaixo.
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Fase de Desenvolvimento

Passo 1: Utilizam-se comumente as fases de desenvolvimento citadas nas secbes

acima (LPT ou ordenacdo ndo-decrescente).

Fase de Construcao

Passo 2: Nesta etapa, utilizam-se métodos simples (PF, MM, wPF).

Fase de Melhoramento

Passo 3: Utilizam-se métodos de Insercdo de tarefas (Segunda fase do Algoritmo
NEH).

Fase Compositiva

Passo 4: Aplicam-se métodos de busca local (Neste trabalho, a heuristica RLS).
Seguindo estes passos, obtém-se as Heuristicas Construtivas Compostas: MM,

PFLS' WPFLS'MMELS' PFELS' WPFELs, PF—NEHLs, WPF—NEHLs, PF—NEH(X)Ls,
WPF — NEH (x) 5.
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Tabela 2: Fases das Heuristicas
Fases

Desenvolvimento Constru¢cdo Melhoramento Composicdo

PF Ordenacao PF
Heuristicas Simples MM Ordenacao MM
wPF Ordenacao wPF
NEH Ordenagao LPT NEH
PFE Ordenacao PF NEH-2
MME Ordenagao MM NEH-2
Heuristicas Melhoradas WPFE Ordenagdo WPF NEH-2
PF-NEH Ordenacao PF NEH-2
wPF-NEH Ordenagao wPF NEH-2
PF-NEH(x) Ordenagao PF NEH-2
WPF-NEH(x) Ordenacao wPF NEH-2
PF-NEH Ordenagao PF NEH-2 RLS
Heuristicas Compostas wPF-NEH Ordenacao wPF NEH-2 RLS
PF-NEH(x) Ordenacao PF NEH-2 RLS
WPF-NEH(x) Ordenagao wPF NEH-2 RLS

A Tabela 2 apresenta de forma exemplificada a diviséo das fases de cada método.
O indice NEH-2 representa a utilizagdo da segunda fase do método NEH (fase de insercao).
Os métodos presentes na tabela sdo os que apresentaram resultados com qualidade
superiores na literatura para a solucdo de problemas no ambiente Flowshop com bloqueio

através de Heuristicas Construtivas.
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3.4. Exemplos numéricos dos Métodos

Nesta secdo, serdo apresentados exemplos numéricos dos métodos estudados para
uma demonstracdo de seus passos e célculos para a obtencdo de resultados. A Tabela 3
apresenta os valores de processamento de cinco tarefas em cinco maguinas que serao

utilizados a seguir.

Tabela 3: Dados para os exemplos numéricos

J1 J2 I3 Ja Js
m, 6 7 11 4 1
m, 3 1 7 8 9
ms 11 2 4 2 1
my 2 13 8 9 4
ms 2 2 3 4 5

McCormick — PF (McCormick, et al., 1989)

Passo 1: Utilizando a equacgédo (7), as tarefas ser@o ordenadas em ordem né&o-

decrescente de acordo com os valores obtidos através da equacao.

Soma:

], = 24.
], = 25.
Jz = 33.
Ju = 27.
Js = 20.

Passo 2: Sequencia ndo-descrescente: Js — J; — Jo, — J4 — J3.

Passo 3: Selecione e insira a primeira tarefa /s na primeira posicdo da nova

sequencia e retire-a da sequencia do Passo 2.

Passo 4. Teste todas as tarefas restantes da sequencia do Passo 2 na ultima

posicdo da nova sequencia do Passo 3 e obtenha um valor com a equagéo (8).

Js— J1=20.
Js— J2=12.
Js = J3 =29.
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Js — Ja = 26.

Menor: Js — ], = 12.

Selecione como nova sequencia aquela que obtiver o menor valor entre as
possibilidades testadas e remova a tarefa correspondente, no caso J,, do conjunto de
tarefas do Passo 2. As tarefas restantes séo: J; — J, — Js.

Teste todas as tarefas restantes do Passo 2 na ultima posicdo da nova sequencia

(Js — J») e para cada variacao, calcule o valor através da equacao (8).

Js—J2— 1 =13
Js — Jo— J3 =37.
Js — J2— Ja =21

Menor: J5 — J, — J; = 13.

Remova a tarefa J; do conjunto do Passo 2 seguindo o mesmo critério de selecdo da
segunda tarefa da nova sequencia e faca j; — J, — J; a nova sequencia. Na nova
sequencia, teste na ultima posi¢cdo todas as tarefas restantes do conjunto do Passo 2
novamente e calcule os valores pela equacéo (8).

Js—J2—J1— J3=30.

Js—J2—J1— Ja=10.

Menor: Js — J, — J; — ], = 10.

Continuando o mesmo procedimento, remova a tarefa J, do conjunto restante e
coloque-a na ultima posicdo da nova sequencia, gerando: Js — J, — J; —J4. A Ultima tarefa
restante do Passo 2 é inserida na ultima posicdo da nova sequencia, obtendo a solugéo
final:

Sequencia Final: Js — J, — J1 — J4 —J3.

Makespan = 53.

Ronconi — MM (Ronconi, 2004)

Utilizando os dados da Tabela 3, segue o0 exemplo numérico do método MM.

Passo 1: Calcule a soma dos valores pela equacgéo (7).

Jy = 24.
J, = 25.
Js = 33.
Ju = 27.
Js = 20.
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Passo 2: Selecione a tarefa com o menor valor adquirido através da equacéo (7) e
insira na primeira posi¢cao da nova sequéncia, no caso a tarefa /5 e remova-a do conjunto do
conjunto de tarefas do Passo 1. Insira na ultima posicdo da nova sequéncia entre as tarefas
restantes do conjunto, a tarefa que possuir 0 menor valor adquirido pela equacéo (7), no

caso, a tarefa J;.

Passo 3: Teste todas as tarefas restantes na nova sequéncia através da equacao (9)

Js — J, = 15,25.
]5 - ]3 == 16,5
Js — Ja = 20,25.

Nova Sequencia Parcial: Js — J, = 15,25.

Insira a tarefa que obteve o menor valor na segunda posicdo da nova sequéncia, J, e
retire ela do conjunto de tarefas do Passo 1. A nova sequéncia: Js — J, — -], e as tarefas
restantes a serem inseridas sao: Jz e J,.

Novamente, teste as tarefas restantes na terceira posicdo da nova sequencia
seguindo o critério da equacao (9).

Js = J2—Jz =30,75.

Js = Jo —Ja=21.

Nova Sequencia Parcial: Js — J, — ], = 27.

Insira a tarefa J, na terceira posicdo da nova sequencia e remova-a do conjunto de
tarefas do Passo 1 por resultar no menor valor da equacao (9) e na quarta posi¢édo (Unica
disponivel), insira a tarefa restante do Passo 1 na nova sequencia, gerando:

Sequencia Final: Js — J, —J4 —J3 —J1-

Makespan = 52.

Pan QK —wPF (Pan QK, 2011)

Utilizando os dados da Tabela 3, segue o exemplo numérico do método wPF.

Passo 1: Calcule a soma dos valores pela equacéo (7).

J, = 24.
Jo = 25.
J5 = 33.
J. = 27.
Js = 20.
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Passo 2: Sequencia ndo-descrescente: Je — J; — J, — Ja — J5.

Passo 3: Selecione e insira a primeira tarefa Js na primeira posi¢cdo da nova
sequencia e retire-a da sequencia do Passo 2.

Passo 4: Teste todas as tarefas restantes da sequencia do Passo 2 na ultima

posicao da nova sequencia do Passo 3 e obtenha um valor com a equacgéao (11).

Js — J1 = 25,54.
Js — J, = 15,01.
Js — ] = 34,47.
Js — Ja = 35,02.

Nova Sequencia Parcial: J — J, = 15,01.

Selecione como nova sequencia aquela que obtiver o menor valor entre as
possibilidades testadas e remova a tarefa correspondente, no caso J,, do conjunto de
tarefas do Passo 2. As tarefas restantes séao: J; — J, — J3.

Teste todas as tarefas restantes do Passo 2 na ultima posi¢do da nova sequencia
(Js — J,) e para cada variagdo, calcule o valor através da equacéo (11).

Js—J2—J1 =15

Js— J2— J3 =4178.

Js— J2— Ja = 23,44

Nova Sequencia Parcial: J; — J, — J; = 15.

Remova a tarefa J; do conjunto do Passo 2 seguindo o mesmo critério de selecéo da
segunda tarefa da nova sequencia e faca Js — J,— J; a nova sequencia. Na nova
sequencia, teste na ultima posicdo todas as tarefas restantes do conjunto do Passo 2
novamente e calcule os valores pela equagao (11).

Js—J2—J1— J3=30.

Js—J2—J1— Ja=10.

Nova Sequencia Parcial: Js — J, — J; — ], = 10.

Continuando o mesmo procedimento, remova a tarefa J, do conjunto restante e
coloque-a na ultima posi¢cdo da nova sequencia, gerando: Js — J, — J; —J,. A ultima tarefa
restante do Passo 2, insira na Ultima posicdo da nova sequencia, obtendo a solucéao final:

Sequencia Final: Js — J, — J1 — J4 —J3.

Makespan = 53.
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Nawaz — NEH (Nawaz-Enscore-Ham, 1983)

Utilizando os dados da Tabela 3, segue o exemplo numérico do método NEH.

Passo 1: Calcule a soma dos valores pela equacéo (7).

J, = 24.
J, = 25.
Js = 33.
J, = 27.
Js = 20.

Passo 2: Ordene as tarefas em ordem nao-crescente de acordo com a soma dos

processamentos das tarefas obtidos através da equacéao (7).
]3_]4_]2_]1_]5'

Passo 3: Selecione as duas primeiras tarefas e encontre a melhor disposicéo delas,
isto é, a melhor sequencia parcial sera a que possuir 0 menor valor de makespan obtido
através das equacdes (2) a (6).

J3—Ja=43.

Ja— J3=31.

Nova Sequencia Parcial: J, — J; = 37.

Selecione como nova sequéncia aquele que apresentar o menor valor de makespan
parcial, no caso a sequéncia J, — J;. Selecione a terceira tarefa da sequencia do Passo 2 e

insira em todas as posi¢des possiveis da nova sequencia.

Jo—Ja— J3 =44
Jao—Jo— J3 =47.
Ja—J3— J2 =49.

Nova Sequencia Parcial: J, — J, — J3 = 44.

Com o mesmo critério de selecdo realizado para a segunda tarefa, selecione a
sequencia que obteve o menor valor de makespan como a nova sequencia, noO caso:
Jo —Ja — J3. Para a selecdo da quarta tarefa, realiza-se o0 mesmo procedimento seqiencial,
insira a quarta tarefa da sequencia do Passo 2 em todas as possibilidades de posi¢cdes da
nova sequencia com trés tarefas.

Ji—J2—Ja— J3 =55

J2—=J1—Ja— J3 =50.

J2—Ja—J1— J3 =52
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Jo—Ja—J3—]J1 =48

Nova Sequencia Parcial: J, — J, — J3 — J; = 48.

Realizando os mesmos procedimentos para a obtengédo da terceira tarefa da nova
sequencia, € inserida a quarta tarefa do Passo 2 em todas as possibilidades de posi¢cdes na
nova sequencia. Com isso, obtemos a sequencia nova J, —J, — J3 — J; € ela sera utilizada
para a inser¢do da Ultima tarefa restante na sequencia do Passo 2.

Js—J2—Ja—J3— J1 =52

Jo—=Js—Ja—J3— J1 =54

J2—Ja—Js—J3— J1 =56

J2—Ja—Jz—Js— J1 =56.

J2—Ja—Jz3—J1— Js =55

Nova Sequencia Final: Js —J, —J4 —J3 — J1 = 52.

Com a insercdo em todas as possibilidades da ultima tarefa do Passo 2 em todas as
posi¢Bes da nova sequencia, obtém-se a sequencia final do método com

Makespan = 52

Os métodos PFE, MME, wPFE, sdo similares ao método NEH. Ao invés de utilizar a
solucdo inicial LPT, utiliza-se a PF, MM e wPF respectivamente para a obtencdo dos
resultados dos métodos, ou seja, utiliza-se somente o Passo de insercao apresentado pelo
método NEH.

Pan QK — PF-NEH (Pan QK, 2011)

Passo 1: Utilizando a solucdo obtida pelo método PF, serd usado o exemplo
numérico anteriormente demonstrado como ponto de partida.

]5 _]2 _]1 _]4- _]3'

Passo 2: como ha um menor numero de tarefas, o valor de A que sera utilizado para
fins demonstrativos, teré o valor 3.

Com o valor de A = 3, a insercao das tarefas sera realizada a partir da terceira tarefa
da sequencia gerada pelo método PF, idéntico ao processo de insercao do método NEH a

partir da terceira tarefa, como segue abaixo:

Ji—Js —J, =41
Js —J1i— ], =4L
Js—J2—]1 =34

Nova Sequencia Parcial: Js — J, — J;.

Insercdo da quarta tarefa da sequencia do Passo 1 na Nova Sequencia Parcial:
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Ja—Js —J2—J1 =45

Js =Ja—J2 —]1 = 46.

Js=J2—Ja—]1 =43

Js—=J2—J1—Js =45

Nova Sequencia Parcial: J5 — J, — J, — J1.
Insercédo da Quinta tarefa da sequencia do Passo 1 na Nova Sequencia Parcial:
J3=Js—=J2—Ja—J1 =62
Js—Js—J2—Ja—J1=59.
Js—J2—J3—Ja—J1 =55.
Js—J2—Ja—J3—J1 =52
Js—=J2—Ja—J1—J3 =55

Sequencia Final: Js —J, —Ja—J3 —J1.
Makespan = 52.

O método PF-NEH (x) e o método wPF-NEH (x) e suas variacdes, a diferenca esta
no ndmero de sequencias que sao geradas, ou seja, sdo X repeticdes do método
anteriormente exemplificado. A mudanca est4 na construcdo do método PF e do wPF
respectivamente. O indice x representa a posicdo da tarefa do Passo 2 que deve ser
inserida na primeira posi¢cdo da nova sequencia parcial do Passo 3 e o restante da
construcao da nova sequencia segue o mesmo padrao de insercdo e calculo dos valores

gue sao utilizados como critério.

Pan QK — RLS (Pan QK, 2007)

Passo 1: Para a ilustracdo do procedimento desta heuristica, sera utilizada a
sequencia aleatdria referente a Tabela 3 abaixo:

Js —J2 — Ja— J1 — J3, makespan = 55.

Passo 2: Basicamente, este método funciona semelhantemente ao método de
insercao do NEH, porém, a insercdo ndo é realizada em uma sequencia parcial e sim, em
uma sequencia com todas as tarefas.

Primeiramente realiza-se a busca da primeira tarefa na sequencia do Passo 1 na
sequencia nova, no caso do exemplo representada pela tarefa J; e em seguida, tarefa é
inserida em todas as possibilidades de posi¢cdes na nova sequencia.

Jo—=Js—Ja—J1— J3 =58

Jo=Ja—Js—J1— Jz=6L
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Jo—Ja—J1—Js— J3 =56

Jo—=Ja—J1—Js—Js =58

Os valores s&o comparados com a sequencia original (Passo 1). Como os valores de
makespan obtidos com a inser¢do foram maiores a sequencia anterior, a sequencia nova
parcial continuard sendo a sequencia do Passo 1.

Sequencia nova parcial: Js — J, — J. — J1 — J3-

Em seguida, busca-se na sequencia nova parcial a segunda tarefa correspondente a
sequencia do Passo 1 e ela € inserida em todas as posi¢des possiveis na sequencia nova
parcial.

J2=Js—=Ja—J1— ]z =58

Js—=Ja—Jo—J1— Jz3 =57

Js—Ja—Ji—J2— J3 =58

Js=Ja—J1—Jz—]. =63

Os valores obtidos com a insercdo da segunda tarefa, ndo foram inferiores a
sequéncia nova parcial anterior, com isso a sequéncia nova parcial continua sendo a
mesma.

Sequencia nova parcial: Js —J, — Jo — J1 — J3.

Para a terceira tarefa, realiza-se 0 mesmo procedimento que as tarefas anteriores.
Segue as variagfes das inser¢des na sequencia nova parcial.

Jo—Js—J2 — J1— J3=60.

Js=Ja—Jo — J1— J3 =57

Js—=J2—J1— Ja— J3 =53

Js=Jo—J1— Js— Ja=59.

Neste caso, a sequéncia que apresentou 0 menor valor de makespan foi a sequencia
com o valor de makespan de 53 e a sequencia nova parcial é atualizada pela sequencia que
obteve o menor valor de makespan entre as inser¢des da terceira tarefa.

Sequencia nova parcial:Js — J, — J1 — J4 — J3-

A quarta tarefa, J;, do Passo 1, é procurada na sequencia nova parcial e é testada
em todas as posi¢cdes na sequencia nova parcial. Como segue abaixo:

Ji=Js=J2— Ja— J3=59.

Js—=Ji—J2— Ja— J3=59.

Js—=J2— Ja—J1— J3 =55

Js=Jo— Ja— Js—J1 =52

Com a insercao da quarta tarefa, € obtido um valor de makespan inferior ao anterior,
com o valor de makespan de 52 e, com isso, a sequencia nova parcial é atualizada.

Sequencia nova parcial: Js — J, — J4 — J3 — 1.
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A quinta tarefa da sequencia do Passo 1 € buscada na Sequencia nova parcial e
testada em todas as posi¢cdes nesta sequencia.

Js=Js—=J2—Ja —J1 =62

Js=Jz—J2— Ja —J1 =59.

Js—J2—Jz3— Ja —J1 =55

Js—J2— Ja—J1— J3 =55

Com a inserc¢do, os valores obtidos de Makespan foram superiores a sequéncia
obtida com a insercéo da quarta tarefa entdo, a sequéncia Final sera a sequéncia nova
parcial obtida com a quarta tarefa.

Sequencia Final: Js —J, — J4 — J3 —J1-

Makespan = 52.
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4. Experimentacdo Computacional

Os métodos Heuristicos descritos foram programados em linguagem de
programacdo C no sistema operacional Linux utilizando uma IDE, NetBeans, em um
microprocessador Intel Core 2 Duo (2.2 GHz) e 4 GB de RAM. Para a experimentacao,
utilizou o banco de dados de Taillard que totaliza em 120 problemas com o numero de
maquinas m € {5,10.20} e o numero de tarefas n € {20,50,100,200,500} e cada
combinacdo n x m corresponde a 10 problemas. Os valores de tempos de processamentos
utilizados sdo numeros inteiros gerados aleatoriamente que estao na faixa de [1,99].

As estatisticas usadas para a avaliacdo do desempenho dos métodos foram o
Desvio Relativo Médio e Porcentagem de Sucesso. O Desvio Relativo Médio (DR;,), obtido
através da equacao (12) quantifica o desvio que o método h obtém com relacdo ao melhor
tempo total da programacao obtido para o mesmo problema. O segundo é definido como o
quociente entre 0 numero de problemas no qual o método obteve o melhor tempo de
processamento total e o numero total de problemas resolvidos, quando os métodos
possuem o mesmo valor (melhor), os indices sdo incrementados para ambos.

F, — F
DR, = % (12)
0

Onde F,, é o tempo total da programacao obtido pelo método h, F, o melhor tempo total da
programacao obtido entre os métodos.

Para a Porcentagem de Sucesso, é evidente que o0 método que apresentar o maior
valor possui 0 melhor desempenho neste indice e para o Desvio Relativo Médio, o método
gue possuir o menor valor, serd o método que apresenta o melhor desempenho nesta
estatistica.

Os resultados serdo analisados de acordo com a classe estabelecida neste trabalho:
primeiro serdo consideradas as Heuristicas Construtivas Simples, em seguida as
Heuristicas Construtivas Melhoradas e as Heuristicas Construtivas Compostas. Com isso,
sera realizada a andlise estatistica para todos os métodos descritos para cada determinada
categoria. Apés esta analise, sera realizado o estudo para todos os métodos em conjunto,
sem levar em consideracdo a categoria pertencente.

Os dados das tabelas que serdo apresentadas, as estatisticas Porcentagem de
Sucesso e Desvio Relativo Médio sdo dadas em porcentagem (%) e o tempo computacional,

em milissegundos (ms).
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5. Analise dos Resultados

Heuristicas Simples

Para a literatura Flowshop com bloqueio, neste trabalho, foram estudadas as

heuristicas simples MM, PF e wPF. Os resultados da experimenta¢cdo computacional sdo

ilustrados nas tabelas Tabela 4 a Tabela 6 e Figura 2 a Figura 5.

Tabela 4: Porcentagem de Sucesso para as Heuristicas Simples

Tarefas Maquinas
MM PF wPF

(n) (m)
20 5 10,00 50,00 60,00
20 10 30,00 10,00 70,00
20 20 10,00 10,00 90,00
50 5 10,00 60,00 30,00
50 10 0,00 30,00 70,00
50 20 0,00 0,00 100,00
100 5 0,00 40,00 60,00
100 10 0,00 60,00 40,00
100 20 0,00 30,00 70,00
200 10 0,00 60,00 40,00
200 20 0,00 30,00 70,00
500 20 0,00 80,00 20,00

Média 5,00 38,33 60,00

Tabela 5: Desvio Relativo Médio para as Heuristicas Melhoradas

Tarefas Maquinas

MM PF wPF

(n) (m)
20 5 4,16 1,17 1,23
20 10 3,34 2,57 0,24
20 20 2,74 3,09 0,23
50 5 4,89 0,72 0,74
50 10 6,44 1,47 0,38
50 20 4,42 2,69 0,00
100 5 4,57 0,46 0,35
100 10 6,39 0,33 0,66
100 20 6,47 1,48 0,21
200 10 7,75 0,27 0,58
200 20 7,86 0,93 0,22
500 20 8,47 0,08 0,40
Média 5,62 1,27 0,44
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Tabela 6: Tempo Computacional para as Heuristicas Simples
Tarefas Madquinas

MM PF WPF

(n) (m)
20 5 0 0 0
20 10 0 0 0
20 20 0 0 10
50 5 0 50 20
50 10 0 100 70
50 20 0 200 140
100 5 0 370 210
100 10 30 690 510
100 20 40 1380 1050
200 10 160 5010 3780
200 20 230 9990 7600
500 20 2580 149670 109160

Soma 3040 167460 122550

A Figura 2 ilustra a Tabela 4 para Porcentagem de Sucesso para cada classe de

problema.
Porcentagem de Sucesso para as Heuristicas
Simples
120
100
80 ——
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20x5 20x10 20x20 50x5 50x10 50x20 100x5 100x10100x20200x10200x20500x20

Figura 2: Porcentagem de Sucesso para as Heuristicas Simples
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A Figura 3 ilustra a Tabela 4 para a média da Porcentagem de Sucesso.

Média das PS

70
) /
) /
40
/ —o—Média as PS
30 /
20 /
10

7

O T T 1
MM PF wPF
Figura 3: Média da PS para Heuristicas Simples
A Figura 4 ilustra a Tabela 5 para o Desvio Médio Relativo para cada porte de
problema.
DRM para as Heuristicas Simples
9
8

6 /)\\ /r—/ '
: \ o -~

—o—PF

=e=wPF

20x5 20x10 20x20 50x5 50x10 50x20 100x5100x10100x20200x10200x20500x20

Figura 4: Desvio Relativo Médio para as Heuristicas Simples
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A Figura 5 ilustra a Tabela 5 para 0 a média do Desvio Médio Relativo.

Média das DRM

\ —4—Média das DHR
2

1 N
T

0 T T 1
MM PF wPF
Figura 5: Média da DRM para Heuristicas Simples
A Figura 6 ilustra a Tabela 6 para o tempo computacional para as Heuristicas
Simples

Tempo de Processamento para Heuristicas
Simples

100%
90%
80%
70%
60%
™ wPF
50%
W PF
[v)
40% MM
30%
20%
10%
O% T T T T T T T T T T T

20x5 20x10 20x20 50x5 50x10 50x20 100x5 100x10100x20200x10200x20500x20

Figura 6: Tempo de Processamento Relativo para as Heuristicas Simples
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Com o auxilio da Figura 2, podemos analisar a Porcentagem de Sucesso para as
Heuristicas Simples. E evidente que o método WPF apresentou um desempenho superior a
heuristica PF em problemas de pequeno porte. Para os problemas de grande porte, houve
uma variacdo de superioridade entre os métodos. A média da estatistica, ilustrada pela
Figura 3, é possivel ver com clareza que o método wPF é superior sobre MM e PF.

O Desvio Relativo Médio, com a ilustracdo da Tabela 5 na Figura 4, 0 método wWPF
possui 0 menor valor na maioria dos portes de problema e, na Figura 5, € possivel analisar
que a média do Desvio Relativo Médio é inferior entre os trés métodos, porém, bem préxima
a do método PF. A heuristica MM apresentou 0 maior valor em quase todos os portes de
problema, apenas inferior com relacdo ao método PF para problemas de 20 tarefas e 20
maquinas.

De acordo com a Figura 6, podemos avaliar o tempo computacional relativo gasto.
Os tempos dos métodos WPF e PF sdo bem préximos. Com isso, o wPF é superior que o

método PF por fornecer melhores solugdes sem um aumento no tempo computacional.
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Heuristicas Melhoradas

As Heuristicas Melhoradas da literatura que foram implementadas sdo: NEH, PFE,
MME, wPFE, PF-NEH, wPF-NEH, PF-NEH(2), PF-NEH(5), wPF-NEH(2), wPF-NEH(5). As
heuristicas PF-NEH e wPF-NEH, segundo Pan QK, o valor do termo A que maximiza o
desempenho dos métodos, é o valor correspondente a 25. Para o restante das heuristicas, o
valor A = 20 mostrou-se superior em desempenho quando comparado com outros valores
de A. Para o termo X, os resultados foram gerados para x = 1, 2 e 5 de acordo com os dados
apresentados por Pan QK.

As tabelas Tabela 7 & Tabela 9 representam 0s resultados computacionais obtidos

para as Heuristicas Melhoradas. As figuras Figura 7 a Figura 11 ilustram os dados das

tabelas.
Tabela 7: Porcentagem de Sucesso para as Heuristicas Melhoradas
Tarefas Maquinas WPF- PF- PF- wPF- wPF-
(n) (qm) NEH PFE MME — wPFE  PENEH — \ey NEH(2) NEH(5) NEH(2) NEH(5)
20 5 0 20 10 10 20 10 20 50 10 50
20 10 10 20 20 20 20 20 20 30 20 50
20 20 30 0 50 0 0 0 0 0 0 20
50 5 0 10 0 0 10 10 10 40 30 50
50 10 0 10 0 0 0 10 10 40 20 50
50 20 10 10 30 0 0 10 0 0 10 50
100 5 0 0 0 0 30 20 30 50 20 50
100 10 0 0 0 0 10 20 10 60 30 40
100 20 0 0 10 0 0 20 0 10 40 80
200 10 0 0 0 0 20 0 40 90 10 10
200 20 0 0 0 0 10 40 10 20 50 80
500 20 0 0 0 0 20 0 30 70 30 40
Média 4,17 5,83 10,00 2,50 11,67 13,33 15,00 38,33 22,50 47,50
Tabela 8: Desvio relativo Médio para as Heuristicas Melhoradas
Tarefas  Maquinas WPF- PF- PF- WPF- WPF-
(n) (m) NEH PFE MME  wPFE  PENEH  \eh NEH(2) NEH(5) NEH(2) NEH(5)
20 5 2,32 2,41 2,39 2,37 2,41 2,37 1,59 0,68 1,87 0,29
20 10 1,69 2,57 1,84 2,14 2,57 2,14 1,04 0,45 0,96 0,42
20 20 0,63 2,66 0,52 2,19 2,66 2,19 1,93 1,10 1,65 0,76
50 5 4,43 2,81 2,04 2,75 1,16 1,91 0,95 0,33 1,19 0,21
50 10 2,95 1,93 1,93 2,26 2,02 1,64 1,35 0,74 0,73 0,17
50 20 2,65 2,10 0,77 1,36 3,36 1,66 2,62 1,78 1,34 0,73
100 5 6,15 4,72 4,58 4,17 0,78 0,92 0,29 0,15 0,88 0,43
100 10 5,63 3,67 3,50 4,06 0,95 1,31 0,75 0,16 1,11 0,59
100 20 2,26 1,80 1,18 1,70 1,56 0,96 1,29 0,97 0,22 0,06
200 10 6,74 5,20 5,00 6,30 0,57 0,97 0,39 0,04 0,76 0,51
200 20 4,55 3,17 3,02 3,24 0,92 0,49 0,67 0,37 0,34 0,18
500 20 5,82 4,49 4,47 5,09 0,30 0,54 0,15 0,04 0,33 0,29
Média 3,82 3,13 2,60 3,14 1,61 1,43 1,09 0,57 0,95 0,39
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Tabela 9: Tempo Computacional para as Heuristicas Melhoradas

Tarefas Maquinas WPF- PF- PF- WPF- WPF-
n) (m) NEH — PFE MME  wPFE  PENEH  \en  NEH(2) NEH(S) NEH(2) NEH(5)
20 5 10 0 10 0 0 30 20 40 20 50
20 10 0 0 20 0 0 40 90 30 90
20 20 10 10 40 40 20 50 90 220 90 200
50 5 70 110 140 110 110 80 200 540 180 480
50 10 160 230 280 200 220 170 420 1100 400 1030
50 20 270 540 540 480 450 410 900 2270 810 2090
100 5 570 910 1010 870 620 530 1220 3140 1120 2740
100 10 1150 1830 1980 1680 1220 1100 2470 6200 2150 5470
100 20 2330 3740 3940 3460 2500 2210 4970 12530 4370 11070
200 10 9100 14150 15240 12960 7480 6250 14820 37280 12390 31080
200 20 18040 28300 29520 25720 14900 12430 29820 74480 24820 62090
500 20 275880 428530 453100 389600 181880 141110 362660 908220 280780 702480

Soma 307590 478350 505820 435120 209400 164370 417630 1046110 327160 818870
AFigura 7 € uma ilustracdo dos dados para porcentagem de sucesso da Tabela 7.
Vé Ll
Porcentagem de Sucesso para as Heuristicas
Melhoradas
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WPF-NEH(2)

4= WPF-NEH(5)

Figura 7: Porcentagem de Sucesso para as Heuristicas Melhoradas
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AFigura 8 é uma ilustracdo dos dados para desvio relativo médio da Tabela 8.
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Figura 9: Média da PS para Heuristicas Melhoradas
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Figura 10: Média da DRM para Heuristicas Melhoradas

AFigura 11é uma ilustracdo dos dados de tempos de processamento da Tabela 9.
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Figura 11: Tempo de Processamento Relativo para as Heuristicas Melhoradas
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De acordo com os dados da Tabela 7 e Tabela 8 e pelas Figura 7 e Figura 8, o
método que obteve o melhor indice de Porcentagem de Sucesso e de Desvio Relativo
Médio na maioria dos portes de problema, foi 0 método wPF-NEH(5).

O método que se aproximou da heuristica wPF-NEH(5), foi o método PF-NEH(5) que
obteve resultados satisfatérios, porém, ndo superiores. Os métodos propostos por Ronconi
(MME e PFE) e Nawaz (NEH) foram superados por estes métodos quando confrontados
diretamente. Pelas figuras Figura 9 e Figura 10, sdo ilustrados os valores médios da
Porcentagem de Sucesso e Desvio Relativo Médio, a superioridade dos métodos sugeridos
por Pan QK torna-se mais evidente sobre os métodos de Ronconi e Nawaz

Com relacdo aos tempos computacionais gastos, os métodos PF-NEH(5) e wPF-
NEH(5) apresentaram tempos semelhantes e dominantes no tempo total utilizado. E
evidente o aumento de tempo gasto, porém, com os desempenhos adquiridos nas

estatisticas avaliadas, tornam-se insignificantes quando equiparados.
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Heuristicas Compostas

Com a adicdo da etapa de uma nova etapa de melhoramento, a composi¢céo, foram
programadas as heuristicas PF —EH;s, wPF—NEH;s;, PF—NEH(2),5, PF— NEH(5).s,
WPF — NEH(2) 5, WPF — NEH(5) .

As tabelas de Tabela 10 a Tabela 12 apresentam os resultados das heuristicas

compostas.
Tabela 10: Porcentagem de Sucesso para as Heuristicas Compostas
Tarefas Maquinas wPF-NEH- PF-NEH- PF-NEH- wPF-NEH- wPF-NEH-
(n) (m) PF-NEH-LS LS LS(2) LS(5) LS(2) LS(5)
20 5 10 20 20 40 20 80
20 10 0 20 10 40 60 70
20 20 0 40 10 30 50 90
50 5 20 10 20 40 30 60
50 10 0 0 20 50 0 50
50 20 20 10 50 50 10 50
100 5 20 10 30 60 10 40
100 10 20 20 40 70 20 40
100 20 0 10 0 40 20 60
200 10 20 0 30 80 10 20
200 20 10 10 20 50 10 50
500 20 10 0 30 70 30 30
Média 10,83 12,50 23,33 51,67 22,50 53,33
Tabela 11: Desvio Médio Relativo para as Heuristicas Compostas
Tarefas Maquinas WPF-NEH- PF-NEH- PF-NEH- WPF-NEH- WPF-NEH-
(n) (m) PE-NEH-LS LS LS(2) LS(5) LS(2) LS(5)
20 5 1,97 1,55 1,42 0,42 1,23 0,22
20 10 2,17 1,35 1,29 0,49 0,59 0,33
20 20 1,74 0,68 1,20 0,38 0,39 0,14
50 5 0,97 1,55 0,61 0,18 1,06 0,30
50 10 1,36 1,39 0,73 0,18 0,97 0,44
50 20 1,06 1,00 0,50 0,35 0,85 0,23
100 5 0,68 0,85 0,41 0,20 0,81 0,46
100 10 0,94 1,27 0,59 0,15 0,98 0,50
100 20 0,94 0,55 0,85 0,36 0,42 0,16
200 10 0,46 0,87 0,31 0,03 0,65 0,50
200 20 0,52 0,41 0,25 0,12 0,37 0,24
500 20 0,21 0,64 0,08 0,03 0,40 0,37
Média 1,09 1,01 0,69 0,24 0,73 0,32
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Tabela 12: Tempo Computacional para as Heuristicas Melhoradas

Tarefas Maquinas PE-NEH-LS WPF-NEH- PF-NEH- PF-NEH- WPF-NEH- wPF-NEH-

(n) (m) LS LS(2) LS(5) LS(2) LS(5)

20 5 30 20 50 140 40 130

20 10 60 60 110 290 100 280

20 20 100 90 200 560 210 540
50 5 480 500 960 2550 990 2490
50 10 830 810 1630 4240 1670 4120
50 20 1540 1470 3000 7580 3010 7490
100 5 5960 5880 11860 30110 11920 30270
100 10 8230 8270 16850 41860 16260 41420
100 20 12850 12660 25880 65780 25220 63600
200 10 96430 96220 195960 468590 197070 493020
200 20 131410 129290 264520 657310 260470 656520
500 20 1085390 1033330 2163720 5456840 2062330 5161790

Soma 1343310 1288600 2684740 6735850 2579290 6461670
A Figura 12 ilustra os valores presentes na Tabela 10
Porcentagem de Sucesso para as Heuristicas
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Figura 12: Porcentagem de Sucesso para as Heuristicas Compostas
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A Figura 13 ilustra os valores presentes na Tabela 11
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Figura 13: Desvio Relativo Médio para as Heuristicas Compostas

A Figura 14 ilustra os valores da Tabela 12.
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Figura 14: Tempo Computacional Relativo para as Heuristicas Compostas
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As figuras Figura 15 e Figura 16 ilustram as médias dos valores presentes nas
tabelas Tabela 10 e Tabela 11.
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Figura 15: PS Média para as Heuristicas Compostas
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Figura 16: DRM Média para as Heuristicas Compostas
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A Tabela 10 e a Figura 12 representam os dados de Porcentagem de Sucesso para
as Heuristicas Compostas. E evidente que as heuristicas PF — NEH, ¢ (5) € wPF — NEH,4(5)
foram superiores as outras apresentadas. O método wPF — NEH;¢(5) mostrou —se superior
em problemas de pequeno e médio porte (problemas de até 50 tarefas), porém, para
problemas de grande porte (a partir de 100 tarefas), o método PF — NEH;s(5) apresentou
uma eficiéncia superior. A Figura 15 ilustra a média dos valores da Porcentagem de
Sucesso e o método wPF — NEH, ¢(5) & superior a todas as outras heuristicas desta classe
gquando comparadas. A Tabela 11 e a Figura 13 apresentam os valores de Desvio Relativo
Médio e de acordo com a Figura 16, que ilustra a média, a heuristica PF — NEH;s(5)
apresentou superioridade sobre todas. Com esta andlise ressalta a superioridade dos
métodos PF-NEH(5) e wPF-NEH(5) e suas composicoes.

O custo computacional relativo, apresentado na Figura 14, foi maior para os métodos
gue apresentaram os melhores resultados e, pela Tabela 12, os tempos totais gastos por

elas foram bem superiores aos outros métodos.
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Todas as heuristicas

Nesta secao, serdo comparados todos os métodos diretamente sem distincdo de
categoria para as mesmas estatisticas utilizada anteriormente, Porcentagem de Sucesso e
Desvio Relativo Médio. As tabelas Tabela 13 e Tabela 14 apresentam estes dados.

A Figura 17 e a Figura 18 sao ilustracdes dos dados apresentados nas tabelas
Tabela 13 e Tabela 14, respectivamente. A Figura 19 e a Figura 20 ilustram os tempos
computacionais relativos e absolutos para todas as heuristicas dos valores presentes na
Tabela 15. Para uma analise de desempenho geral dos problemas, as figuras Figura 21 e

Figura 22 ilustram as médias dos valores apresentados nas tabelas Tabela 13 e Tabela 14.
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Tabela 13: Porcentagem de Sucesso para todas as Heuristicas

e e e e e S0 s T s TR RS R T
20x5 0 0 0 0 0 0 10 0 10 0 0 10 20 10 20 20 40 20 80
20x10 | o 0 0 0 0 0 0 0 0 0 0 0 0 0 20 10 40 60 70
20x20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 40 10 30 50 90
50x5 0 0 0 0 0 0 0 0 0 0 0 0 0 20 10 20 40 30 60
50x10 | © 0 0 0 0 0 0 0 0 0 0 0 0 0 0 20 50 0 50
50x20 0 0 0 0 0 0 0 0 0 0 0 0 0 20 10 50 50 10 50
100x5 | © 0 0 0 0 0 0 0 0 0 0 0 0 20 10 30 60 10 40
100x10 | © 0 0 0 0 0 0 0 0 0 0 0 0 20 20 40 70 20 40
100x20 | © 0 0 0 0 0 0 0 0 0 0 0 0 0 10 0 40 20 60
200x10 | © 0 0 0 0 0 0 0 0 0 0 0 0 20 0 30 80 10 20
200x20 | © 0 0 0 0 0 0 0 0 0 0 0 0 10 10 20 50 10 50
500x20 | 0 0 0 0 0 0 0 0 0 0 0 0 0 10 0 30 70 30 30
Média | 0,00 000 000 000 0,00 0,00 0,83 0,00 0,83 0,00 0,00 0,83 1,67 10,83 12,50 23,33 51,67 22,50 53,33
Tabela 14: Desvio Relativo Médio para todas as Heuristicas
I it AR A e
20x5 [11,80 861 865 3,40 3,49 3,48 3,46 3,49 3,46 2,67 1,75 2,95 1,35 1,97 1,55 1,42 0,42 1,23 0,22
20x10 | 14,60 13,81 11,25 3,57 4,47 3,73 4,05 4,47 4,05 2,92 2,32 2,83 2,28 2,17 1,35 1,29 0,49 0,59 0,33
20x20 [13,42 13,83 1069 200 4,06 1,89 3,58 4,06 3,58 3,32 2,48 3,03 2,13 1,74 0,68 1,20 0,38 0,39 0,14
50x5 | 951 517 520 555 391 3,13 3,85 2,24 3,00 2,03 1,40 2,27 1,28 0,97 1,55 0,61 0,18 1,06 0,30
50x10 |12,64 7,41 627 458 354 3,53 3,88 3,64 325 2,95 2,33 2,33 1,76 1,36 1,39 0,73 0,18 0,97 0,44
50x20 [13,37 11,51 859 376 3,20 1,87 2,46 4,48 2,77 3,74 2,89 2,45 1,83 1,06 1,00 0,50 0,35 0,85 0,23
100x5 | 7,68 3,46 334 698 554 5,39 4,98 1,57 1,71 1,07 0,93 1,67 1,21 0,68 0,85 0,41 0,20 0,81 0,46
100x10 | 10,46 4,19 452 656 4,58 4,42 4,98 1,85 221 1,65 1,05 2,01 1,48 0,94 1,27 0,59 0,15 0,98 0,50
100x20 11,41 619 487 338 292 2,29 2,82 2,67 2,06 2,40 2,08 1,32 1,15 0,94 0,55 0,85 0,36 0,42 0,16
200x10 | 10,32 266 2,97 731 577 5,57 6,87 1,11 1,51 0,93 0,58 1,30 1,05 0,46 0,87 0,31 0,03 0,65 0,50
200x20 | 10,77 3,66 2,93 523 3,84 3,68 3,91 1,58 1,14 1,32 1,02 099 083 0,52 0,41 0,25 0,12 0,37 0,24
500x20 | 10,28 1,76 2,08 640 5,07 5,05 5,67 0,86 1,10 0,70 0,59 089 085 0,21 0,64 0,08 0,03 0,40 0,37
Média | 11,36 6,85 595 4,89 4,20 3,67 4,21 2,67 2,49 2,14 1,62 2,00 1,43 1,09 1,01 0,69 0,24 0,73 0,32
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Tabela 15: Tempo de Processamento para todas as Heuristicas
I iRl v i
20x5 | © 0 10 0 10 30 20 40 20 50 30 20 50 140 40 130
20x10 [ © 0 0 0 20 0 40 90 30 90 60 60 110 290 100 280
20x20 [ o 0 10 10 10 40 40 20 50 90 220 90 200 100 90 200 560 210 540
50x5 | o 50 20 70 110 140 110 110 80 200 540 180 480 480 500 960 2550 990 2490
50x10 [ © 100 70 160 230 280 200 220 170 420 1100 400 1030 830 810 1630 4240 1670 4120
50x20 [ © 200 140 270 540 540 480 450 410 900 2270 810 2090 1540 1470 3000 7580 3010 7490
100x5 | © 370 210 570 910 1010 870 620 530 1220 3140 1120 2740 5960 5880 11860 30110 11920 30270
100x10| 30 690 510 1150 1830 1980 1680 1220 1100 2470 6200 2150 5470 8230 8270 16850 41860 16260 41420
100x20 | 40 1380 1050 2330 3740 3940 3460 2500 2210 4970 12530 4370 11070 12850 12660 25880 65780 25220 63600
200x10 | 160 5010 3780 9100 14150 15240 12960 7480 6250 14820 37280 12390 31080 96430 96220 195960 468590 197070 493020
200x20 | 230 9990 7600 18040 28300 29520 25720 14900 12430 29820 74480 24820 62090 131410 129290 264520 657310 260470 656520
500x20 | 2580 149670 109160 275880 428530 453100 389600 181880 141110 362660 908220 280780 702480 1085390 1033330 2163720 5456840 2062330 5161790
Soma | 3040 167460 122550 307590 478350 505820 435120 209400 164370 417630 1046110 327160 818870 1343310 1288600 2684740 6735850 2579290 6461670
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Figura 17: Porcentagem de Sucesso para todas as Heuristicas

53




DRM para Todas as Heuristicas
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Figura 18: Desvio Relativo Médio paratodas as Heuristicas
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Figura 19: Tempo Computacional Relativo para todas as heuristicas
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Tempo Total por Método
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Figura 21: Média da PS para todas as Heuristicas
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Figura 22: Média da DRM para todas as Heuristicas

A Porcentagem de Sucesso apresentada na Tabela 13 e na Figura 17, ressaltam o
desempenho superior das heuristicas compostas sobre as heuristicas simples e melhoradas
e, a Figura 21, ilustra a média que confirma esta superioridade no geral. Entre as heuristicas
compostas, 0os métodos PF — NEH;s(5) e wPF — NEH,5(5) destacaram-se ao obterem em
torno de 50% (cada método) de Porcentagem de Sucesso na média. Para as outras classes,
as heuristicas simples apresentaram nenhum sucesso e as heuristicas melhoradas uma
porcentagem quase nula.

Para o Desvio Relativo Médio, apresentado na Tabela 14 e na Figura 18, as
heuristicas compostas apresentaram superioridade sobre as outras classes, porém, com
uma diferengca menor que a estatistica anteriormente citada. De acordo com a Figura 22, o
método PF — NEH,¢(5) apresentou o menor valor de Desvio Relativo Médio na média entre
todas as heuristicas.

Os tempos computacionais presentes na Tabela 15 e ilustrados pelas figuras Figura
19 e Figura 20, os métodos compostos tiveram tempos superiores as outras classes para a
obtencdo da solucdo dos problemas. Os métodos que apresentaram o0s melhores
resultados, o tempo computacional total destes chegou a ser oito vezes maior aos tempos

de processamento das heuristicas melhoradas.
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6. Consideracdes Finais

A andlise das Heuristicas Simples permitiu concluir que para a maioria dos portes de
problema, o método wPF possuiu 0os melhores resultados nas estatisticas de Porcentagem
de Sucesso e Desvio Relativo Médio para as heuristicas simples e o esforco computacional
gasto é o mesmo que o método PF o que ressalta mais a qualidade do método wPF. Ja para
as heuristicas melhoradas, podemos destacar dois métodos, o PF-NEH (5) e o wPF-NEH(5).
Na analise realizada, os resultados de ambos em conjunto, apresentaram superioridade em
todos os portes de problema para as estatisticas avaliadas entre as heuristicas melhoradas,
mas na média geral de todos os portes de problema, o método wPF-NEH(5) apresentou um
desempenho superior ao método PF-NEH(5) em ambos os quesitos avaliados. Para as
heuristicas compostas, as heuristicas wPF — NEH(5),s € PF — NEH(5);s apresentaram 0s
melhores resultados em conjunto para Porcentagem de Sucesso e Desvio Relativo Médio
em todos os portes de problema entre as heuristicas compostas. Os resultados de ambas as
heuristicas foram bem semelhantes na média das estatisticas, com uma pequena
superioridade do método wPF — NEH(5);s na estatistica de Porcentagem de Sucesso e do
método PF — NEH(5),¢ ha estatistica de Desvio Relativo Médio.

No comparativo de todas as heuristicas, os métodos wPF — NEH(5);,s e PF—
NEH(5),s ainda se mantém como os melhores para as estatisticas analisadas, mas em
linhas gerais, o esforco computacional para a obtencéo da solucdes é elevado o que reflete
na qualidade das solugBes. Com esta analise do tempo computacional de cada método
heuristico, é evidente que a complexidade do método esta relacionada ao tempo
computacional gasto.

A analise comparativa realizada neste trabalho é de grande importancia literaria para
a aplicacdo em trabalhos futuros, podendo ser utilizada em compara¢cdes com outros
métodos a serem desenvolvidos e também na extensdo para outros ambientes de controle

de producéo, como, por exemplo, no ambiente flowshop permutacional e no-idle flowshop.
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