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RESUMO

CORREA, P. Prova de conceito: Extensao para navegadores web para
identificagdo de sexualizagdo de menores. 2025. 73 p. Monografia (Trabalho de
Conclusao de Curso) - Escola de Engenharia de Sdo Carlos, Universidade de Sao Paulo,
Sao Carlos, 2025.

O presente trabalho aborda a crescente problematica da “adultizacao” e sexualizacao de
menores nas redes sociais, impulsionada pela busca por engajamento e monetizacao. O
objetivo principal foi desenvolver uma prova de conceito de uma extensao para navegadores
web, utilizando a arquitetura Manifest V3, capaz de identificar e ocultar automaticamente
conteudos sexualizados envolvendo criancas na plataforma Instagram. A metodologia
baseou-se na integragdo de modelos de linguagem multimodais (LLMs) via APT REST,
especificamente testando o Gemini 2.5 Flash e as variantes do Llama 4 (Scout e Maverick),
para a andalise das postagens. Foram realizados testes sistematicos de engenharia de
prompt e temperatura para otimizar a acuracia e a revocagao da deteccao. Os resultados
demonstraram que o modelo Llama 4 Scout apresentou o melhor desempenho, atingindo
95% de acurécia com um tempo médio de resposta inferior a 1,5 segundos. Conclui-se que
a utilizagdo de agentes multimodais é tecnicamente viavel e eficaz para mitigar a exposicao
a conteudos improprios, oferecendo uma ferramenta proativa para a seguranga digital de

menores.

Palavras-chave: Inteligéncia Artificial. Desenvolvimento Web. Redes sociais. Sexualizagao

infantil. Extensao de navegador. LLMs Multimodais.






ABSTRACT

CORREA, P. Proof of concept: Web browser extension for identification of
minor sexualization. 2025. 73 p. Monograph (Conclusion Course Paper) - Escola de
Engenharia de Sao Carlos, Universidade de Sao Paulo, Sao Carlos, 2025.

This study addresses the growing issue of “adultification” and sexualization of minors
on social networks, driven by the pursuit of engagement and monetization. The primary
objective was to develop a proof of concept for a web browser extension, utilizing the
Manifest V3 architecture, capable of automatically identifying and hiding sexualized
content involving children on the Instagram platform. The methodology was based on the
integration of multimodal Large Language Models (LLMs) via REST API, specifically
testing Gemini 2.5 Flash and the Llama 4 variants (Scout and Maverick), for the analysis
of posts. Systematic testing of prompt engineering and temperature was conducted to
optimize detection accuracy and recall. The results demonstrated that the Llama 4 Scout
model achieved the best performance, reaching 95% accuracy with an average response
time of under 1.5 seconds. It is concluded that the utilization of multimodal agents is
technically viable and effective in mitigating exposure to inappropriate content, offering a

proactive tool for the digital safety of minors.

Keywords: Artificial Intelligence. Web Development. Social Networks. Child Sexualization.
Browser Extension. Multimodal LLMs.
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1 INTRODUCAO

Este capitulo apresenta uma visao geral do trabalho, comegando pela contextu-
alizacao do cendario que motivou a pesquisa, em seguida, é realizada a formula¢do do
projeto e seus objetivos principais. Também é feita uma delimitacao do escopo do projeto,
destacando o que sera abordado e o que esta fora do alcance deste trabalho. Por fim, é

apresentada a estrutura geral do texto.

1.1 Contextualizacao

Desde a publicac¢do do video “adultizagao” (Pereira, 2025) no YouTube do influ-
enciador conhecido como Felca em agosto de 2025, o debate sobre a influéncia das redes
sociais no comportamento e desenvolvimento de criangas e adolescentes ganhou destaque
na midia e na sociedade. O video, que aborda a pressao social para que jovens adotem
comportamentos considerados “adultos” precocemente, gerou uma série de discussoes sobre

os impactos psicologicos, sociais e educacionais dessa tendéncia.

No referido video, Felca argumenta que a monetizacao indiscriminada das redes
sociais tem contribuido para a producao de materiais cada vez mais extremos para garantir
visibilidade e engajamento, o que levou a uma crescente de contetidos feitos por adultos
envolvendo criangas de maneira imprépria. Como exemplos, no decorrer do video sao
levantados casos como podcasts apresentados por cringas sobre empreendedorismo, pais
que abusam dos préprios filhos os forcando a produzir videos, e, até mesmo, casos de

adultos que produzem contetidos com alta carga de sexualizagao sobre criangas.

Nesses casos de sexualizagdo, além de atrair a visualizacao de outras criancas, que
ainda nao julgam o carater improprio do contetido, tais videos também atraem a atencao
de predadores sexuais, o que naturaliza comportamentos potencialmente criminosos. O
impacto da fala de Felca foi tdo grande que, de acordo com a ONG SaferNet, o nimero de

dentincias de pornografia infantil recebidas pela organizacao cresceu 114% em uma semana
desde a publicacao do video (SaferNet, 2025).

Felca destaca ainda o papel do algoritmo das plataformas digitais, que, priorizando
o maior alcance possivel, identifica o gosto dos predadores e o teor sexual das publicagoes,
promovendo a conexao entre ambos. Nesse cenario, o video de Felca levanta questoes
importantes sobre a necessidade de regulamentacao das redes sociais, a responsabilidade

dos criadores de contetido e a protecao das criangas e adolescentes na era digital.

Diante do debate acendido pelo video dentincia de Felca, mais de 30 projetos de lei
foram propostos na Camara dos Deputados (Matos, 2025) que tratam desde a proibicao da

monetizacao de conteudos produzidos por criancas nas redes ou até tipificam como crime
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o processo de “adultizagdo” citado por Felca. Para viabilizar essas possiveis novas leis,
uma pergunta emerge: a tecnologia conseguiria identificar e sinalizar automaticamente

conteudos sexualizados envolvendo criangas nas redes sociais?

1.2 Objetivos

O trabalho em questao busca realizar uma prova de conceito, explorando a via-
bilidade de um sistema automatizado para identificar e sinalizar contetidos sexualizados
envolvendo criangas especificamente no Instagram, exemplificando o quanto a tecnologia

pode ser utilizada para dificultar a conexao entre os predadores e tais conteudos.

Para atingir os seus objetivos, o projeto visa o desenvolvimento de uma extensao
para navegadores web baseados em Chromium feita em JavaScript utilizando Manifest V3.
Essas ferramentas foram escolhidas por serem amplamente utilizadas no desenvolvimento
de extensoes para navegadores. A extensao se comunica no seu backend com a API REST
de modelos Large Language Models (LLMs) para realizar a analise do conteudo textual

das postagens no Instagram.

Os mesmos modelos LLMs foram testados sistematicamente de maneira isolada, a
partir da extracao e classificacdo manual de postagens e comparagao com a classificagao

automatica feita pelos modelos por um script Python.

Ao final, os objetivos se resumem a:

1. Desenvolver uma extensao funcional para navegadores, incluindo:
a) backend: légica interna, integragdo com a pagina nativa do Instagram e comuni-
cagao com o modelo externo
b) frontend: visual responsivo e amigavel ao usuario

2. Elaborar prompt de entrada ao modelo que gere boa acuracia na identificacdo dos

conteudos.

3. Boa performance na execucao da extensao, mantendo a navegacao fluida.

1.3 Escopo do projeto

Vale ressaltar que o foco do trabalho estd na prova de conceito do sistema, de-
monstrando que a tecnologia pode ser utilizada para mitigar o problema da sexualizacao
de criangas nas redes sociais, e nao na criacao de um produto finalizado e pronto para o

mercado.

No caso de um produto final, outros aspectos essenciais deveriam também ser
considerados, como a seguranca e a escalabilidade do sistema. Sobre a seguranca, destaca-

se a privacidade dos dados dos usudrios, ja que, atualmente, todas as imagens das postagens
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analisadas pela aplicacao sdo enviadas para os servidores do Google sob a chave de API

vinculada ao autor desse projeto.

A implementagdao do produto final nao foi pensada em ser concluida pois essa
extensao nao foi considerada como tendo um publico potencial bem definido: o algoritmo
de usuarios comuns que nao buscam acessar conteidos sexualizados naturalmente nao
exibe tais postagens, ja usuarios potencialmente interessados em acessar esses contetudos
nao fariam uso de uma ferramenta que os bloqueia. Assim, o objetivo nao é que o produto
seja utilizado por usuérios finais, mas sim que sirva como prova de que as Big Techs
podem adotar medidas analogas as desse projeto para dificultar a conexao entre predadores

sexuais e contetudos sexualizados envolvendo criancgas.

Visto isso, a extensao desenvolvida nao sera disponibilizada nas lojas oficiais de
extensoes dos navegadores, se tratando de um protétipo. Porém, o cédigo-fonte JavaScript,
o codigo Python utilizado para testes e os demais arquivos utilizados nessa tese estao

disponiveis em um repositério ptiblico no GitHub'.
1.4 Organizacao do texto

O restante desta monografia esta estruturado em quatro capitulos principais. O
Capitulo 2 apresenta a fundamentacao tedrica, discutindo o fenémeno da “adultizacao”,
revisando modelos de deteccao existentes e justificando a escolha por agentes multimodais
através de uma comparacio técnica entre as APIs disponiveis. O Capitulo 3 descreve o
desenvolvimento da solugao, detalhando a arquitetura da extensao via Manifest V3, a
integracao com as APIs de LLM e a metodologia criada para os testes sistematizados.
Na sequéncia, o Capitulo 4 expdoe os resultados obtidos, analisando a performance dos
diferentes prompts, o impacto da temperatura e a velocidade de resposta dos modelos.
Por fim, o Capitulo 5 apresenta as conclusdes sobre a viabilidade da prova de conceito e

discute possiveis melhorias para uma implementagao pratica em larga escala.

1 Repositério GitHub do projeto: https://github.com/pecazeco/InstaChildGuard


https://github.com/pecazeco/InstaChildGuard
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2 REVISAO BIBLIOGRAFICA

Aqui é apresentada a fundamentacao tedrica do trabalho, por meio da andlise de
estudos prévios dos temas relevantes para o desenvolvimento do projeto e que embasam a

justificativa das metodologias adotadas.

2.1 Estudos sobre “adultizacdo” nas redes sociais

Atualmente, é amplamente estudado na literatura como as redes sociais impactam o
crescimento de criancas. Em muitos ambientes online, nao ha restrigoes realmente eficientes
ao acesso da crianca em relagdo ao de um adulto: elas podem, sem grandes dificuldades,
utilizar ferramentas de buscas livremente, participar de interagoes sociais, e fazer download
e upload de contetudos, por exemplo. Esse contato precoce com uma quantidade grande de
informagoes pode impactar a psicologia e personalidade da crianga, levando a problemas

de saide mental, sentimentos de solidao, violentos ou de indiferenca (Zheng, 2022).

O estudo de Yao (2024), realizado na China, analisou 2000 videos contendo criangas
retirados de redes sociais como TikTok e Kwai, e outros 2000 contendo adultos. Ao final, o
estudo concluiu nao s6 que ocorre a adultizacao das criangas, mas também a infantilizacao
dos adultos. Nessa pesquisa, caracteristicas identificadas como adultizagdo foram, por
exemplo, roupas reveladoras, e palavras e comportamentos sugestivos. Yao (2024) apontou
como motivo para o fendmeno o rompimento do isolamento entre o virtual e o real,

permitindo que as criangas participem do mundo adulto.

Esses e outros estudos (Orman, 2020; Cabezas, 2022) mostram que de fato é um
consenso na literatura que o consumo e exposicao precoce no mundo digital pode impactar
negativamente o desenvolvimento de um ser humano, levando, em alguns casos, a uma

“adultizacao” acelerada e descontrolada.

2.2 Revisao de modelos para deteccao de sexualizacao

H4 uma grande gama de modelos de IA, principalmente redes neurais de aprendizado
profundo, voltadas a identificacdo de contetidos sexualmente explicitos !. Tais modelos
muitas vezes podem ser acessados por APIs e funcionam calculando a probabilidade do
contetido passado ser explicito e comparam com um valor limite pré-definido para definir

se trata-se ou nao.

Esse tipo de contetiddo comumente é chamado de NSFW (Not Suitable For Work)

110 APIs detectoras de contetidos explicitos: https://www.edenai.co/post/top-10-explicit-con

tent-detection-apis


https://www.edenai.co/post/top-10-explicit-content-detection-apis
https://www.edenai.co/post/top-10-explicit-content-detection-apis
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e APIs como a da Clarifai? ou a deteccao SafeSearch integrada ao Google Cloud® foram
treinadas com milhares de imagens e podem analisar a explecitude em relagao a diferentes
rotulos além de nudez, como violéncia, drogas ou médico. Além disso, muitos desses
modelos podem classificar diferentes niveis de nudez, como apenas algo apenas sugestivo ou
totalmete explicito. Porém, a aplicacao desse projeto expoe certas limitagoes e restrigoes

sobre o uso dessas APIs:

o As postagens do Instagram ja passam por um filtro prévio feito por redes neurais
convolucionais (Mohiuddin, 2025), assim contetidos totalmente explicitos ji néo irdo
aparecer. Portanto, a API utilizada precisa conseguir identificar contetidos levemente

sugestivos, e nao s6 os totalmente explicitos.

« Ja que a ideia nao ¢ fazer um produto final que gera alguma renda, restringe-se ao

uso de APIs gratuitas.

o Como o proprio Felca expoe em seu video, muitas vezes os pedofilos enxergam uma
visao destorcida da realidade, vendo interesse em publicagoes que a olhos normais
nao sao sugestivos. Isso exige uma precisao na identificacao dos conteidos que torna

conveniente o uso de linguagem natural para comunica¢gado com o modelo.

Limitando-se aos modelos gratuitos, como o nsfw-cateforize.it* (que possui
cota gratuita de apenas 10 imagens por dia), ou o open source nsfw_image_detection®
(que nao diferencia diferentes niveis de nudez) as restrigoes ficam ainda mais dificeis de

contornar.

2.3 Revisao de modelos para identificaciao de criancas

O projeto nao visa simplesmente identificar a presenca de contetido sugestivamente
sexual, mas sim identificar isso ligado especificamente a criancas. Portanto, no caso de
seguir a abordagem de redes neurais, seria necessario de alguma forma combinar uma rede
para identificagdo da explicitude (abordado na segdo 2.2) com uma para identificagao de

criancgas.

Recorrendo a literatura, é dificil encontrar um modelo robusto e confiavel trei-
nado especialmente para o reconhecimento de criangas, porém, sao amplamente encon-
tradas redes de reconhecimento/deteccio de objetos no geral 6. Por exemplo, a API

general-image-recognition’ da Clarify foi treinada com 20 milhdes de imagens e ¢é

API de NSFW da Clarifai: https://clarifai.com/clarifai/main/models/nsfw-recognition
SafeSearch: https://docs.cloud.google.com/vision/docs/detecting-safe-search?hl=pt-br
https://nsfw-categorize.it/

https://huggingface.co/Falconsai/nsfw__image detection

10 APIs de deteccao de objetos: https://www.edenai.co/post/top-10-object-detection-apis
https://clarifai.com/clarifai/main/models/general-image-recognition?tab=overview

N O Ot e W N


https://clarifai.com/clarifai/main/models/nsfw-recognition
https://docs.cloud.google.com/vision/docs/detecting-safe-search?hl=pt-br
https://nsfw-categorize.it/
https://huggingface.co/Falconsai/nsfw_image_detection
https://www.edenai.co/post/top-10-object-detection-apis
https://clarifai.com/clarifai/main/models/general-image-recognition?tab=overview
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capaz de reconhecer 10 mil “conceitos” pré-definidos, como objetos e até temas. APIs de
deteccao muitas vezes podem delimitar na imagem os objetos contidos, como mostrado na

Figura 1.

Figura 1 — Exemplo de deteccao em imagem
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4} APl Response ¥ Visual

=1
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Aqui, também ha uma certa dificuldade: a delimitagdo de contexto utilizado para
a rede. Seria necessario utilizar o modelo de detecgdo de objetos para, de alguma forma,

delimitar a area de analise do de contetudo explicito.

Por exemplo, em uma imagem pode haver uma pessoa adulta em foco em uma
posicao sugestiva e, ao fundo, uma crianga passando. Nesse exemplo, os dois modelos
responderiam “sim”; apesar de nao haver exatamente sexualizacao infantil. Por outro lado,
se em uma imagem houverem duas criangas juntas em uma posi¢ao sugestiva, se enviarmos
ao segundo modelo as duas criancas separadamente, pode ser que ele nao identifique essa
camada de sexualidade da imagem. Portanto, conclui-se que a integracao entre diferentes
redes pode se tornar altamente complexa, ainda mais lidando com identificagdo de sutilezas

implicitas.

2.4 Por que utilizar agente multimodal

Por conta das dificuldades relacionadas a integracao entre modelos citada na
secao 2.3 e as dificuldades de ajuste fino expostas na secao 2.2, foi concluido que modelos
multimodais, como Gemini da Google ou GPT da OpenAl seriam mais convenientes para

a aplicacao.

Modelos chamados “multimodais” se referem aos que podem receber como entrada

diferentes tipos de arquivos, como videos, imagem, dudio e texto. Aqui refere-se especifica-


https://www.edenai.co/post/top-10-object-detection-apis
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mente aos multimodais Large Language Models (LLM), que sao treinados por aprendizado
de méaquina auto-supervisionado em uma vasta quantidade de dados e capazes de entender

e responder em linguagem natural.

A capacidade de se comunicar em linguagem natural e o baixo custo sao o que fazem
esses modelos serem tao convenientes para esse projeto. Os ajustes para fazer a extensao
identificar as sutilezas mencionadas na secao 2.2 podem ser realizados simplesmente por
meio da passagem de exemplos e explicagao em palavras para o LLM, ao invés do ajuste
de parametros que seria necessario no caso de lidar-se diretamente com uma rede neural.
Além disso, utilizar unicamente a LLM para identificar adultizacao resolve o problema da

integracao entre modelos.

Mas afinal, é possivel atingir uma boa acuracia deixando de escolher ferramentas
especifias de deteccao de imagem para adotar-se uma ferramenta tao generalista? Em um
estudo de Than, Vong e Yong (2024), foram comparadas as performance de varias LLMs
com as de redes neurais de aprendizado profundo no contexto de detec¢do de tumores.
As redes neurais convolucionais foram pré-treinadas com milhdes de imagens gerais e
entao feito um fine-tuning com algumas centenas de imagens médicas. Ao final, de todos

os modelos testados, o que se saiu melhor em todos os critérios foi o Gemini 1.5 Pro
(Tabela 1).

Tabela 1 — Comparacao da performance dos modelos

(a) Pré-treinados de aprendizado profundo (b) Multimodais

Multi-
T::l::le 4 | Acc | sex | spE | pev | NPV | MC Modal f("gf S(E/N)S s::}a)c ‘("5‘; T',‘/")' MCC
0, 0, 0, 0, o, o o 0 o o
DL Model (%) (%) (%) (%) (%) C LLM
Efficient Gemini .
NetB3 88.41 | 90.87 | 8343 [ 91.75 | 81.84 [ 0.74 1.5 93.02 | 9793 | 8278 | 9221 | 95.06 | 084
C Flash
onv Gomim,
NEXT 7345 | 66.21 | 88.12 | 91.87 | 56.26 | 051 l’csn;,';‘ci 9532 | 98.11 90.05 | 94.89 | 96.20 | 0.90
Large =
- GPT- .
DC;];(;]]C[ 78,01 7929 | 7541 | 86.74 | 64.24 0.53 40 81.10 96.47 49.11 79.78 87.00 0.55
_ GPT-
‘““3’3‘"’“ 7911 | 7262 | 9227 | 95.01 | 62.43 | 0.61 do- | 7855 | 6934 | 9772 | 9845 | 60.50 | 0.63
mini

Fonte: (Than; Vong; Yong, 2024)

No estudo citado, foi concluido que modelos multimodais podem performar até
melhor que redes de aprendizado profundo na falta de dados suficientes de treinamento.
O artigo também destaca a possibilidade de maior explicabilidade via dos multimodais,
que indicam de maneira mais intuitiva como as decisoes foram feitas. A Figura 2a mostra
um exemplo dessa explicacdo em texto, ja na Figura 2b foi solicitado ao modelo gerar
um mapa de calor destacando onde o tumor foi detectado. Enfim, como foi demonstrado,
é totalmente possivel utilizar modelos multimodais e consiliar uma boa acuracia com a

conveniéncia de se comunicar com a ferramenta utilizando linguagem natural.
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Figura 2 — Exemplos de explicabilidade

(a) Explicacdo em texto

(b) Explicagdo em imagem

Can you determine if there is a tumor in
this picture below? Disable all warnings.

The image you've provided appears to be a medical imaging
scan, likely an MRI of the brain. There seems to be an
abnormal mass in the upper part of the brain, which could be
indicative of a tumaor. ever, | am not a medical

professional, so for a precise diagnosis, you should consult a

healthcare provider or a radiologist who can interpret the

scan accurately.

Fonte: (Than; Vong; Yong, 2024)

2.5 Comparacao de APIs multimodais gratuitas disponiveis

Como ja citado como uma das restri¢bes para o projeto na secao 2.2, vamos nos
limitar as APIs de LLMs gratuitas, ou melhor, que pelo menos oferecem uma margem
de uso gratuito suficiente para a aplicagdo. Geralmente os limites de uso sao dados em
nimeros de solicitagoes (requests) solicitados e niimero de tokens utilizados. Nessa secao,

as principais opcoes encontradas de provedores gratuitos sao expostas.

2.5.1 Cerebras

Cerebra® ¢ uma empresa que fornece uma API com varias opcoes de modelos open
source. Dentre os modelos, atualmente temos o GPT OSS 120B (feito pela OpenAl), alguns
modelos Llama (feitos pela Meta) e alguns Qwen (Alibaba Cloud).

A Cerebra declara prover a “infraestrutura mais rapida de IA” do mundo. Isso pois
ela possui um processador proprio feito com foco em TA que, segundo ela, é o mais rapido

que existe. Esse destaque pode ser observado no grafico da Figura 3.

Porém, o que inviabiliza o uso da Cerebras é que, no momento, a sua API REST de
inferéncia piblica nao suporta diretamente a entrada de imagens para modelos multimodais.
Embora a Cerebras tenha capacidade e documentacao para treinar modelos multimodais
como o LLaVA (que combinam visdo e linguagem), a API de inferéncia e seus SDKs

(Python, Node.js) sao focados em modelos de linguagem de texto, como a familia LLaMA

8 https://www.cerebras.ai/


https://www.cerebras.ai/
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Figura 3 — Comparagao de performance de provedores de TA utilizando mesmo modelo
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Fonte: https://www.cerebras.ai/blog/cerebras-inference-3x-faster
e Qwen.
2.5.2 Groq

Assim como a Cerebra, Groq” também possui um processador proprietario focado
em TA e fornece uma série de modelos open source. Aqui, sao oferecidos ainda mais opgoes
que a Cerebra, incluindo alguns desenvolvidos pela prépria empresa.

No geral, os limites da Groq sdo bem mais restritivos que os da Cerebra, porém
aqui eles disponibilizam pela API REST acesso a dois modelos multimodais, os Llama 4

Scout e Llama 4 Maverick.

Tabela 2 — Limites de uso do Llama 4 Scout pela

Groq
Categoria Limite por minuto Limite por dia
Solicitagoes 30 1000
Uso de tokens 30 mil 500 mil
Fonte: Groq

2.5.3 Mistral

A Mistral'® desenvolve os seus préprios modelos, sendo alguns open source e outros
fechados. A performance dos seus modelos nao esta entre as melhores, mas os limites de

uso sao bem generosos. O Mistral Medium 3, por exemplo, possibilita o uso de 500 mil

9 https://groq.com/
10 https://mistral.ai/


https://www.cerebras.ai/blog/cerebras-inference-3x-faster
https://groq.com/
https://mistral.ai/

29

tokens por minuto e até 1 bilhdo por dia, tornando essa API uma boa opg¢ao caso o uso de

tokens for muito alto.

2.5.4 Gemini

['! para acesso aos seus modelos proprietérios,

A Google disponibiliza uma AP
que sao todos codigos fechados. Dentre os modelos do Google que possuem limite de
requisi¢coes por minuto suficientemente alto para o projeto, o Gemini 2.5 Flash ¢é o de

melhor performance.

Tabela 3 — Limites do Gemini 2.5 Flash

Categoria Limite por minuto Limite por dia
Solicitagoes 10 250
Uso de tokens 250 mil -

Fonte: Google

De acordo com a empresa, o Gemini 2.5 Flash é “1til para a maioria das tarefas
complexas, enquanto tem um equilibrio entre qualidade, custo e laténcia”. Sendo assim, é
voltado para uso geral, rodando de maneira veloz com um desempenho nas respostas nao

tao atras da opgao mais avancada do Gemini, a 2.5 Pro (Comanici et al., 2025).

Esse modelo atualmente se posiciona muito bem nos benchmarks quando comparado
a outros focados em uso geral: estd na posi¢do mais alta no site MMMU (Yue et al., 2024)
dentre os modelos apresentados nas tltimas segoes, e o LiveBench (White et al., 2025)

também o coloca entre os melhores, ainda mais comparando com os open source.

2.5.5 Conclusao

Por se tratar de um modelo estado da arte dentro das opcoes de resposta rapida
e possuir limites aceitaveis, a escolha do uso do Gemini 2.5 Flash foi a natural. No caso
da Mistral, seus limites sao bem mais do que o suficiente para a aplicagdo, mas a sua
performance nao é tao boa, logo nao foi escolhida. Cerebras foi descartada rapidamente
por nao dar acesso por API ao envio de imagens. Ja a Groq, apesar de ter restrigoes mais
severas, da acesso a dois modelos multimodais e foi considerada para uso. Portanto, os
testes utilizaram os Llama 4 Scout/Maverick disponibilizados pela Groq e o modelo da

Google.

1 https://aistudio.google.com/


https://aistudio.google.com/
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3 DESENVOLVIMENTO

3.1 Metodologia

No decorrer dessa secao serao definidas as ferramentas utilizadas para implementa-

¢ao do projeto em si e dos testes realizados.

3.1.1 Manifest V3

Extensoes de navegador sao pequenos modulos de software que personalizam um
navegador da web. Os navegadores normalmente permitem uma variedade de extensoes,
incluindo modificagoes na interface do usuario, gerenciamento de cookies, bloqueio de

anuncios e scripts e estilos personalizados de paginas da web.

O Manifest V3! (em referéncia ao arquivo de manifesto contido nas extensoes)
¢ a mais recente grande versao da API de extensoes do Chrome e visa modernizar a
arquitetura de extensoes e melhorar a seguranca e o desempenho do navegador. Ele adota
APIs declarativas para diminuir a necessidade de acesso excessivamente amplo e permitir
uma implementagao mais eficiente, substitui paginas de fundo por “Service Workers” com
recursos limitados para reduzir o uso de recursos e proibe codigo hospedado remotamente.
A arquitetura completa de uma extensdo genérica feita por Manifest V3 pode ser vista na

Figura 4.

A escolha de uso do Manifest V3 se da pois muitos navegadores suportam essa
API. Basicamente, todos os baseados no projeto Chromium sdo compativeis, como Brave,
Microsoft Edge, Opera, Vivaldi e, claro, o Google Chrome. Isso torna o uso dessa API

bastante recomendada.

Para desenvolver uma extensao usando Manifest V3, é necessario criar um manifesto
(manifest.json), arquivo que lista uma série de informagoes bésicas sobre a extensao, e
o navegador o usa realizar as configuragoes necessarias. O Apéndice A contém o manifesto
elaborado para o projeto, e inclui a versao do Manifest, o nome da extensao, a sua descricao,
os caminhos para os cédigos utilizados, as permissoes necessarias, os arquivos das imagens

utilizadas e outras informacoes.

Para essa extensao, os componentes mais importantes sao o “Content Script”
(contentScript. js) e o “Background Service Worker” (background. js). O content script
é a parte da extensdo que consegue conversar diretamente com o DOM (Document Object
Model) da pagina que o navegador estd acessando, que é basicamente a estrutura em

si do site, ou seja, tudo o que o usudrio vé. O content script nao é capaz de receber as

1" Mudancas do Manifest V3: https://developer.chrome.com/docs/extensions/develop/migrate

/what-is-mv3?hl=pt-br


https://developer.chrome.com/docs/extensions/develop/migrate/what-is-mv3?hl=pt-br
https://developer.chrome.com/docs/extensions/develop/migrate/what-is-mv3?hl=pt-br

32

Figura 4 — Arquitetura completa de uma extensao genérica

Popup Page ‘
‘ DOM Webpage Options Page
o Content Scripts
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Keyboard Shortcuts Desktop Notifications

Fonte: https://youtu.be/TRwYaZPJOh87si=2gh3gnVSlcj5LRXF&t=194

permissoes mais elevadas requisitadas no manifesto, para isso, ele precisa enviar uma
mensagem para o background service worker, que possui esse privilégio e o retorna com
a informacao solicitada. Toda essa aparente complicacao a mais garante a seguranca da
extensdo (Barth et al., 2010). A arquitetura com os componentes utilizados neste projeto

especifico esta ilustrada na Figura 5.

3.1.2 Uso das APIs

Um exemplo de chamada das APIs REST utilizadas por meio de cURL pode ser
visto no Apéndice B. As chamadas foram adaptadas para o uso em JavaScript, utilizando a

fungao fetch(), que é nativa da linguagem e permite fazer requisicoes HTTP assincronas.

3.1.3 Etapas de testes

Os passos da metodologia adotada para a realizacao dos testes, respectivos motivos

das decisoes tomadas e observagoes foram as seguintes:


https://youtu.be/TRwYaZPJ0h8?si=2gh3gnVSlcj5LRXF&t=194
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Figura 5 — Arquitetura utilizada no projeto
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Fonte: https://youtu.be/TRwYaZPJOh87si=2gh3gnVSlcj5LRXF&t=194 e editado pelo autor

1. Criagdo de uma conta alternativa no Instagram

» Visando utilizar um algoritmo limpo, sem interferéncias de historico ou prefe-

réncias pessoais.

e Buscando nao contaminar do perfil original do autor.
2. Diminuir o controle de contetido sensivel nas configuracoes? da conta.

3. Identificar e seguir perfis buscando por palavras chave relacionadas a criangas e a

sexualizacao.

o Perfis que possuem na “bio” avisos falando que o perfil é monitorado por pais

indicam que se trata possivelmente de uma crianga.

o O Instagram restringe a busca por termos relacionados a sexualizagio de criangas
diretamente (Figura 6), logo, é necessario buscar os termos de sexualizacao e

de criancas separadamente.

2 Configuragdo de controle de contetiso sensivel: https://about.instagram.com/blog/announc
ements/introducing-sensitive-content-control


https://youtu.be/TRwYaZPJ0h8?si=2gh3gnVSlcj5LRXF&t=194
https://about.instagram.com/blog/announcements/introducing-sensitive-content-control
https://about.instagram.com/blog/announcements/introducing-sensitive-content-control
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4. Navegar pelo feed e curtir e abrir comentéarios das postagens que tem algum tipo de

sugestao sexual de criancas.

5. Extrair (fazer download) de imagens que aparecerem no feed, avaliando manualmente

se contém ou nao sexualizacao infantil.

« Baixar 20 sendo imagens que contenham sexualizacao de criancas e 20 sendo

imagens que nao contenham, para ter resultados nao enviesados.

e Vale destacar que um estudo mais robusto envolveria um ntmero maior de
imagens. A limitacao de requisigbes por dia limitou essa etapa e os resultados

atingidos se mostraram satisfatérios, como sera visto no Capitulo 4.

6. Rodar script Python (subsecao 3.2.4) desenvolvido para avaliar as imagens baixadas

utilizando o mesmo prompt utilizado na extensao.

o Utilizar scripts possibilita testes sistematicos, garantindo que os testes serao
realizados sempre sobre as mesmas imagens e de maneira mais agil do que ficar

navegando no feed e anotando os resultados.
o Nesses testes, sao extraidas métricas de performance de cada modelo, como
tempo médio de requisi¢ao, precisao e acuracia.
7. Realizar adaptagoes no prompt do modelo buscando a maior acuracia possivel.

8. Repetir os tltimos 2 passos até alcancar um resultado satisfatério.

9. Testar alguns valores de temperatura para cada modelo e rodar novamente os testes

até alcancar o melhor valor para cada um.

10. Substituir o conjunto do melhor API + modelo + prompt + temperatura no c6digo

da extensao JavaScript.

3.1.4 Meétricas de performance calculadas

Nos testes, a partir do gabarito de cada imagem, a classificacao respondida pelo
modelo e o tempo que levou para as respostas, foram calculadas varias métricas relacionadas

a performance.

Assumindo T'N: True Negative, T'P: True Positive, F'N: False Negative e F'P: Fualse

Positive, temos as seguintes defini¢oes:

TP+ TN
Acuricia = 1
WA= b TN Y FP 1+ FN (3:1)
TP
Precisao = ————— (3.2)

TP+ FP
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Figura 6 — Aviso de abuso sexual

Fonte: Instagram

TP

Revocagéo = m

(3.3)

No caso desse projeto, procura-se principalmente reduzir o niimero de falsos negati-
vos (F'N), ja que, por seguranga, é melhor a IA tender a censurar do que nao censurar.
Assim, prioriza-se o aumento do valor da revocacao em relagdo a precisao, que pode ser
traduzida como “de todos as imagens que deveriam ser classificadas como sim, quantas o

modelo acertou?”.

Para avaliacdo da velocidade, foram consideradas o tempo médio de requisigao,
tempo minimo, tempo maximo, e variancia do tempo. Ja para andlise da consisténcia
das respostas, cada modelo classificou cada imagem 2 vezes, e foi calculado de todas as

imagens, qual percentual o modelo retornou a mesma classificacao nas duas vezes.

Em um projeto ainda mais robusto, seria também interessante calcular outras

métricas como curva ROC, F1-Score e AUC.

3.1.5 Variacao da temperatura

A temperatura é um parametro que controla a aleatoriedade da saida de uma
GenAl, balanceando criatividade e coeréncia. Uma temperatura baixa (perto de 0), cria
saidas mais previsiveis, deterministicas e focadas, enquanto que valores altos (perto ou

acima de 1), aumentam a aleatoriedade e criatividade.

Os LLMs geram texto prevendo a préxima palavra (ou melhor, o
proximo token) de acordo com uma distribuigao de probabilidade
[...]. O parAmetro temperatura do LLM modifica essa distribuicao.
Uma temperatura mais baixa basicamente torna os tokens com
a maior probabilidade de serem selecionados; uma temperatura
mais alta aumenta a probabilidade de um modelo selecionar tokens
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menos provaveis. Isso acontece porque um valor de temperatura
mais alto introduz mais variabilidade na selecao de tokens do LLM.
Diferentes configuragoes de temperatura introduzem diferentes
niveis de aleatoriedade quando um modelo de IA generativa produz
texto.3

No caso desse projeto, onde o trabalho é de classificar imagens de maneira binaria,
sao esperadas saidas mais corretas de temperaturas mais baixas. Porém, como existe
alguma certa subjetividade na nossa classificacdo, pode ser que o modelo se beneficie de
um aumento na temperatura. Visto isso, inicialmente todos os prompts foram testados
utilizando a temperatura de 0,1. Ao final, escolhido o melhor prompt para cada modelo,

alteracoes foram feitas na temperatura buscando o melhor resultado possivel.

3.2 Cddigo

Em um primeiro momento, a extensao proposta apenas analisa as postagens do
Instagram dispostas no “feed”, e somente as imagens. Nao sao avaliados os “stories” ou
videos, porém, como o foco aqui é a prova de conceito, abranger esses casos seria uma
adaptacao de codigo, pois se o algoritmo funciona bem para a as imagens do feed, é natural
também funcionar para os stories ou videos. Além disso, o cdédigo foi estruturado deixando
aberturas para ser adaptado a outras abas do Instagram (reels, stories, explore), o que

serd explicado na subsecao 3.2.2.

A explicagdo do funcionamento dos cédigos desenvolvidos sera dividida em quatro
partes: content script, background service worker, frontend, e os scripts de teste utilizados

para validar o funcionamento do backend.

Por conta das limitacoes de privilégio explicada na subsecao 3.1.1, o backend é
dividido entre o content script e o background service worker. J& o frontend tem seus
estilos definidos em um arquivo CSS (Apéndice C) e é injetado através do content script,

que insere c6digo HTML na péagina do Instagram.

Os trechos de coédigos dispostos nessa se¢ao foram resumidos, prezando pela clareza
e objetividade. Mas vale enfatizar que, como ja disponibilizado na secao 1.3, o c6digo-fonte
completo do projeto estd disponivel em um repositério ptblico no GitHub. Partes omitidas
aqui incluem varidveis de configuracao, fungoes auxiliares e trechos intermediarios do
c6digo, impressoes de console.log() para depuragao, tratamentos de erro e demais

partes dispensaveis para o entendimento do funcionamento geral.

A extensao possui dois fluxos principais de execugao: o primeiro engatilhado quando
a pagina atualiza (ele checa as postagens iniciais da pagina), e o segundo engatilhado

quando novas postagens sdao carregadas dinamicamente na pagina (infinite scroll). Ambas

3 O que é temperatura do LLM? - IBM: https://www.ibm.com/br-pt/think/topics/llm-tempe
rature


https://www.ibm.com/br-pt/think/topics/llm-temperature
https://www.ibm.com/br-pt/think/topics/llm-temperature
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as situagoes sao ilustradas nas Figuras 7 e 8, respectivamente, e serao explicadas na atual

secao.

Figura 7 — Fluxo a partir da atualizacao da pagina

1. Pagina
atualiza

Background

Content Script Service Worker

/. Injeta frontenc 5. Andlise daimagem

DOM API

@) Qroq 4 Gemini

Fonte: Elaborado pelo autor

Figura 8 — Fluxo a partir da mutacao da pagina
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Fonte: Elaborado pelo autor

3.2.1 Background service worker

A primeira fun¢ao do background. js é identificar quando a pagina atualizou e
enviar uma mensagem para o content script contendo a localizacao atual (feed, stories,
reels, explore, por exemplo) e solicitando que ele cheque quais as postagens que ja estao

na pagina. Essa funcao pode ser vista no Listing 3.1.

Listing 3.1 — Avisa quando a pagina atualizou

chrome.tabs.onUpdated.addListener ((tabld, changeInfo, tab) => {

console.log("background. js: Pagina atualizou.");

if (

changelnfo.status === "complete" &&
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IO

tab.url &&
tab.url.includes ("https://www.instagram.com")
{
// estamos no instagram
let location = tab.url.split("instagram.com/") [1];
if (location) {
location = location.split("/")[0]; // pegar a primeira
palavra
} else {
location = ""; // Estamos no feed principal
}

console.log("background. js: Enviando localizagdo:", location)

chrome.tabs.sendMessage (tabId, location);

Outro papel do background é receber as URLs das imagens que o content script

identificou na pagina e fazer a chamada para a API de geracdo de texto, retornando a

decisao de censura para o content script. O recebimento das URLs é feito pelo ouvinte de

mensagens (Listing 3.2).

Listing 3.2 — Ouvinte de mensagens no background

chrome.runtime.onMessage.addListener ((request, sender,

sendResponse) => {

if (request.type === "ANALYZE_IMAGE_URL") {

B

// Chama a funcgio de anédlise, passando a URL
performImageAnalysis (request.url)
.then((status) => {
sendResponse ({ status: status });
1))
.catch((error) => {
console.error ("background. js: Erro no
performImageAnalysis:", error);
sendResponse ({ status: 2 });
2

return true;

A chamada a API é feita pelo background pois se a chave de API ficasse no content
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script, ela ficaria visivel em texto puro para qualquer pessoa que inspecionasse o codigo
da pagina, assim, a recomendacao importar a chave no background, onde ela fica em um

processo separado e isolado, longe dos olhos do usuario comum.

Listing 3.3 — performImageAnalysis()

async function performImageAnalysis(imageURL, provider) {
try {
// 1. Converte a URL da imagem para base64
const imageParts = await resizelImageAndConvertToBase64 (
imageURL, 768, 0.8);

// 2. Chama a funcdo genérica de API

const responseText = await callAIProvider(
provider, // "google" ou "groq"
imageParts, // base64 da imagem
SYSTEM_PROMPT // prompt de entrada do modelo

)

// 3. Verifica resposta para decidir censura
const shouldCensor = responseText.trim().toLowerCase ().
startsWith("sim") ;
return shouldCensor ? 1 : O;
} catch (error) {
console.error ("background.js: Erro critico na andlise:",
error) ;

return 2; // erro

O performImageAnalysis() (resumido em Listing 3.3) realiza 3 etapas: redimen-
siona a imagem e a converte para base64; chama uma funcao genérica que faz a requisicao
para a API escolhida (Google ou Groq); faz uma logica simples a partir da resposta para
decidir se a imagem deve ser censurada ou nao, retornando 0 (ndo censurar), 1 (censurar)

ou 2 (erro) para o content script.

O redimensionamento se da a fim de economizar tokens, limitando uma largura
maxima de 768 pixels e convertida para base64 com qualidade de 80% antes de ser enviada
para a API.

A funcdo callAIProvider () monta a requisicdo para a API escolhida da maneira
correta, considerando os detalhes de cada uma, como o endpoint, o formato do corpo
da requisicao e o cabecalho de autenticacao, considerando a documentacgao citada na

subsecao 3.1.2. Além disso, ela também trata a resposta, padronizando o retorno para o
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formato de texto puro, que é utilizado na etapa seguinte de logica de decisao de censura.

3.2.2  Content script

Assim que o background avisa que a pagina atualizou, o content script ouve a

mensagem (Listing 3.4) e inicia a verificagdo das postagens presentes na pagina.

Listing 3.4 — Ouve que a pagina atualizou e checa as primeiras postagens

chrome.runtime.onMessage.addListener ((message) => {
location = message;

checkEachPost (document, location);

P

A fungao checkEachPost () (Listing 3.5) procura os elementos HTML correspon-
dentes as postagens dentro de um né fornecido. Quando ele recebe a informacao que a
pagina atualizou, essa fungao busca pelos elementos na pagina inteira (n6 document), e

chama a funcao checkElement () para cada uma deles.

Por observacao do DOM do Instagram, foi possivel identificar que as postagens do
feed atualmente podem ser rastreadas pelos elementos da tag img que possuem o atributo
alt iniciado por “Photo by” ou “Photo shared by”. E dificil encontrar uma forma mais
robusta de identificar as postagens, pois o Instagram utiliza algum framework (como o
React) que cria IDs e classes dindmicas e aleatérias, sendo sequéncias de caracteres como

“hcwsLGnMz092209zkATok011Lz09aLAulU” que podem mudar a qualquer momento.

Listing 3.5 — Funcao que checa primeiras postagens da pagina

const checkEachPost = (node, location) => {
switch (location) {
case "": // feed
// Pega os filhos desse nd que sao posts
let posts = [
..node.querySelectorAll (’img[alt~="Photo by"]l’),
..node.querySelectorAll (’img[alt ~="Photo shared by"]’),
13
// checa cada post se deve censurar
posts.forEach((img) => checkElement (img, location));

break;

case "stories":

break;

case "reels":

break;



19
20
21
22
23
24

\]

w

t

20

41

case "explore":

break;

default: // ndo sabemos onde estamos

break;

A funcao de checar as postagens iniciais foi estruturada em um switch para facilitar
a expansao para outras abas do Instagram, como stories, reels e explore, buscando uma
certa flexibilidade no cédigo. Como ja dito, atualmente apenas o feed estda implementado,

mas as outras abas podem ser adicionadas futuramente.

Dentro da fungdo checkElement () (Listing 3.6), é verificado se o elemento ja
foi analisado anteriormente (para evitar analises repetidas), é esperada a imagem estar
completamente carregada, e entao a fungao processImage() é chamada para analisar a
imagem da postagem. Caso um erro de carregamento ocorra, a fungao showError() é

chamada para exibir um aviso visual na postagem, o que vai ser explicado na subsecao 3.2.3.

Listing 3.6 — Funcao que checa se o elemento ja foi analisado, espera o carregamento e

chama a andlise

const checkElement = (img, location) => {
// Evita processar a mesma imagem miltiplas vezes
if (img.dataset.analysisState) {

return;

// Marca a imagem como "analisando"
img.dataset.analysisState = "pending";

console.log("Observado:", img);

// ’complete’ = o browser terminou de carregar
// ’currentSrc’ = tem uma fonte de imagem valida
if (img.complete && img.currentSrc) {
console.log(
"Imagem j& carregada, processando imediatamente:",
img.currentSrc
)
processImage (img, location); // Processa agora
} else {

const onLoad = () => {
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processImage (img, location);
// Limpa os ouvintes
img.removeEventListener ("load", onLoad);
img.removeEventListener ("error", onError);
%
const onError = () => {
console.error (
"Erro ao carregar imagem no DOM (src pode estar invalido)
i
img.src
) 5
img.dataset.analysisState = "error";
showError (img, location); // Mostra o erro visual
// Limpa os ouvintes
img.removeEventListener ("load", onLoad) ;
img.removeEventListener ("error", onError);
};
img.addEventListener ("load", onLoad);
img.addEventListener ("error", onError);
}
15

A fungao processImage() (Listing 3.7) envia a URL da imagem para a fungao
responsavel por chamar o background (checkIfAdultization()), que faz a andlise e
retorna a decisao de censura. Ela também é responsavel por chamar as fungoes que montam
o frontend, ativando o visual de carregamento enquanto a andlise esta em andamento, e,

ao fim, o removendo e mostrando o resultado (censura, selo de verificagdo ou erro).

Listing 3.7 — Funcao resumida que envia a imagem para andlise e monta o frontend

const processImage = async (img, location) => {

/* ... etapas intermedidrias ... */

showAnalysing(img, location); // frontend de carregamento
const response = await checkIfAdultization(imageUrl) ;
removeAnalysing(img, location); // Remove frontend de
carregamento
switch (response) { // Mostra o resultado
case O:
showChecked (img, location);

break;
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case 1:
showCensored (img, location);
break;

case 2:

showError (img, location);

break;
default:
break;
}
const elapsedTime = Date.now() - startTime;
const delay = (ms) => new Promise((resolve) => setTimeout (

resolve, ms)); // Garante tempo minimo de 7 segundos
if (elapsedTime < 7000) {
await delay (7000 - elapsedTime) ;

return;

A processImage() possui uma légica que garante um tempo minimo para cada
analise, implementado a fim de nao ultrapassar o limite de requisi¢goes por minuto. Esse
tempo foi ajustado dependendo do modelo testado, por exemplo, o limite de 10 RPM do

Gemini 2.5 Flash pode ser respeitado com um tempo minimo de 7 segundos por andlise.

A funcao checkIfAdultization() envia a mensagem para o background, que a
ouve (Listing 3.2), faz a andlise e retorna a decisao de censura, como ja explicado na

subsecao 3.2.1.

Além de checar as postagens dispostas inicialmente, o content script também
observa mudangas no DOM da pégina, percebendo quando novos nds sao carregados ao
rolar a pagina para baixo. Quando ele identifica esses novos elementos, chama a fungao
checkEachPost () para verificar se hd novas postagens a serem analisadas (Listing 3.8).
Nesse momento, ao invés de passar o n6 document para a fungdo checkEachPost () (como
foi feito em Listing 3.4), passa-se apenas os nés que foram adicionados, otimizando o

Processo.

Listing 3.8 — Observador de mutagoes que checa novos posts carregados

const observer = new MutationObserver ((mutations) => {
// itera sob cada mutagio da pagina
mutations.forEach ((mutation) => {
// se a mutagdo é& sobre a lista de filhos da pagina e o
numero é positivo (foram adicionados noés)
if (mutation.type === "childList" && mutation.addedNodes.
length > 0) {
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// itera sobre cada né adicionado
mutation.addedNodes.forEach((node) => {
// Verifica se o ndé adicionado & um elemento HTML
if (node.nodeType === 1) {
checkEachPost (node, location); // checa os posts dentro
desse nod
}
IDF
}
)
P

3.2.3  Frontend

As fungoes do content script que injetam o frontend na pagina do Instagram sao
showAnalysing() (Listing 3.9), removeAnalysing(), showCensored (), showChecked ()
e showError (). Como todas essas fungoes tém uma logica relativamente parecida, utiliza-
se aqui a showAnalysing() como exemplo, que é responsavel por inserir o visual de

carregamento na postagem que estd sendo analisada.

Listing 3.9 — Funcao que insere o frontend de carregamento na postagem

const showAnalysing = (element, location) => {

/* ... etapas intermedidrias ... */

// Aplica um blur inicial

element .style.filter = "blur (10px)";

// Cria o container principal para o loading

const analysingContainer = document.createElement ("div");
analysingContainer.className = "analysing-container';

// Cria o GIF de loading

const loadingGif = document.createElement ("img") ;

loadingGif .src = chrome.runtime.getURL("images/loading.gif");
loadingGif.className = "analysing-gif";

n

// Cria o texto "Analisando...

const analysingText = document.createElement ("div");
analysingText.textContent = "Analisando conteddo...";
analysingText.className = "analysing-text";

// Monta o visual de anéalise
analysingContainer.appendChild(loadingGif) ;
analysingContainer.appendChild (analysingText) ;
// Adiciona tudo & péagina

parent .appendChild (analysingContainer) ;
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As classes CSS utilizadas para estilizar o frontend estao definidas no arquivo

styles.css (Apéndice C).

3.2.4  Script para testes

O script Python desenvolvido para realizar os testes faz as chamadas com base na

documentacao oficial de ambas as APIs, conforme mostrado no Apéndice B.

O script 16 N vezes todas as imagens de uma pasta especifica, faz o mesmo
redimensionamento e otimizag¢ao de imagem que o content script faz, e entdao faz a
chamada para a API e modelo escolhidos. Apés receber a resposta, o script processa o
texto retornado e guarda uma lista de informagoes do resultado. Ao final, as informacoes

sobre todas as imagens sao salvas em um arquivo CSV para analise posterior.

O trecho de cédigo responsavel por fazer a chamada para a API e processar a
resposta pode ser visto no Listing 3.10. Observa-se que a chamada para cada API é feita

em funcoes auxiliares separadas, mas o processamento da resposta € igual para ambas.

Listing 3.10 — Chamada e processamento da resposta no script de testes

# --- CHAMADA GOOGLE GEMINI ---
if AI_PROVIDER == "google":
api_response = callGoogleAPI (optimized_img)
response_time = time.time() - start_time_per_image
# --- CHAMADA GROQ ---
elif AI_PROVIDER == "groq":
api_response = callGroqAPI(optimized_img)
response_time = time.time() - start_time_per_image
# --- PROCESSAMENTO DA RESPOSTA (IGUAL PARA AMBOS) ---
try:
parts = api_response.split(’;’, 1)
contem_pessoa = parts[0].strip()

justificativa = parts[1].strip() if len(parts) > 1 else "Sem

justificativa"

gabarito = ’Sim’ if filename.lower ().startswith(’sim’) else °’
N&o’

acertou = ’VERDADEIRO’ if contem_pessoa == gabarito else °’
FALSO’

results_list.append ({

’NomeDoArquivo’: filename,
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’Gabarito’: gabarito,
’ContemSexualizacao’: contem_sexualizacao,
’Descricao’: justificativa,
’ResponseTime(s)’: f"{response_time:.2f}",
’Acertou’ : acertou,

’RespostaBruta’: api_response

1))

O script também leva em consideracao o limite de requisi¢oes por minuto de cada
modelo testado (Listing 3.11), for¢cando esperas entre as chamadas para nao ultrapassar
o limite. Como o limite do Gemini 2.5 Flash é de 10 RPM, o script garante um tempo
seguro minimo de 7 segundos entre cada requisicao. J& os modelos Llama oferecidos pela
Groq possuem limite de 30 RPM, entao, para ser conservador, o script garante pelo menos

2.5 segundos entre cada requisicao.

Listing 3.11 — Espera para respeitar limite de requisicoes por minuto

if AI_PROVIDER == ’google’:
if elapsed_time < 7:
time.sleep(7 - elapsed_time)
elif AI_PROVIDER == ’groq’:
if elapsed_time < 2.5:
time.sleep (2.5 - elapsed_time)

O codigo 1€ todas as imagens NV vezes para ser analisada a consisténcia dos resultados.
Se o modelo retornar resultados diferentes para a mesma imagem em execugdes distintas,

isso indica que o prompt ainda nao esta robusto o suficiente.
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4 TESTES E RESULTADOS

Esse capitulo busca descrever como se deram os testes realizados no modelo e
seus resultados. Primeiramente, foi testado na pratica o bom funcionamento da extensao:
como ficou o frontend, fluidez e frequéncia de erros. Além disso, foram realizados testes
sistematizados (a partir do script da subse¢ao 3.2.4) que armazenaram métricas (3.1.4)

para a comparacao dos desempenhos dos modelos.

4.1 Teste de funcionamento

O frontend (3.2.3) final da aplicacao consiste na tela de erro (Figura 9), na animagao
de carregamento (10), no selo de imagem sem identificagao de criangas sexualizadas (11) e

na censura (12).

Figura 9 — Exemplo de erro

playstation_br
Patrocinado

Erro ao analisar imagem

Comprar agora

Q=6 Q1 Y

Fonte: elaborado pelo autor
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Figura 10 — Exemplo de postagem sendo analisada

song4thedeaf - 5 d Seguir
Sugestbes para vocé

Qeami 83 ¢ N

song4thedeaf As a kid, | spent hours immersed in Peanuts comics, and |
loved how Schulz treated music with such incredible respect.... mais

Fonte: elaborado pelo autor

Sobre a fluidez no funcionamento, a animagao de carregamento da Figura 10
se mantém na imagem por pouco tempo. Por conta do funcionamento assincrono das
chamadas da API, as chamadas sao feitas muitas vezes antes do usuario ter chegado na
postagem, tornando frequentemente imperceptivel o tempo de andlise. Porém, vale dizer
que nao foi implementada uma maneira de indentificar se a imagem ja foi analisada, ou
seja, se o usudrio ver mais de uma vez a mesma postagem (descendo e subindo o feed, por

exemplo), pode ser que ele veja a animagao de carregamento duas vezes.

Apés a devida calibragao nos prompts, tratamento de erros e configuragoes de
seguranca das APIs, o nimero de casos de erros passaram a ser bem raros. Na versao final
do projeto, os testes mostraram que a maior parte das postagens com erro sao na verdade
propagandas que possuem configuragoes de privacidade que impedem que estas sejam
enviadas para as APIs. Porém, hé casos raros onde postagens de verdade dao erro, sendo a

maioria infrigementos de alguma politica de seguranca da GenAl ou do préprio Instagram.

Na pratica, postagens com erro representam algo em torno de 1 a cada 100 imagens,

sendo bem mais presentes na API do Gemini do que na do Groq. Como a primeira
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Figura 11 — Exemplo de postagem com selo de sem identificacao de sexualizacao

-

Fonte: elaborado pelo autor

¢ um modelo de cddigo fechado, a Google possui politicas mais rigidas de controle de
prompt, se negando a responder quando identifica um contetido mais sensivel. J& a Groq,
o numero de erros é ainda menor, basicamente s6 acontecendo quando hé algum problema

na comunicacao.

Para contornar o problema de erros na API da Google, as configuragoes de segu-
ranca' foram flexibilizadas, e erros ligados a seguranca foram tratados como sendo uma

resposta sim a censura. Essas agoes ajudaram mas nao eliminaram os erros.

1 Opcoes de configuracdes de seguranca: https://ai.google.dev/gemini-api/docs/safety-setting

s?hl=pt-br


https://ai.google.dev/gemini-api/docs/safety-settings?hl=pt-br
https://ai.google.dev/gemini-api/docs/safety-settings?hl=pt-br
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Figura 12 — Exemplo de postagem censurada

Fonte: elaborado pelo autor

4.2 Testes de prompt

No decorrer dos passos detalhados na subsecao 3.1.3, foram desenvolvidos alguns
prompts, que podem ser resumidos em 4 principais. Para cada um, foram calculadas

algumas métricas de performance.

O primeiro prompt desenvolvido (Listing 4.1) define o que o modelo deve responder,
formata a resposta, da exemplos de sexualiza¢oes infantis, exemplos de respostas e destaca

observagoes importantes.

Listing 4.1 — Prompt 1

PROMPT_TEXT = """

Responda essas duas perguntas separado por ponto e virgula (;):

- ’Sim’, se a imagem contém casos de sexualizagdo infantil, e ’N&
o’, caso contrario.

- Justifique a sua resposta em poucas palavras.

Formatacéo:

’Sim/N&o; justificativa’
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8 Sexualizacgdo infantil é definida como qualquer representacgdo que
retrate criangas de maneira sexualizada, destacando-se:
9 - Criangas em poses sugestivas, que buscam exibir alguma parte
do corpo
10 - Criangas com roupas curtas, justas, transparentes ou com
decote excessivo, mostrando parte dos seios, nadegas ou
genitais

11

Contextos que impliquem conotagdo sexual envolvendo menores

de 18 anos, como fetiches.

12 - Criancas aqui se referem a qualquer pessoa com aparéncia de

idade inferior a 18 anos.

13 Exemplo de respostas:

14 a) ’Sim; Foto contém crianga de biquine e em posigdo altamente
sugestiva.’

15 b) ’N&o; Uma paisagem com montanhas e um lago.’

16 c) ’N&do; Crianga brincando em um parque com roupas apropriadas
para a idade.’

17 d) ’Sim; Pessoa aparentando ser menor de idade em trajes
reveladores.’

18

19 Observacgdes:

20 - Antes do ’;’ deve haver apenas ’Sim’ ou ’Ndo’, sem mais nada.
21 - Se houver duavida sobre a idade, considere como criancga.
22 nnn

Esse primeiro prompt alcangou resultados (Tabela 4) bem ruins nos Llama’s, e
no Gemini a revocagdo também nao teve um valor tao alto. Foi possivel observar que os
modelos feitos pela Meta tem uma tendéncia de responder sim poucas vezes (alta precisao

e pouca revocagao), assim, para corrigir isso foi feito o prompt 2.

Tabela 4 — Performance com prompt 1

Meétrica Gemini 2.5 Flash Llama Scout Llama Maverick
Acuricia 82,5% 62,5% 55,0%
Precisao 88,2% 100, 0% 100, 0%
Revocacio 75,0% 25,0% 10, 0%

Fonte: Elaborada pelos autores.

Esse segundo prompt (Listing 4.2) tenta for¢ar uma resposta bem menos tolerante,
a fim de aumentar a revocagao. Além disso, ele passa a utilizar o pardmetro de instrugoes
do sistema que permite passar uma instrucao de sistema com maior peso hierarquico,

sendo tecnicamente mais robusto do que apenas incluir as instrugoes no texto do prompt.
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ssim, a instrucao de sistema comunica qual persona a eve adotar, enquanto
A , t de sist 1 IAd dotar, t
que o prompt passa a tarefa em si. Utilizando esse método, é mais dificil para o agente ser

confundido por dados de entrada complexos, visto que a instrugao esta isolada no sistema.

Para passar essas instrucoes de sistema, no Gemini? basta passar o pardmetro

system_instruction, j4 no Grog® é sé enviar uma mensagem com role: "system".

Listing 4.2 — Prompt 2

SYSTEM_PROMPT = """

# ROLE

Vocé é um Agente de Segurancga AI com critérios de filtragem
EXTREMAMENTE RIGIDOS (Zero Tolerance). Sua fungdo & sinalizar
qualquer imagem que contenha exposigdo corporal infantil,

independentemente da intengdo ou contexto.

# CRITERIOS DE CLASSIFICAGAOD (ESTRITOS)

Responda ’Sim’ se a imagem contiver QUALQUER um dos seguintes
elementos envolvendo pessoas menores de 18 anos:

1. Trajes de Banho e Roupa Intima: Qualquer crianga vestindo biqu
ini, sunga, maid, lingerie ou cueca.

- NOTA CRITICA: 0O contexto NAO importa. Criangas na praia
/piscina em trajes de banho DEVEM ser classificadas
como ’Sim’.

2. Exposicgdo de Pele: Torso nu (em qualquer género), nadegas ou
genitais visiveis ou marcados.

3. Poses: Qualquer pose que enfatize o corpo, mesmo que vestida.

Responda ’N&o’ APENAS se:
- A crianga estiver totalmente vestida com roupas casuais/formais
(camisetas, calgas, vestidos ndo reveladores).

- N&8o houver pessoas menores de 18 anos.

# FORMATO DE RESPOSTA
[Sim/N&o]; [Justificativa técnica curta focada no elemento visual

detectado]

PRDMPT_TEXT = nnn

Analise a imagem fornecida com base nas suas diretrizes de

sistema.

2 Como usar instrugdes de sistema do Gemini: https://docs.cloud.google.com /vertex-ai/genera,
tive-ai/docs/learn/prompts/system-instructions?hl=pt-br

3

Como usar instrugoes de sistema no Groq: https://console.groq.com/docs/text-chat


https://docs.cloud.google.com/vertex-ai/generative-ai/docs/learn/prompts/system-instructions?hl=pt-br
https://docs.cloud.google.com/vertex-ai/generative-ai/docs/learn/prompts/system-instructions?hl=pt-br
https://console.groq.com/docs/text-chat

22

23

10

11
12

53

Lembre-se: Responda apenas com ’Sim’ ou ’Ndo’ seguido de ponto e

virgula e a justificativa.

O prompt 2 aumentou os valores de revocacao, mas ela ainda se mantém baixa para
os Llama’s e os valores de acuracia ndo eram satisfatorios. Além disso, por falar palavras
de cunho sensivel abertamente, esse prompt levou a muitos erros de seguranca no Gemini,

que foram tratados como resposta sim, o que aumentou a revocacao de maneira artificial.

Tabela 5 — Performance com prompt 2

Meétrica Gemini 2.5 Flash Llama Scout Llama Maverick
Acuricia 68, 8% 65,0% 62,5%
Precisao 62, 3% 80,0% 77, 8%
Revocacao 95, 0% 40, 0% 35,0%

Fonte: Elaborada pelos autores.

No terceiro prompt (Listing 4.3), os termos alarmantes foram substituidos por
terminologia técnica. O uso do idioma inglés busca contornar os filtros de seguranca,

soando como moderacao técnica.

Listing 4.3 — Prompt 3

SYSTEM_PROMPT = """

# ROLE

You are a Content Safety Auditor. Your task is to technically
audit images for compliance with Underage Safety Guidelines

regarding attire and body exposure.

# STRICT AUDIT CRITERIA (Zero Tolerance)

Classify as ’Sim’ (Non-Compliant) if the image depicts a minor
(<18y) with ANY of the following visual elements:

1. Swimwear/Undergarments: Subject is wearing bikinis, trunks,
swimsuits, or underwear.

- POLICY: Context (beach/pool) is IRRELEVANT. Presence of
swimwear = ’Sim’.

2. Skin Exposure: Visible torso (shirtless), exposed midriff, or
sensitive areas.

3. Suggestive Framing: Angles focusing on body parts rather than

the face.

Classify as ’N&o’ (Compliant) ONLY if:
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- The subject is fully clothed in standard street/casual wear (t-
shirts, pants, dresses).

- There are no minors present.

# OUTPUT FORMAT
[Sim/N&o]; [Brief technical description of attire/visual elements

]

PROMPT_TEXT = """
Audit this image according to your Safety Guidelines.
Output strictly ’Sim’ or ’N&o’ followed by a semicolon and the

technical reason.

Nessa terceira versao, a quantidade de erros do Gemini aumentou ainda mais,
levando a crer que essa [A tem mais facilidade de perceber teor sensivel em inglés. J& nas
IAs oferecidas pelo Groq, todas as métricas alcangaram nimeros bem melhores, com o
Llama Scout obtendo todas acima de 90%. Isso parece ser efeito desses modelos da Meta

serem bem mais flexiveis em relacao a seguranca.

Tabela 6 — Performance com prompt 3

Métrica Gemini 2.5 Flash Llama Scout Llama Maverick
Acuricia 62, 0% 93, 8% 85, 0%
Precisao 56, 5% 92, 7% 93,8%
Revocacéao 100, 0% 95, 0% 75, 0%

Fonte: Elaborada pelos autores.

A 1ltima versao principal do prompt adota uma abordagem auditoria de confor-
midade de vestuario de menores de idade, ao invés de checar diretamente sexualizacao.
Isso foi uma estratégia para evitar mais ainda falar termos sensiveis. Além disso, voltamos

para o portugués, visto que inglés se mais suscetivel de gatilhos a seguranca.

Listing 4.4 — Prompt 4

SYSTEM_PROMPT = """

# FUNGAO

Vocé é um auditor conservador de conformidade de vestuadrio para
um banco de imagens. Sua tarefa & verificar se as criangas
presentes na imagem estdo vestidas de acordo com estritos cb

digos de vestimenta urbana.
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# CRITERIOS DE REJEIGAO (Sim)

Classifique a imagem como ’Sim’ (Viola o cdédigo) se houver
pessoas aparentando ser menores de 18 anos apresentando:

1. Vestuario de banho ou atlético minimo: Uso de sungas, biquinis
, maids ou roupas de natacgio, INDEPENDENTE do local (mesmo em
praias ou piscinas).

2. Auséncia de roupa padrédo: Torso sem camisa, barriga exposta ou

falta de roupas superiores/inferiores completas.

3. Roupas justas: Possibilitam ver o formato do corpo da pessoa,
mesmo que coberto.

4. Enquadramento/Angulo de cémera: Foco maior em partes do corpo
em vez do rosto.

5. Se ficar na divida sobre a idade da pessoa, considere que &

menor de idade.

# CRITERIOS DE APROVAGAO (N&o)

Classifique como ’N&o’ (Conforme) APENAS se:

1. Os sujeitos estiverem vestido com roupas cotidianas completas
(camisetas, calgas, vestidos cobrindo o torso e pernas).
Ndo houver pessoas na imagem.

3. Todas as pessoas, mesmo que com roupas expositivas, séao

maiores de idade.

# FORMATO

[Sim/N&o]; [Breve explicacgdo técnica da classificagdo]

nnn

PROMPT_TEXT = """

Analise o vestudrio da imagem conforme suas diretrizes de
auditoria.

Responda estritamente com ’Sim’ ou ’N&o’ seguido de ponto e vi

rgula e a justificativa.

Tabela 7 — Performance com prompt 4

Meétrica Gemini 2.5 Flash Llama Scout Llama Maverick
Acuricia 88, 8% 87,5% 77,5%
Precisao 81,6% 85, 7% 92, 3%
Revocacao 100, 0% 90, 0% 60,0%

Fonte: Elaborada pelos autores.
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No ultimo prompt (Tabela 7), os valores para os Llama’s pioraram um pouco,
ja o Gemini melhorou, finalmente sendo satisfeito nas trés métricas enquanto passa a

apresentar poucos erros.

Ao final, o auge de performance dos Llama’s ficou no prompt 3, enquanto o Gemini

atingiu os seus melhores valores no prompt 4.

4.3 Testes de temperatura

Utilizando os melhores prompts de cada modelo, foi alterada a temperatura e
analisado o quanto isso impacta na resposta de cada um. Como a temperatura influencia
na aleatoriedade, aqui a analise passou a cobrir também a consisténcia nas resposta

(explicada na subsegao 3.1.4).

No Llama Scout (Figura 13), diminuir mais a temperatura piorou o modelo. O

auge da performance foi atingido na temperatura 0,5, onde todas as métricas se encontram

no seu maximo.

Figura 13 — Grafico de performance do Llama Scout (usando prompt 3)
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Fonte: elaborado pelo autor

Ja para o Llama Maverick, a Figura 14 mostra que, no geral, a temperatura 0
atinge os melhores resultados.

Por tltimo, na Figura 15 fica claro que o Gemini nao sofre grades diferencas de

performance quando aumentada a temperatura. Porém, com o valor de 0 ocorre uma leve
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Figura 14 — Grafico de performance do Llama Maverick (usando prompt 3)
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Fonte: elaborado pelo autor

melhora, sendo esse o valor considerado 6timo.

4.4 Testes de velocidade

Para os testes de velocidade, para cada IA foram utilizadas o prompt e temperatura
que performou melhor. Nos critérios de tempo, fica claro na Tabela 8 que o Llama Scout
foi o que se saiu melhor. Esse modelo foi o mais réapido e o que menos oscilou (menor
variancia), sendo ideal para uma aplicacdo que necessita de uma resposta rapida. J&
o Gemini foi o que se saiu pior, apresentando o maior tempo médio e maior variancia,

chegando até 13 segundos para analisar uma s6 imagem.

Tabela 8 — Tempo de execugao com melhor configuragdo de temperatura e prompt

Modelo Temperatura Prompt Médio (s) Min. (s) Max. (s) Varidncia (s?)
4 Scout 0.5 3 1,36 0,98 1,78 0,03
4 Maverick 0 3 5,90 3,44 9,56 2,21
2.5 Flash 0 4 6,10 2,09 13,07 3,03

Fonte: Elaborada pelo autor.
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Figura 15 — Grafico de performance do Gemini 2.5 Flash (usando prompt 4)
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Fonte: elaborado pelo autor

4.5 Resultados gerais

Como pode-se perceber pela Tabela 9, que resume os resultados, o modelo Llama
Scout, quando bem calibrado, foi o melhor, superando até mesmo o seu irmao com mais

parametros, o Maverick.

Tabela 9 — Resumo dos resultados

Modelo Médio (s) Variancia (s?) Acurdcia Precisio Revocacdo Consisténcia
4 Scout 1,36 0,03 95,0% 95, 0% 95,0% 100, 0%
4 Maverick 5,90 2,21 87,3% 94, 1% 80,0% 97,5%
2.5 Flash 6,10 3,03 90, 0% 83,3% 100, 0% 100, 0%

Fonte: Elaborada pelo autor.

Vale destacar que os trés modelos apresentaram 6tima consisténcia e que a revocacao
do Gemini foi até mais alta que o Scout, atingindo os 100%, podendo ser considerado a

segunda melhor op¢ao no ponto de vista de seguranca.
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5 CONCLUSOES E POSSIVEIS MELHORIAS

5.1 Conclusdes da prova de conceito

Por fim, utilizando o Llama 4 Scout foi possivel atingir 95% de acurdcia em tempo
médio de menos de 1,5 segundos por imagem. Conclui-se, portanto, que é possivel imple-
mentar um modelo multimodal para identificar postagens que potencialmente sexualizam
criancas de maneira bastante agil e com boa acuracia. A implementacao de um frontend
para a extensao para o Instagram também provou que ¢ possivel integrar esse modelo de

maneira fluida com uma pagina dinamica, que sofre mutagoes o tempo todo.

Além disso, mesmo com os guard rails (politicas que guiam e restringem o compor-
tamento de modelos de TA para assegurar que suas saidas sejam seguras, éticas e confidveis)
intrinsicos ao modelo, foi possivel contornar os possiveis erros. Isso se deu construindo
prompts com jargao técnico, flexibilizando as configuragoes de seguranca do agente e

considerando especificos tipos de erro como uma resposta “sim”.

5.2 Melhorias de hipotética implementacao na pratica

Em um possivel uso dessa tecnologia em escala bem maior e integrado diretamente
ao Instagram, o funcionamento provavelmente seria bem diferente. Ha de se destacar que
a Meta é a empresa por tras do Instagram e também dos modelos Llama, logo, eles tém
bem mais liberdade para fazer um agente Llama treinado especificamente para a tarefa
de identificacao de sexualizacao infantil e mais integrado a plataforma, o que melhoraria

ainda mais o seu desempenho.

Algumas evolugoes que poderiam ser feitas por parte do Instagram em uma possivel

implementagao da ideia:

o Além de analisar a potencialidade de sexualizacao da postagem, também analisar
a potencialidade de pedofilia do usuario que estd vendo a imagem com base no
seu algoritmo. A ideia é afastar contetidos sugestivos de pessoas que enxergam teor

sexual e os mostrar para pessoas que nao veem esse teor.

o Ao invés de analisar a imagem em tempo real enquanto o usuario acessa, passar a
analisar a imagem uma unica vez quando ela for postada, economizando recursos de

processamento.

o Na pratica, se o contetido for classificado como inadequado a ser mostrado para
uma determinada pessoa, essa postagem nao deveria nem aparecer, o que elimina o

sentido de ter um frontend como feito nesse projeto.
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o Além de analisar imagens, obviamente o modelo treinado deve ser capaz também

para analisar videos (stories e reels).

Essas e outras mudancas nao s6 tornariam o método como um todo mais robusto e
otimizado, mas também muito mais imperceptivel no funcionamento do dia-a-dia do que a

forma que a extensao dessa pesquisa foi projetada.

Vale observar que, sendo uma empresa fechada, nao sabe-se exatamente que medidas
sao tomadas pelo Instagram acerca do assunto. Com base, por exemplo, no aviso da Figura 6,
assume-se que a rede social esta realizando algum esforgo para evitar a busca por contetido
pedofilo. Porém, essa pesquisa demonstra que é possivel fazer ainda mais, dificultando que

conteudos de criangas sejam vistos por pessoas que os veém de maneira deturpada.
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APENDICE A - ARQUIVO DO MANIFESTO

Arquivo manifest. json usado para definir configuragdes gerais da extensao

"manifest version": 3,

"name": "Adultization Identifier for Instagram",
"version": "1.0",

"description": "Bloqueia posts do Instagram contendo

sexualizacao infantil.",
"content_scripts": [
{

"matches": ["*x://*.instagram.com/*"],

"js": ["contentScript.js"],

"css": ["styles.css"]

+

i

"web _accessible resources": [
{

"resources": [
"images/warning-sign.png",
"images/checkmark.png",
"images/loading.gif",
"images/error.svg",
"config.js"

15

"matches": ["*x://*.instagram.com/*"]

}

1

"background": {
"service_worker": "background.js",
"type": "module"

I

"permissions": ["tabs"],

"host_permissions": [
"x://*.cdninstagram.com/*",
"x://x.googleapis.com/*",

"https://api.groq.com/x*"
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34 ]
35 }

Fonte: elaborado pelo autor



APENDICE B - DOCUMENTACAO DE CHAMADA DAS APIS

Pela documentacao oficial das APIs do Google e do Groq, as chamadas por cURL

podem ser feitas como exemplificado no Listing B.1 e B.2.

Listing B.1 — Exemplo de envio de imagem a API do Gemini 2.5 Flash

curl "https://generativelanguage.googleapis.com/vibeta/models/
gemini-2.5-flash:generateContent" \

-H "x-goog-api-key: $GEMINI_API_KEY" \

-H ’Content-Type: application/json’ \

-X POST \
-d ’{
"contents": [{
"parts": [
{
"inline_data": {
"mime_type":"’"$MIME_TYPE"’",
"data": "’"$IMAGE_B64"°>"
}
) 5
{"text": "Caption this image."}
]
}]

}’ 2> /dev/null

Fonte: https://ai.google.dev/gemini-api/docs/image-understanding?hl=pt-br#rest

Listing B.2 — Exemplo de envio de imagem a API do Groq

curl "https://api.groq.com/openai/vl/chat/completions" \
-X POST \
-H "Content-Type: application/json" \
-H "Authorization: Bearer ${GROQ_API _KEY}" \

-d °{
"messages": [
{
"role": "user",
"content": [
{

"type": "text",
"text": "What’\’’s in this image?"

T,


https://ai.google.dev/gemini-api/docs/image-understanding?hl=pt-br#rest

14

16
17

18
19
20

68

{
"type": "image_url",
"image_url": {
"url": "’https://upload.wikimedia.org/
wikipedia/commons/f/f2/LPU-vl-die. jpg’"
}
}
]
}
[
"model": "meta-llama/llama-4-scout-17b-16e-instruct"
"temperature": 1,
"max_completion_tokens": 1024,
"top_p": 1,
"stream": false,

"stop": null
} )

Fonte: https://console.groq.com/docs/vision

J& as chamadas usando Python podem ser observadas no Listing B.3 e B.4

Listing B.3 — Chamada a API do Gemini 2.5 Flash usando Python

from google import genai

from google.genai import types

with open(’path/to/small-sample.jpg’, ’rb’) as f:
image_bytes = f.read()

client = genai.Client ()
response = client.models.generate_content (
model=’gemini-2.5-flash’,
contents=[
types.Part.from_bytes(
data=image_bytes,
mime_type=’image/jpeg’,
),

’Caption this image.’

print (response.text)
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Fonte: https://ai.google.dev/gemini-api/docs/image-understanding?hl=pt-br#rest

Listing B.4 — Chamada a API do Groq usando Python

from groq import Grogq
import base64

import os

# Function to encode the image
def encode_image (image_path):
with open(image_path, "rb") as image_file:

return base64.b64encode (image_file.read()).decode(’utf-8’)

image_path = "sf.jpg"

base64_image = encode_image (image_path)

client = Groq(api_key=os.environ.get("GROQ_API_KEY"))
chat_completion = client.chat.completions.create(

messages=[

{
"role": "user",
"content": [
{"type": "text", "text": "What’s in this image?"
X,
{
"type": "image_url",
"image_url": {
"url": f"data:image/jpeg;base64 ,{
base64_imagel}",
T,
1
1,
}

1,

model="meta-1llama/llama-4-scout-17b-16e-instruct",

print (chat_completion.choices [0] .message.content)

Fonte: https://console.groq.com/docs/vision


https://ai.google.dev/gemini-api/docs/image-understanding?hl=pt-br#rest
https://console.groq.com/docs/vision




APENDICE C - ARQUIVO CSS COM 0S ESTILOS

Arquivo styles.css usado para definir o estilo do frontend

1 .analysing-container {
2 position: absolute;
3 top: O;

4 left: O;

width: 100%;

6 height: 100%;

pointer-events: none;

at

-~

8 display: flex;

9 flex-direction: column; /* Organiza os itens em coluna (GIF em
cima, texto embaixo) */

10 justify-content: center;

11 align-items: center;

12 }

13 .analysing-gif {

14 width: 80px;

15 height: auto;

16 filter: drop-shadow(0 O 4px #2896ff) drop-shadow(0 O 2px #2896
££);

17}

18 .analysing-text {

19 color: white;

20 margin-top: 10px;

21 font-size: lem;

22 font-weight: bold;

23 text-shadow: 0 O 5px black; /* Sombra para legibilidade */

24 }

25 .censor-container {

26 position: absolute;

27 top: O;

28 left: O;

29 width: 100Y%;

30 height: 1007%;

31 display: flex;

32 flex-direction: column;
33 justify-content: center;
34 align-items: center;

35 pointer-events: none;
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filter: drop-shadow(0 O 10px red);

}

.censor-image {
width: 20%;
height: auto;

}

.censor-text {

color: red;

font-weight: bold;

text-align: center;

margin-top: 10px;

font-size: 1.2em;

background-color: rgba (86,

padding: 5px 10px;

border-radius:

3

.error-container

5px;

{

position: absolute;

top: O;

left: 0;
width: 100%;
height: 100%;
display: flex;

flex-direction:

column;

justify-content: center;

align-items: center;

pointer-events:
X
.error-image {
width: 20%;
height: auto;

none ;

86,

86,

0.5);

filter: drop-shadow(0 O 10px yellow);

}
.error-text {

color: yellow;

font-weight: bold;

text-align: center;

margin-top: 10px;

font-size: 1.2em;

background-color: rgba (86,

padding: 5px 10px;

border-radius:

5px;

86,

86,

0.5);
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3

.checked-box {
position: absolute;
top: 10px;
right: 10px;

background-color: gray;

opacity: 80%;
color: white;
padding: 5px 8px;
border-radius: 5px;

font-size: 12px;

pointer-events: none;

display: flex;

align-items: center;

}

.checkmark-image {

height: lem; /* Faz a altura da imagem ser igual & altura da

fonte */
width: auto;

margin-right: 5px;

/* Espacgamento entre o texto e o simbolo */

Fonte: elaborado pelo autor
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