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RESUMO

Sistemas de predicao de séries temporais tém apresentado crescente desempenho
gracas ao uso de modelos estatisticos e modelos neurais, os quais sao aprendidos a partir
de grandes bases de dados. Combinagoes desses modelos com regras levam ao aprendi-
zado dito “neuro-simbdlico”. Este trabalho desenvolvera um sistema de predicao de séries
temporais baseado em dados e regras, ou seja, em técnicas neuro-simbélicas.

Palavras-Chave — sistemas de predicao, séries temporais, aprendizado de maquina,
aprendizado estatistico, modelos neurais, raciocinio simbodlico, neuro-simbdlico.



ABSTRACT

Time series forecast systems have shown increasing performance thanks to the use
of statistical models and neural models, which are learned from huge databases. Joining
both models with rules takes it to the so called “neuro-symbolic” learning. This work will
develop a time series prediction system based on data and rules, i.e. over neuro-symbolic
techniques.

Keywords — forecast systems, time series, machine learning, statistical learning, neural
models, symbolic reasoning, neuro-symbolic.
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1 INTRODUCAO

1.1 Objetivos

Os tultimos dez anos testemunharam grandes mudangas na &area de aprendizado de
maquina. Houve significativo avango em técnicas que empregam otimizacao local para
ajustar modelos de grande porte, como redes neurais profundas, a partir de enormes mas-
sas de dados. Por outro lado, avancos em capacidade de processamento e em coleta de
dados permitiram que tais modelos e tais massas de dados fossem efetivamente proces-
sados. Toépicos como por exemplo tradugao automatica foram muito afetados: hoje os
melhores tradutores automaticos usam modelos de linguagem baseados em redes neurais
[1]. Além disso, uma gama variada de sistemas (e.g., sistemas de classificagdo de obje-
tos, de perguntas/respostas, tradugdo automaética, predigao de fenomenos, etc) passaram
a depender de modelos latentes (aprendizado de representacdo) que capturam padroes

essencialmente estatisticos em grandes bases de dados [2].

Este trabalho desenvolvera um sistema de predigao de séries temporais, baseado em

dados e regras, e aprendido por meio de técnicas neuro-simbdlicas.

1.2 Estrutura do Trabalho

O presente trabalho esta estruturado da seguinte forma: o Capitulo 2 faz uma revisao
da literatura sobre o tema, entendendo quais sao seus principais autores, o que sao as
técnicas neuro-simbodlicas e como é possivel integrar modelos latentes com simbolismo.
Ademais, quais os modelos de predicao de séries temporais usuais em Deep Learning e
possiveis caminhos para abordar o problema; depois, tém-se os Capitulos 3 e 4, os quais
versam sobre a metodologia empregada e os requisitos para cumprir com os objetivos
deste projeto; na sequéncia, o Capitulo 5 apresenta o problema, as solugoes escolhidas,
sua modelagem e as dificuldades do problema; por fim, o Capitulo 6 mostra os resultados

obtidos, os principais desafios encontrados e a conclusao do trabalho.
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2 REVISAO BIBLIOGRAFICA

2.1 Consideracoes Iniciais

O progresso metedrico nos ultimos anos da area de Inteligéncia Artificial reflete, para
algumas pessoas, uma ilusao a respeito dos avancos e pesquisas feitas na area. Tendo seu
inicio datado por volta da metade do século XX, a drea, que hoje é considerada o que
a eletricidade foi durante a 3* Revolugao Industrial [3], passou por um inverno sofrivel
até as décadas finais daquele século. Muito em parte pois os computadores nao possuiam
as bases computacionais e de processamento existentes hoje em dia, assim como pelos
resultados irrisérios pela falta de técnicas e modelos que, devido a falta de bases massivas
de dados, utilizavam-se de regras para obterem resultados fracos - técnicas conhecidas
como simbdlicas -, comparando-se com os obtidos pelos sistemas atuais. Desde entao
houve um aumento significativo na aquisicao de novos dados, no seu tratamento e no seu
compartilhamento (o surgimento da internet foi, sem duvidas, um ponto de inflexao) e,
estudos antes congelados, como as primeiras tentativas de mimetizar o que, porventura,
venha a ser a estrutura neural de um ser humano - as primeiras aplicacoes de redes neurais
datam do fim do século XX -, aqueceram-se e passaram a dominar tanto a area académica,

quanto os noticiarios e cotidiano das pessoas.

O aprendizado de maquina (Machine Learning - ML) e, mais recentemente, o aprendi-
zado profundo (Deep Learning - DL) s@o a prova desse cendrio retrospectivo. Atualmente,
os melhores sistemas artificiais ditos inteligentes fazem parte do escopo dessas dreas [4, 5].
A drea de Processamento de Linguagem Natural (ou, NLP, em sua sigla em inglés), por
exemplo, passou a adotar modelos baseados em grandes massas de dados, em especial
modelos neurais (ou latentes) [6], em suas solugoes, em contrapartida & solugdes mais
classicas de NLP, como o proprio Watson da IBM o faz. Essa mudanca de paradigma é
bastante compreensivel, dado que modelos latentes conseguem levar os sistemas a obterem
acuracias, precisoes e outras métricas nunca antes obtidas - ainda que haja um preco no

que tange a interpretabilidade desses modelos, muitas vezes tidos como “caixas-pretas”.
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Modelos neurais baseiam-se em formulagoes matematicas que buscam aprender re-
presentacoes a partir da distribuicao dos dados que os alimentam. Diferentes dominios
e tarefas sao explorados a partir de arquiteturas diversas. O Multi-Layer Perceptron
(MLP) foi um dos primeiros modelos neurais que obtiveram resultados significativos em
areas como Visao Computacional [7]. Hoje em dia, as arquiteturas que conseguem os
melhores resultados, inclusive melhores do que seres humanos, pautam-se no cerne do
aprendizado profundo - utilizagao de grandes massas de dados aliado a modelos com-
plexos. Arquiteturas como Redes Neurais Convolucionais, Redes Neurais Recorrentes e
Redes Generativas Adverséarias (CNN, RNN e GAN; respectivamente, nas siglas em inglés)

sao alguns exemplos de redes neurais que encontram-se neste apice.

No contexto deste trabalho, assim como sera discutido na se¢ao seguinte, os problemas
de predicao de séries temporais sao atacados com grande éxito fazendo-se uso de modelos
estatisticos relacionais, e.g. modelos auto-regressivos (AR) [8, 9], médias méveis exponen-
cialmente ponderadas [10] e modelos bayesianos (baseados nas evidéncias de distribuigoes
a priori) [11]. Todavia, atualmente, com a popularizagdo do aprendizado profundo e
a capacidade de coleta de dados, abordagens data-driven passaram a ser adotadas e a
fornecerem resultados sobre-humanos [12] — em algum senso. Neste sentido, modelos
sequenciais passaram a ser utilizados para tarefas de predicao de séries temporais, tais

como RNNs [13] (exemplo da arquitetura de RNN conhecida como LSTM na Figura 1).

Figura 1: Arquitetura de uma Rede Neural Recorrente conhecida como LSTM (Long

Short-Term Memory)

®

e u T?? !
& & .

v
>

Fonte: Extraido de [14].

No espectro oposto, muitos pesquisadores defendem o uso de modelos simbdlicos, com
a justificativa de que ha uma certa regularidade nas relagoes estatisticas existentes nos
dados e fatos previamente conhecidos, podendo-se extrapolar esse conhecimento a priori
para inferir novas informagoes. Trabalhos como [15, 16, 17] abordam o tema sob pers-

pectivas diferentes. Nesse caso, extrair informagoes contextuais e/ou semanticas a partir
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de dados simbdlicos, por exemplo de palavras e relagoes em Grafos de Conhecimento
(Knowledge Graphs ou KG, na sigla em inglés) é uma tarefa mais préxima de nds, seres
humanos, porém para uma maquina nao é natural. Os resultados obtidos através de abor-
dagens e técnicas simbdlicas sao, geralmente, menos precisas, todavia mais interpretaveis.
Nesse contexto, a Figura 2 permite visualizar essas caracteristicas presentes em técnicas

e modelos ditos simbdlicos.

Figura 2: Diagrama de fluxo representando um exemplo simples de um método simbélico

- também conhecido como rule-based Al.

Mover carro para
frente

O motor esta
ligado?

>

Permanecer parado

>

Permanecer parado

Acelerar

Fonte: Autor.

No caso acima, um exemplo simplista do que, porventura, poderiam ser as regras
necessarias para um carro autonomo (um modelo simbélico baseado puramente em regras),
torna-se bastante claro os motivos das técnicas simbélicas serem menos precisas do que
as técnicas e modelos neurais. Em cendrios menos abrangentes, muito provavelmente um
raciocinio baseado em regras seja valioso, como, por exemplo, na classificagao de uma fruta
baseada na sua cor, formato, tamanho, etc. Porém, no contexto de carros autonomos,

torna-se praticamente invidvel estabelecer regras que consigam englobar toda a gama
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de situagoes que um carro autéonomo pode enfrentar (tendo em vista que esses veiculos
baseiam-se em Visao Computacional, uma leve mudanca na ilumina¢ao da imagem e/ou
video do cendrio capturado ja acarretaria na necessidade de formulagao de novas regras).
O mesmo ¢ valido para problemas na area de NLP: em problemas complexos, sistemas
puramente simbdlicos nao fornecem os mesmos resultados extraordinarios de modelos

neurais, apesar de seus beneficios.

Desta forma, de acordo com pesquisas recentes e especialistas da édrea [18, 19], a com-
binacao dessas duas abordagens pode trazer o melhor de ambas as técnicas e, sob uma
Otica otimista, alavancar a Inteligéncia Artificial a niveis até entao inatingidos. A justifica-
tiva seria na completude obtida na uniao das duas técnicas: modelos simbdlicos possuem
seus pontos fortes nas fraquezas existentes em modelos neurais — e vice-versa. Assim,
modelos neuro-simbélicos seriam interpretaveis, robustos, generalizaveis e precisariam de

menos dados para serem treinados.

Desse modo, a fim de compreender como este tema (técnicas e metodologias neuro-
simbdlicas) vem sendo tratado pelos pesquisadores, assim como a possivel aplicagdo em
problemas de predicao de séries temporais, propoe-se analisar a literatura através de duas
abordagens. A primeira por meio de uma andlise bibliométrica. A segunda através de

uma andalise de trabalhos especificos resultantes da analise bibliométrica.

2.2 Revisao Bibliométrica

A revisao bibliométrica é uma abordagem que tem como objetivo entender como um
tema qualquer vem sendo pesquisado ao longo dos anos, assim como quem sao os principais
autores, instituicoes e paises responsaveis por essas pesquisas. Ou seja, é uma abordagem
quantitativa que se baseia na captura e analise das informacoes obtidas nas bases de dados

que reunem producao cientifica (e.g. Scopus, Web of Science).

Para a realizacao da andlise bibliométrica do tema em questao, foram utilizadas a
prépria ferramenta de andlise de uma dessas bases de dados (Scopus) e o software —
VOSviewer — capaz de criar redes de conexao entre os trabalhos e os autores, formando
clusters e outras informacoes visuais, por meio dos metadados extraidos das bases de
dados.

Os dados foram obtidos a partir de dois grupos de palavras-chave. O primeiro grupo
foi a uniao das palavras “neural networks” e “symbolic reasoning” com o conector AND.

O resultado obtido foram 73 documentos, passando de surveys e overviews até estudos
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de caso.

A Figura 3 apresenta a rede de conexdes entre os autores, sendo possivel notar a
formacao de clusters de autores os quais tiveram trabalhos conjuntos e em co-autorias
(mais préximos no cluster), quem sao os autores que mais publicaram a respeito do tema
(vértices maiores) e como eles se relacionam (citagoes) a partir das arestas entre os nos.
A Figura 4 apresenta o mapa de densidade para este mesmo conjunto de palavras-chave,
representando quem s@o os autores que mais publicam sobre o tema (cores mais quentes

no mapa).

Figura 3: Rede de conexoes entre autores e os principais expoentes do tema, através das

keywords “neural networks” AND “symbolic reasoning”.
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Fonte: Autor com auxilio do software VOSviewer.
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Figura 4: Mapa de densidade de publicagoes dos autores, através das keywords “neural

networks” AND “symbolic reasoning”. Cores mais quentes indicam maior quantidade de

publicagoes.

Fonte: Autor com auxilio do software VOSviewer.

Ainda que com este primeiro conjunto de palavras-chave tenhamos obtido um nimero
expressivo de trabalhos e conseguimos visualizar quais os autores mais relevantes, busca-
mos expandir a analise. Assim, o segundo grupo de palavras-chave foi a uniao das palavras
“neuro symbolic” e “neural-symbolic” com o conector OR. O resultado foi quase 5 vezes
maior do que o anterior (316 documentos) e pode fornecer mais informacoes a respeito da

producao cientifica do tema.

A Figura 5 representa a rede de conexoes entre os autores, sendo possivel notar a
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Figura 5: Rede de conexoes entre autores e os principais expoentes do tema, através das
keywords “neuro symbolic” OR “neural-symbolic”.
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Fonte: Autor com auxilio do software VOSviewer.

maior diversidade de pesquisadores, apesar de apresentar os mesmos autores com maior
expressividade na area — inclusive com relacoes e quantidade de publicagoes semelhan-
tes, representadas pelas arestas e o tamanho dos nés. O mapa de densidade para este
conjunto de palavras-chave é representado pela Figura 6. E possivel notar os autores mais

producentes, em consonancia com o exposto nas Figuras 3 e 4.

Como o segundo conjunto de palavras-chave foi mais proveitoso, analisamos, a partir
da ferramenta disponivel na base de dados Scopus, como esses 316 trabalhos se distribuiam
nas diferentes dimensoes que se seguem.

’

A Figura 7 apresenta como o tema passou a ser explorado ao longo dos anos. E
possivel notar uma tendéncia de crescimento de pesquisas sobre o tema, com um pico
de trabalhos publicados em 2020 (33 documentos) — vale ressaltar que a grande queda

p6s-2020 indica os trabalhos com publicacao prevista para 2021.
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Figura 6: Mapa de densidade de publicacoes dos autores, através das keywords “neuro
symbolic” OR “neural-symbolic”. Cores mais quentes indicam maior quantidade de pu-
blicacoes.

Fonte: Autor com auxilio do software VOSviewer.

Figura 7: Documentos publicados por ano.
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Fonte: Autor adaptado de Scopus.
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Ja a Figura 8 fornece a informagao a respeito de quais paises estao produzindo pes-
quisas a respeito do tema. O destaque do Brasil, figurando entre os 3 paises com mais
documentos sobre o tema (quase 40), podera ser entendido na sequéncia. Ademais, paises
com excelentes reputacoes no que tange a pesquisas de ponta na area de IA figuram entre

aqueles com mais publicagoes sobre o tema (Reino Unido e EUA).

Figura 8: Documentos publicados por pafs.
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Documentos

Fonte: Autor adaptado de Scopus.

Por fim, como pode ser observado pelas Figuras 3, 4, 5 e 6, além da posicao expressiva
do Brasil, representada pela Figura 8, o autor com maior nimero de publicagoes sobre
o tema é Lamb, pesquisador brasileiro da Universidade Federal do Rio Grande do Sul
(UFRGS) — apresentado na Figura 9. Vale destacar as co-autorias entre este autor e
outros com grande destaque, como D’Avila Garcez, Hitzler e Besold, pesquisadores estes
principalmente de universidades americanas e/ou britanicas — University of London,

Wright State University e University of London, respectivamente.
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Figura 9: Documentos publicados por autor.
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Com este panorama, seguiu-se para uma analise dos trabalhos, em especial surveys,
destes autores que mais se destacaram no tema, além de como sistemas de predicao de

séries temporais enquadram-se neste cenario — apresentados na secao 2.3.

2.3 Analise da Literatura

Besold et al. (2017) [18] propoem uma visao holistica sobre as principais motivagoes
para a uniao entre os paradigmas conexionista e de raciocinio 1égico, em termos computa-
cionais, além de como os estudos de técnicas neuro-simbdlicas permeiam diferentes areas
e aplicagoes, seus fundamentos tedricos e desafios. Os autores argumentam a respeito da
fragilidade e dependéncia de modelos neurais a conjuntos de dados representativos das
tarefas a que se propoe a solucionar, e como a integragao de técnicas simbodlicas podem
auxiliar na resposta destes modelos ao acoplar um mdédulo de raciocinio (16gico ou pro-
babilistico). Ou seja, o objetivo principal é, de fato, proporcionar a unificacao deste dois

paradigmas.

Uma forma de se chegar a esta unificacao, de acordo com os autores, é pensando no
problema a ser atacado de maneira modular. O problema precisa ser subdividido em
pequenas partes, as quais serao responsaveis por tratar de um aspecto especifico, por
exemplo raciocinio sobre conceitos genéricos e conhecimento obtido a partir do aprendi-

zado de representacao. Assim, cada moédulo seria responsavel por auxiliar na construgao
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Figura 10: Framework geral de um sistema baseado em técnica neuro-simbélica.
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de novos conhecimentos, possibilitando o modelo a raciocinar sobre novos conceitos. Vale
destacar que o aprendizado e o raciocinio simbdlico sao traduzidos a partir de arquiteturas
neurais, as quais sao representadas, inicialmente, antes mesmo do aprendizado, ou seja,
as particularidades do problema sao integradas a arquitetura do modelo. Esta framework
discutida pelos autores esta representada na Figura 10. Diferentes redes neurais, cada
uma responsavel por raciocionar sobre um aspecto do problema em diferentes niveis de
abstracao, intra e interconectadas. Esta abstracao aponta diretamente para a utilizacao
de modelos em que exista um forte viés relacional entre suas entidades, nao apenas do
ponto de vista conexionista das redes neurais, mas inclusive do ponto de vista légico, pois
as diferentes redes neurais artificiais precisam ser concatenadas a fim de representarem

uma abstracao logica.

Consequentemente, como apontado pelos autores, os principais desafios, tanto praticos
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quanto tedricos, passam por (1) conseguir traduzir o raciocinio simbdlico, que esté relaci-
onado com a légica (proposicional, booleana, fuzzy, etc), (2) criar modelos de aprendizado
e de raciocinio — hibridos e nao “puro-sangue” — e (3) traduzir as redes em logica

(extragao de conhecimento).

Sob esta perspectiva, buscamos entender como e quais os modelos neuro-simbdlicos
posicionam-se atualmente. Besold et al. (2017) citam alguns exemplos como BN (Baye-
sian Networks), MLN (Markov Logic Networks), RNM (Relational Neural Machines, como
NTMs — Neural Turing Machines), dentre outros. E, seguindo linha parecida, De Raedt
et al. (2020) [20], ao tragar paralelos entre os modelos ditos estatisticos relacionais e os
neuro-simbolicos, comparando-os em 7 diferentes dimensoes, expande esse leque de mode-
los que unem aprendizado e regras, mas possuindo muitas interseccoes com o argumento

expresso em [18].

Tanto Besold et al. (2017) quanto De Raedt et al. (2020) definem os modelos neuro-
simbdlicos em termos de modelagem em grafos (sejam diretos ou indiretos). Neste sentido,
grande destaque é dado para as chamadas Redes Neurais de Grafos (GNNs, na sua sigla
em inglés). Lamb et al. (2020) [21] apresentam, a partir deste survey, como GNNs ligam-se
(ou podem ser relacionadas) com computacao neuro-simbélica. O viés indutivo relacional
das Redes Neurais de Grafos, assim como sua propriedade de invariancia a permutagao
— as quais serao melhor explicitadas na secao 5.2.1 — sao caracteristicas comuns entre

os modelos neuro-simbdlicos supracitados e as GNNs.

Todos estes trabalhos [18, 20, 21] discutem sobre a utilizagdo de modelos neuro-
simbdlicos em diferentes dreas: biologia computacional, avaliacao de riscos, processamento
de linguagem natural, visao computacional, etc. Todavia, apesar de algumas destas areas
compartilharem conhecimentos e técnicas aplicaveis ao estudo de séries temporais (e.g.,
mecanismos de memodria e atencdo, emprestados dos estudos feitos na area de NLP),
existe uma lacuna no que tange a técnicas neuro-simbélicas em conjunto com modelos de

aprendizado profundo aplicados a séries temporais.

Lim e Zohren (2020) [22] apresentam um panorama sobre como aprendizado profundo
vem sendo utilizado em problemas de séries temporais, assim como quais sao as técnicas
classicas utilizadas em tarefas de predicao de conjuntos de dados de séries temporais.
Apesar dos autores deixarem claro que este survey nao tem nenhuma pretensao de ser
um trabalho exaustivo, a classificacao seguida pelos autores permite entender quais os
pros e contras de cada categoria de modelos e técnicas aplicadas a séries temporais. Neste

sentido, os métodos, de acordo com os autores, podem ser classificados em trés categorias:
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1. Abordagem Classica: Os métodos tradicionais de modelagem de séries temporais
tém como foco modelos puramente estatisticos e paramétricos, os quais dependem

do ajuste de especialistas no dominio [22]. Sao representantes desta classe:

1.1. ARIMA — Autoregressive Integrated Moving Average [8]

1.2. Exzponential Smoothing [10, 23]

2. Abordagem por ML e DL: Métodos baseados em aprendizado de méquina e
aprendizado profundo buscam aprender a dinamica temporal do conjunto de dados
guiados estritamente nos padroes presentes na prépria distribuigao (i.e., sdo data-
driven). Porém, o segundo conjunto de modelos, de DL, conseguem incorporar
em suas arquiteturas os viéses relacionais que podem existir no conjunto de dados,
permitindo o aprendizado de representacoes mais complexas. Exemplos desta classe

de métodos:

2.1. Redes Neurais Convolucionais (CNN) [24, 25]
2.2. Redes Neurais Recorrentes (RNN) [13, 26, 27]

e LSTM — Mecanismos de memoria

o Transformers — Mecanismos de atengao

3. Abordagem Hibrida: Apesar dos beneficios da utilizagdo de modelos de aprendi-
zado de méaquina ou aprendizado profundo em problemas de séries temporais (e.g.,
reduzir ou extinguir a etapa de feature engineering), por serem data-driven esses
modelos estao suscetiveis a sobreajustarem a distribuicao dos dados, especialmente
quando trabalha-se com modelos complexos como aqueles pertencentes ao aprendi-
zado profundo [22]. Neste sentido, os métodos hibridos mostraram-se ideais para a
solugao de muitos problemas envolvendo séries temporais, conseguindo unir o me-
lhor de ambos os paradigmas: incorporacao de conhecimento sobre o dominio na
estrutura do modelo em conjunto com o aprendizado de padroes. Assim, parte
do modelo é responsavel por capturar as informacoes temporais, enquanto a outra
tem como funcgao direcionar a solucao do sistema, a partir das particularidades do

dominio. Destacam-se os seguintes modelos:

3.1. ES-RNN [2§]
3.2. Gaussian Processes [29]

3.3. Deep State Space [30]
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Os autores finalizam o trabalho explicitando algumas limitacoes que muitos modelos
de aprendizado profundo, desenvolvidos para problemas de séries temporais, possuem.
Primeiro, a area ainda carece de abordagens que consigam lidar com conjuntos de dados
faltantes ou que possuam aquisicao aleatoria, tendo em vista que grande parte destes
modelos tratam as relagoes temporais de forma regular. Por iltimo, os modelos atuais
carecem de arquiteturas que consigam capturar o carater hierarquico dos conjuntos de
dados de séries temporais. Como serd visto no problema abordado neste trabalho, séries
temporais podem possuir grupos logicamente conectados que influenciam no resultado do
fenomeno observado. Estes agrupamentos podem advir tanto da estrutura do problema

quanto de relagoes de causalidade latentes.
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3 METODOLOGIA

Conforme indicado nas secoes anteriores, pretende-se nesse trabalho focar na imple-
mentacao de um sistema de predicao de séries temporais baseado em técnicas neuro-
simbodlicas. O primeiro passo serd a escolha do dominio; pretende-se atuar em duas
etapas. Durante o primeiro semestre, construir o sistema de predicao de séries temporais
que consiga abordar um problema a partir da uniao do aprendizado em cima de grandes
massas de dados e técnica simbdlica. O problema em questao diz respeito a predicao
de fenémenos maritimos em uma regiao litoranea do Brasil (especificamente, a regiao da
Baia de Sepetiba/Ilha Grande), de interesse da industria de minérios, 6leo e gés. Nesta
primeira etapa, sera possivel compreender os principais desafios, assim como fazer o maior
nimero de ajustes possiveis para que o sistema possa fornecer respostas robustas. Em
seguida, implementar modelos baseline, com o intuito de comparagdo com o(s) modelo(s)
implementados na primeira etapa. Assim, poderemos concluir se: (1) o uso de técnicas
neuro-simbolicas faz sentido para a predicao de séries temporais, onde ha uma forte relagao
entre os atributos espaciais e temporais do problema; (2) validar a hipdtese de que este
tipo de sistema (baseados em técnicas neuro-simbdlicas) de fato é mais robusto do que
outras solugoes e possui ganhos em termos de eficiéncia no aprendizado (necessidade de

menos dados para obter melhores resultados).
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4 REQUISITOS

Desse modo, apresentados a area da pesquisa, seus termos e trabalhos correlatos, com

suas vantagens e desvantagens, seguem-se os requisitos para o projeto:

e Escolha de um dominio: Tendo em vista que o cerne do trabalho consiste na
juncao de duas técnicas de inteligéncia artificial (& titulo de esclarecimento, técnicas
e modelos neurais unidos com técnicas simbdlicas de raciocinio) e que, segundo apre-
sentado na revisao bibliogréafica e na revisao do estado-da-arte, técnicas simbdlicas
sao precedidas pelo conhecimento das regras e procedimentos do dominio, estabele-

cer um dominio que seja amplamente discutido e conhecido.

e Construcao de um modelo neuro-simbdlico de um sistema de predigao
de séries temporais: Implementar um modelo neuro-simbdlico, ou seja, que
seja capaz de extrair informacoes estatistico-relacional dos dados, através de ar-
quiteturas neurais, unido com as regras e conhecimento do dominio, por meio de
técnicas simbolicas. A revisao do estado-da-arte aponta para a direcao de modelos

sequénciais que capturam relagoes espaco-temporais (e.g. GNNs).

e Testes do sistema: Apds treinamento do modelo, testa-lo na base de dados do

problema do dominio escolhido.

e Validagao da metodologia: A fim de que outros modelos e técnicas sejam compa-
radas com a metodologia adotada, validar o modelo proposto com modelos baseline

e modelos estado-da-arte na base de dados do problema escolhido.
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5 DESENVOLVIMENTO

5.1 O Problema da Regiao da Baia de Sepetiba/Ilha
Grande

Diferentes situagoes praticas requerem, com frequéncia, previsoes onde tanto as in-
formagoes presentes nos dados quanto os padroes estruturais dos problemas referentes a
estas situacoes devem ser considerados conjuntamente. Por exemplo, se atributos sao re-
lacionados por meio de predicados, de modo que os dados cheguem na forma de grafos, é
possivel explorar o aprendizado relacional para construir um modelo de predi¢cao por meio
de GNNs [31, 32]. Outro cendrio diferente que parece pedir também alguma estrutura
tedrica em grafos acontece caso tenhamos conhecimento prévio sobre as relagoes entre atri-
butos. Seja devido a relagoes espaciais, temporais ou espaco-temporais. Redes Neurais
de Grafos parecem oferecer o veiculo ideal para explorar essa estrutura de tempo/espago

subjacente.

Examinamos um problema real de importancia tecnoldgica e economica, onde ¢é preciso
lidar com um fluxo substancial de dados temporais e também com uma estrutura espacial
conhecida. O problema é determinar a velocidade da corrente de agua em um local
especifico dentro de uma importante area portuaria da América do Sul, usando medicoes
coletadas por uma rede de bdias maritimas proximas umas as outras. A predicao das
condicoes da agua na &rea portuaria é uma grande preocupacgao para as autoridades
portuarias que precisam coordenar um grande nimero de navios pesados que transportam,
por exemplo, petroleo ou minério. Os modelos fisicos atuais sao caros para desenvolver
e manter, pois exigem medicoes de alta qualidade do ambiente, condigoes de contorno e

uma representacao espacial 3D precisa da localizacao.

Abstratamente, esse é um problema em que dados sequenciais sao coletados através
de uma rede de sensores com uma estrutura espacial fixa, onde os sensores geralmente
estao com defeito. Assim, nosso problema especifico é representativo de uma grande classe

de desafios de predigoes enfrentados por varias industrias e que poderiam se beneficiar
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Figura 11: Baia de Sepetiba/Ilha Grande e a localizacdo dos principais terminais
portudrios: 1 - Terminal Angra (Petrdleo) TEBIG; 2 - Terminal da Ilha de Guaiba (TIG);
3 - Porto de Sepetiba; 4 - Terminal CSN.
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amplamente da alavancagem de GNNs.

Neste sentido, foi desenvolvido, no presente trabalho, um modelo baseado em GNN
cuja estrutura captura relagoes espaciais no dominio e cujos parametros sao aprendidos a
partir de dados histoéricos, para solucionar o problema de predicao de séries temporais da

regido da Bafa de Sepetiba/Ilha Grande.

A Baia de Sepetiba/Ilha Grande estd localizada no Estado do Rio de Janeiro, regiao
sudeste do Brasil. E uma drea protegida perto da cidade do Rio de Janeiro, com diferentes
instalagoes portuarias e trafego intenso de navios. A Figura 11 mostra a regiao de interesse
na América do Sul (a esquerda) e os quatro principais terminais portudrios: TEBIG, TIG,
Porto de Sepetiba e CSN (a direita).

Condicoes maritimas e climaticas possuem um impacto direto nas operagoes exercidas
nos terminais portuarios devido as possiveis consequéncias para as embarcacoes comerciais
que ali se locomovem, afetando frontalmente a seguranga da navegacao. Como exemplo,
em condigoes de eventos extremos (e.g., correntes maritimas fortes ou baixa visibilidade),
o trafego de embarcacoes na regiao deve ser interrompido. Portanto, a previsao a curto
prazo destes fenomenos ambientais (dentro de 24 a 48 horas) ¢ uma tarefa essencial das
autoridades portuarias. No caso de canais compartilhados com varios tamanhos de navios,
como no caso da regiao em andlise, a previsao torna-se ainda mais critica. Desta forma, o
interesse neste trabalho é realizar previsoes dentro de um periodo de 24 horas, pois essa

¢ a janela de previsao mais tipica nesse contexto.

A previsao de parametros ambientais geralmente é feita com uma série de modelos de
circulagao atmosférica e hidrodinamica. As entradas do método sao as condigoes de limite,
como variacao das marés, informacoes de satélite de baixa resolucao ou modelo global e

medigoes locais do vento [33]. Eles também dependem de um modelo de grade 3D preciso
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da drea (litoral e batimetria). Os tltimos anos testemunharam um nimero crescente de
dados medidos, devido a novos sensores, tecnologias de transmissao e armazenamento de
dados, e uma consequente chamada para técnicas mais sofisticadas baseadas em dados
para previsao de séries temporais [34]. O modelo baseado em dados é independente dos
modelos fisicos e das entradas externas, sendo atualizado automaticamente assim que um
novo conjunto de medicoes estiver disponivel. E dentro dessa tendéncia de modelagem

baseada em dados que busca-se operar neste trabalho.

Adotamos uma nova abordagem de modelagem que usa uma rede de sensores dis-
tribuida espacialmente ao longo da Baia de Sepetiba/Ilha Grande para prever a velocidade
da corrente de 4gua em uma tnica bdia conhecida como Bifurcagao. A rede consiste em
um sistema de nove béias localizadas conforme indicado na Figura 12 (observe que a béia
Bifurcagao aparece sobre o nimero 5). Cada béia coleta medigoes de varidveis relacionadas

a elevacao da maré, velocidade da corrente e do vento, temperatura e visibilidade.

Cada béia coleta uma rodada de medigoes a cada dez minutos. Devido a dinamica
relativamente lenta do sistema, convencionou-se fazer uma subamostragem e analisar in-
tervalos de vinte minutos entre medidas. Notavelmente, a coleta de dados é bastante falha
(problema abordado na segao 5.3): vdarios atributos estao ausentes em muitas rodadas de
medicao e, em alguns casos, bdias nao relatam um ou mais atributos por meses. Isso

ressalta o beneficio da abordagem GNN que explora as informagoes espaciais.

Figura 12: Localizagao das boias que medem a velocidade da corrente e do vento, elevacao
da maré, temperatura e visibilidade. Nome das béias: 1) B18; 2) BEV; 3) TIG; 4) TIG
1; 5) Bifurcagao; 6) Evolugao; 7) Pier; 8) BPA; 9) B22
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Fonte: Autor.
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5.2 Redes Neurais de Grafos

5.2.1 Explorando relacgoes espaco-temporal

Redes neurais profundas agora oferecem excelente, e muitas vezes surpreendente, de-
sempenho em uma variedade de configuracoes onde os padroes devem ser identificados e
postos em pratica. No entanto, as redes neurais totalmente conectadas enfrentam difi-
culdades em capturar relagoes entre entidades Em alguns casos, as redes neurais adotam
pesos que sao compartilhados por muitas unidades, por exemplo em Redes Neurais Con-
volucionais (CNNs) ou Redes Neurais Recorrentes (RNN); contudo, mesmo nesses casos,

as conexoes sao principalmente locais dentro do modelo (espacial ou temporalmente).

Redes Neurais de Grafos (GNNs, na sigla em inglés) foram desenvolvidas de forma
a levar em consideragao a estrutura de um dominio, expresso através de relacoes entre
entidades [35, 31]. O objetivo é trabalhar na intersecgao entre técnicas neurais e modela-
gem simbolica, onde as relagoes e conexoes subjacentes capturam os aspectos simbolicos
do dominio. Para codificar o dominio, uma GNN usa nés (que pertencem a uma ou mais
classes), arestas (que correspondem a predicados bindrios) e atributos globais. Figura 13

representa um fragmento de um grafo com tais objetos.

Figura 13: Grafo: nos, arestas e atributos global.
Fonte: Autor.

Para ilustrar melhor os componentes de uma GNN, considere uma configuracao sim-
ples que nao esta relacionada ao aplicativo que descrevemos a seguir. Considere o pro-
blema fisico de prever a posicao da massa em um sistema massa-mola. Pode-se modelar
o sistema fisico usando um grafo com nés representando as massas do sistema e arestas
representando relagbes entre nods - isto é, interagoes entre massas devido as molas. Os
atributos de massas v; sao suas posicoes, velocidades e valores de massa. Os atributos
de arestas e; sao a rigidez e o comprimento natural da mola que conecta cada massa
(vértice). Por ultimo, o atributo global u, compartilhado com todas as entidades, é a
forca da gravidade. Esses objetos definem o grafo subjacente. Para prever os atributos
do modelo, uma funcao de predi¢ao deve ser aplicada as entidades; por exemplo, pode-se
querer prever a posigao de uma massa (nd) apés 5 etapas de tempo no problema hipotético

do sistema massa-mola.
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Para determinar o comportamento de uma GNN, varias funcoes devem ser especifi-
cadas. Battaglia et al. (2017) [36] definem, em seu esquema geral, as fungoes associadas
aos vértices, arestas e atributos globais:

e = O (er, Uy, Vs u) & = p77" (E)
v = ¢" (&, vi,u), e =p T (E)
u' = ¢" (€0, u), v =p""" (V)

onde os atributos das entidades arestas e nds, e atributos globais, respectivamente ey, v;
e u, sao atualizados pelas funcoes ¢. Além disso, os atributos das arestas sao agregados
por fungoes p, que podem ser a média, mediana, soma (qualquer funcao de agregagao) de
forma a serem obtidos pelos vértices apontados pelas arestas ou pelos atributos globais. O
mesmo ¢é valido para agregar atributos dos nés com o propédsito de atualizar os atributos
globais. Para uma GNN, cada funcao ¢ é codificada por uma rede neural. Todas essas
redes devem ter sua estrutura pré-definida e seus pesos serao aprendidos — como sera

discutido posteriormente.

5.2.2 Modelando o problema em GNN

Seguindo Battaglia et al. (2017), tomamos um grafo atribuido (direcionado) como
uma tupla G = (V, E), em que V = {vy,...,vy} é um conjunto dos atributos do né
(vetores com valor real) e F = {(e1,71,51),..., (€, ", Sp)} € um conjunto de triplas

contendo um atributo de aresta e; (um vetor de valor real) sobre a aresta (ry, si) !.

Nosso grafo é especificado da seguinte forma: cada vértice representa uma bdia cujos
atributos sao componente de velocidade da corrente no eixo x, componente de velocidade
da corrente no eixo y, componente da velocidade do vento no eixo x, componente da
velocidade do vento no eixo y, nivel do mar, temperatura e visibilidade locais. Quanto
as arestas, um especialista forneceu conhecimento de dominio selecionando quais atribu-
tos dos nos afetam mais os demais atributos dos vértices adjacentes. Os atributos da
aresta sao uma proje¢ao dos atributos componente de velocidade da corrente no eixo x,

componente de velocidade da corrente no eixo y e nivel local do mar do vértice adjacente.

Consideramos dois tipos de topologia de grafos: uma versao totalmente conectada
(denominado modelo “Nao Local”) e uma versao totalmente desconectada (denominado

modelo “Local”). A primeira versao captura efeitos entre bdias (como todas compartilham

1[36] também define um atributo global u que nao usamos.
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uma localizagao geogrifica, estao relacionadas espacialmente); jé a segunda versao nao
aproveita o viés indutivo relacional e foi construido apenas para fins de comparacgao e ob-
tencao de evidéncias sobre a hipotese de melhoria do modelo ao compartilhar informacgoes

entre as entidades. Ou seja, tém-se dois esquemas:

e A GNN Nao Local atualiza os atributos dos vértices levando em consideracao todas

as informagoes relacionais [37].

V > @Y - V!
pe—w -
E— ¢t
A funcao e, = ¢°(e;) atualiza cada atributo de aresta e;. Esses atributos atua-
G k

lizados sdo agregados através de uma soma ponderada como €; = p“ 7" ({ex} i =i)

Z,mk:i wiey, em que wy ¢ uma fungao da distancia entre o né emissor e o né receptor.
Para um né receptor, calculamos o inverso da raiz quadrada da distancia fisica (fornecida
por especialista na drea) entre esse né e o né emissor adjacente. Em seguida, normaliza-
mos esse fator com a soma de todas essas distancias invertidas de cada né emissor para
aquele receptor, obtendo nosso peso wj. Em resumo, queremos que, para todas as bdias,
os atributos dos seus parentes mais préximos tenham maior relevancia. Finalmente, a
fungao v = ¢"(e;, v;) atualiza cada atributo de né v; levando em consideragao o atributo
agregado e;. Conforme especificado na Secao 5.2.1, em uma abordagem GNN, as fungoes
aplicadas as entidades do grafo sao redes neurais. Nesse sentido, as func¢oes de atualizagao
descritas acima como ¢¢ e ¢" sao redes neurais (NN) alimentadas por atributos da en-
tidade. Em outras palavras, dados os atributos das bdéias em uma etapa de tempo, que
estao nos nos e arestas do grafo, seus valores na proxima etapa sao previstos atualizando
os atributos das arestas, €}, = NN°(ey), que é uma varidvel independente para atualizar

os atributos dos nds: v, = NN"(e;, v;).

e O bloco de GNN Local, por sua vez, analisa apenas os atributos dos vértices, isto

é, temos apenas v, = ¢”(v;).

14 - ¢ V'

Observe que o segundo esquema (Local) ainda se beneficia da estrutura em grafo, pois

a funcao ¢V é compartilhada entre todos os nos.

Para permitir que as GNNs capturem a evolucao temporal dos sinais, concatenamos,

para cada né e aresta, medigoes das ultimas 48h, coletadas a cada 20 minutos. Portanto,
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R145><7

gera-se atributos de nés v; € e atributos de arestas e, € R!%*3 (ou seja, 144

pontos de dados observados mais o ponto do préximo passo a ser previsto).

5.3 Dados do Problema

5.3.1 Analise Exploratdria

O conjunto de observagoes consiste de uma grande base de dados de 01-01-2018 00h00
a 31-12-2019 23h50 (2 anos de medigoes), amostrados de 10 em 10 minutos, dos quatro
locais da Baia de Sepetiba/Ilha Grande (TEBIG, TIG, CSN e Porto de Sepetiba), o que

fornece, aproximadamente, 105 mil pontos?.

Os dados consistem de medigoes de fenomenos maritimos e climéticos através de uma
rede de sensores, instalados em bdias, totalizando 9 pontos de medicao. Sete sao os
fenomenos observados: componentes de velocidade da corrente de dgua nos eixos x ey,
componentes de velocidade do vento nos eixos x e y, nivel do mar e temperatura local, e

visibilidade. A Tabela 1 ilustra a disposi¢cao dos dados obtidos.

Tabela 1: Dataset dos dados. Os valores dos fenomenos aqui presentes sao meramente
ilustrativos.

t bex_media  bey_media ... Bl18v
01 — 01 — 2018 00A00 0.789 0.567 ... NaN
01 — 01 — 2018 00A10 0.743 0.598 .. 10
31 — 12 — 2019 23150 0.722 NaN ... 10

Fonte: Autor.

Apesar do grande avango nos ultimos anos em termos de captura, processamento e
distribuicao de dados em diferentes areas, e tendo em vista que a referida rede de sensores
encontra-se “into the wild”, ou seja, estao vulneraveis a toda sorte de intempéries, seria
ingénuo pensar que os dados nao apresentariam faltas. Deste modo, existia uma deficiéncia
consideravel, a ponto de ser necessario implementar algoritmos capazes de completar nossa
base com certa fidelidade: cerca de 3,2 milhoes de células estavam ausentes neste conjunto

de dados, o que corresponde a aproximadamente 43% das células.

A titulo de exemplificacao, a Figura 14 apresenta a distribuicao para um fenomeno

observado na boéia Bifurcacao. E possivel notar faixas de dados faltantes, tanto no ano de

2Vale destacar que o pesquisador responsdvel por fornecer os dados exigiu a sua confidencialidade.
Assim, apesar do modelo ser exposto e aberto, os dados aqui representados servirdo para ilustrar a
estrutura da base a qual tinhamos em maos e foi utilizada para o treinamento e teste do nosso modelo.
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2018 (inicio das observagoes) quanto em 2019 (faixa mais larga, onde, provavelmente, o
sensor sofreu algum dano). Apesar disso, é possivel notar que na maior parte do periodo

observavel houve a aquisicao dos dados.

Figura 14: Distribuicao para um dos fenomenos da béia Bifurcacao. Devido as restrigoes
para divulgacao dos dados, o fenomeno foi anonimizado tanto pela omissao do que ele

representa quanto pela transformagcao dos valores.
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Fonte: Autor.

De maneira totalmente oposta, a Figura 15, que apresenta a distribui¢ao para o mesmo
fenomeno, porém observado pela bdia B22, mostra que alguns desses sensores deixaram
de medir estes fenémenos em grande parte do periodo (se ndo, em alguns casos, como o

ilustrado na Figura 15, na maioria dele).
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Figura 15: Distribuicao para um dos fenomenos da béia B22. Devido as restrigoes para

divulgacao dos dados, o fenomeno foi anonimizado tanto pela omissao do que ele representa

quanto pela transformagao dos valores.
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Fonte: Autor.

5.3.2 Imputacao dos Dados

Tendo sido explicitado o problema relativo aos dados faltantes da base, dois métodos

distintos foram aplicados a fim de realizar a imputacao dos dados.

1.

MICE (Multiple Imputation by Chained Equations) [38, 39, 40]: este método
funciona a partir do esquema de maximizacdo da probabilidade a posteriori (ou
MAP, na sigla em inglés). A ideia central consiste em utilizar as informagoes das
distribuicoes a priori das variaveis faltantes junto com a relacao entre elas. Inici-
almente, completa-se a base a partir das distribuicoes das préprias varidaveis. Na
sequéncia, define-se uma destas como sendo a varidavel dependente e faz-se uma
regressao tendo como variaveis independentes as demais varidveis. Repete-se este
processo para todas as demais variaveis, atualizando os seus valores em cada rodada
de regressao, até que os valores das variaveis deixem de alterar, ou seja, quando hou-

ver a otimizacao dos valores.

Imputacao via distribuicao espago-temporal: suponha que consideremos uma
boéia e um atributo esteja ausente em algum momento. Caso este atributo estiver
presente para a maioria das bdias, imputamos a média delas quando a variancia

for menor do que um threshold; caso contrario, imputamos a mediana. Todavia,
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se a maioria das bdias também tiverem este atributo ausente, tomamos a média
deste atributo em relagao ao tempo para as medigoes da bdia. Ou seja, no primeiro
esquema ¢ levado em conta a distribuicao espacial do atributo, enquanto que no
segundo, a distribuicao temporal. O valor de threshold foi obtido através de varias
tentativas, seguidas de amostragens de intervalos para definir, qualitativamente, se

a imputacao teve bom resultado ou nao — o valor encontrado foi de 0.25.

Nossas experiéncias indicaram que a imputacao via distribuicao espago-temporal levou a
um desempenho um pouco melhor. Deste modo, relatamos, na sequéncia, os resultados

com um conjunto de dados completo por este método.
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6 RESULTADOS E CONCLUSOES

Implementamos nossa GNN usando a biblioteca de redes de grafos do DeepMind!,
adaptando-o conforme necessario ao nosso modelo. Dadas as premissas de modelagem
descritas na secao anterior, temos 2.415.367 parametros para treinar o esquema Nao Local
e 2.020.359 parametros no esquema Local. Os modelos foram treinados em um lote de 5k
pontos de dados com sliding window de 6 pontos de dados para treinamento e 3 pontos
de dados para valida¢do (uma divisdo de 67%/33% do conjunto de treinamento/teste).
O otimizador Adam foi utilizado com learning rate igual a le-4. Os modelos foram
treinados para b iteracoes. As arquiteturas de redes neurais usadas para as entidades

tinham 5 camadas e 256 unidades/camada. A Tabela 2 resume esta definicao.

Tabela 2: Hiperparametros e seus valores. Seus ajustes foram realizados através de grid-
search durante a fase de validagao.

Hiperparametro Valor
Learning Rate (o)  le-4
# camadas )

# unidades/camada 256
Fonte: Autor.

Em seguida, usamos o modelo para prever a corrente de agua na bdia Bifurcacao
pelas proximas 24 horas de forma sequencial. Ou seja, usamos dados das tltimas 48h
para prever as medigoes para os proximos 20 minutos. Em seguida, alteramos nossa
janela de tempo para incorporar essa previsao como se fosse uma medida e predizemos as
medidas para o segundo intervalo de 20 minutos do dia. Continuamos dessa maneira até
que todas as 24[h] x 3[medidas/h] = 72 medidas tenham sido previstas. Um exemplo de
previsao de 2 etapas é mostrado na Figura 16. Como afirmado antes, dado que o objetivo
¢ prever a velocidade da corrente de dgua para as 24h seguintes, sao necessarios 72 passos

semelhantes aos mostrados na Figura 16.

Os testes indicaram que, para ambas as topologias, Local e Nao Local, os modelos

L(https://github.com/deepmind/graph nets).


https://github.com/deepmind/graph_nets
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Figura 16: Exemplo do processo de predicao.

T —144 | T — 143 T _ Prediz [y

T —143 | T — 142 71 |trediz

Fonte: Autor.

aprendidos sao bem-sucedidos no rastreamento do comportamento dinamico dos sinais.
Em particular, as previsoes foram capazes de ajustar o nimero de variagoes atuais no
periodo de previsao — representadas pelas cristas e vales do sinal —, um comportamento
nao trivial, pois esse numero varia em funcao da maré e das condi¢oes meteorolégicas
(vide Figuras 17 e 18). No entanto, ambos os modelos tiveram dificuldade em se ajustar
aos valores de pico dos sinais. O erro quadratico médio é de 0.02 nés? para o modelo nao
local e de 0.10 nés? para o modelo local (o erro quadratico é medido subtraindo os valores

observados e previstos ao longo do tempo).

A Figura 17 mostra uma execugao de predi¢ao, comparando nosso modelo com mode-
los baseline amplamente usados em predicao de série temporal — especificamente, ARIMA
9] e LSTM [13]. Ambos os baselines foram treinadas em uma base de 20k dados e 50
iteracoes. Nosso modelo tem um desempenho significativamente melhor do que ARIMA e
um pouco melhor do que o LSTM, mas com notéavel eficiéncia de dados — menos pontos
de dados e iteragoes para treinar (cerca de um quarto dos pontos de dados). Comparando
os dois modelos GNN, Nao local e Local, os melhores resultados sao obtidos com o pri-
meiro, evidéncia que sustenta nossa hipétese de que um modelo poderia se beneficiar do
compartilhamento e combinacao de informagoes entre suas entidades. Dado que o baseline
LSTM e o modelo GNN Nao Local foram os melhores modelos, também apresentamos
na Figura 17 o erro quadratico de ambos os modelos ao longo da janela de tempo. O

resultado agregado dos modelos é apresentado na Tabela 3.

Tabela 3: Comparagao entre os modelos a partir do erro quadratico médio (MSE, na sigla
em inglés). Tanto GNN Nao Local e LSTM obtiveram os melhores resultados, apesar do
primeiro modelo ter maior eficiencia de dados — necessita de menos dados para obter o
mesmo resultado.

Modelo MSE
GNN Nao Local 0.02
LSTM 0.02
GNN Local 0.10
ARIMA 0.43

Fonte: Autor.
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Figura 17: Resultados para uma janela de tempo selecionada, comparando os modelos e
os baselines.
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Fonte: Autor.

Os resultados obtidos e apresentados ao longo deste capitulo permitem concluir que
a utilizagao de Redes Neurais de Grafos em problemas de predicao de séries temporais
¢ um veiculo adequado, tanto do ponto de vista da modelagem do problema, a qual
passa pelo conhecimento holistico deste, quanto dos resultados praticos: hé ganhos na
acuracia, ao compararmos com modelagens classicas e aquelas que nao levam em conta
o compartilhamento de informagoes, o modelo é mais eficiente em termos de consumo de
dados e a forma exigida pela modelagem permite um melhor entendimento de como o

aprendizado ocorre.

Vale destacar, ainda, que os resultados deste trabalho foram publicados na forma
de um artigo para o evento intitulado Symposium on Knowledge Discovery, Mining and
Learning (KDMiLe, 2020), evento conjunto com o Brazilian Conference on Intelligent
Systems (BRACIS, 2020). O trabalho foi muito bem recebido pelos pesquisadores da

area e obteve a 2* colocagao dentre os melhores papers do evento.
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Figura 18: Resultados para outra janela de tempo.
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Além disso, tendo sido vista a posicao das GNNs nas técnicas neuro-simbolicas, foi
possivel alargar o rol de aplicagdes de modelos que as empregam. A hipdtese de que a
uniao entre os paradigmas conexionistas e de raciocinio simbdlico, incorporado a partir
de regras e restrigoes na arquitetura do modelo e das redes neurais, alavanca os sistemas

de TA obteve mais uma evidéncia com os resultados colhidos a partir deste trabalho.

Todavia, é evidente que nosso sistema exige melhorias em certos pontos. Ambos os
modelos de GNN obtiveram resultados insatisfatérios quando nas proximidades de picos
do sinal original. Futuros trabalhos poderiam analisar a influéncia da arquitetura para
este fenomeno, tendo em vista que, provavelmente, as estruturas totalmente conectada e
disconectada (Nao Local e Local, respectivamente) nao representam o teto e o piso da
performance desse modelo. Criar um modelo de GNN que consiga aprender, por exemplo,
qual seria a melhor disposicao de conexoes entre os vértices pode ser um caminho a
ser seguido. Outro modo, porventura, seria a reuniao de diferentes modelos de GNN,
treinados cada qual para uma tarefa especifica na captura do comportamento da série
temporal (e.g., tendéncia, sazonalidade, evento adverso). Assim, um ensemble de GNNs
— semelhante a framework apresentada durante a revisao bibliografica da computagao

neuro-simbolica — alavancaria ainda mais a performance do sistema.

Por fim, em se tratando de um problema de grande interesse econéomico (predigao
de fenoémenos criticos a atividade de navegacao em regides portudrias), seria interessante
comparar os resultados obtidos pelo modelo GNN com aquele resultante de modelagem
hidrodinamica da regiao. Seria promissor uma solucao totalmente guiada por dados que

conseguisse resultados semelhantes, ou até mesmo melhores, do que aqueles obtidos a
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partir de softwares matematicos de modelagem hidrodinamica, muitas vezes caros, rigidos
e que exigem manutengoes e/ou atualizagoes constantes, tendo em vista as mudangas

fisicas do local.
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