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RESUMO

Este trabalho explora a aplicagéo de técnicas de andlise de dados e aprendizado de maquina
para analisar tendéncias do mercado financeiro no setor elétrico, com foco nos indicadores
de qualidade energética DEC (Duragao Equivalente de Interrupgao por Consumidor) e FEC
(Frequéncia Equivalente de Interrupg¢ao por Consumidor). Utilizando métodos de clustering e
redes neurais, a pesquisa busca prever o comportamento de empresas do setor elétrico no
mercado de capitais, considerando as flutuagdes dos indicadores de qualidade energética. A
segmentacao das empresas € realizada com base nesses indicadores, permitindo identificar
padrées de comportamento e a relagdo entre a qualidade do fornecimento de energia e o
desempenho financeiro das empresas.

Palavras-chave: K-means, Redes Neurais, Mercado Financeiro, Setor Elétrico, Indicadores
de Qualidade Energética.






ABSTRACT

Abstract: This study explores the application of data analysis and machine learning tech-
niques to analyze financial market trends in the electric power sector, focusing on the energy
quality indicators DEC (System Average Interruption Duration Index) and FEC (System
Average Interruption Frequency Index). Using clustering methods and neural networks, the
research aims to predict the behavior of electric sector companies in the capital market,
considering fluctuations in energy quality indicators. Companies are segmented based
on these indicators, enabling the identification of behavioral patterns and the relationship
between energy supply quality and financial performance.

Keywords: K-means, Neural Networks, Financial Market, Electric Power Sector, Energy
Quality Indicators.
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1 INTRODUGCAO

Nessa se¢ado serdo apresentados a contextualizagdo e os objetivos que motivam e
justificam esse trabalho

1.1 Contextualizacao

1.1.1 Setor elétrico e mercado

No Brasil, o setor elétrico passou por uma significativa transformacao desde a década
de 1990, com o processo de privatizagcdo e a subsequente listagem de empresas na B3, a
bolsa de valores brasileira (GOMES et al., 2002).

Isso tem origem na crise nacional que existiu na década de 80 onde o setor publico
estava em grave crise econdémica, notadamente o pais estava com uma inflagdo muita alta,
em estagnacao econdmica e grave crise fiscal. Nesse interim, as empresas publicas do
setor elétrico, centralizadas no governo por meio da Eletrobras, foram utilizadas para conter
a inflagdo uma vez que as tarifas da energia elétrica, unificadas nacionalmente desde 1974,
tinham reajustes abaixo dos niveis de inflagao (FERREIRA, 2000).

Isso acarretou, por parte das empresas, em uma diminuicao nos programas de inves-
timento que n&o bastou para conter as margens em um contexto que a demanda caia
e os custos de empréstimo cresciam a sobressaltos. Isso acarretou no aumento da to-
mada de empréstimos e aumento a alavancagem financeira do setor, que chegou a pontos
insustentaveis de fraqueza econémica orgamentaria (IPEA, [1997).

A grande reviravolta das empresas elétricas aconteceu em 1995 com a Lei Geral de
Concessoes, destacando-se como ponto importante de virada para o setor o capitulo IV.
Tal capitulo, tratando da legislagéo da politica tarifaria, estabelece importantes pilares para
a manutencéao do “equilibrio econémico-financeiro” da empresas, nao ficando, com isso,
mais refém de politicas anteriores que ocasionava em endividamento perigoso para o setor
(BRASIL, [1995).

Nesse sentindo, € necessario ressaltar que o entendimento nacional, e consequente-
mente a politica relacionada a energia mudou de forma drastica. Mudou-se de um modelo
com planejamento centralizado e com obtencao de investimento majoritariamente advindo
do governo e passou-se por um afrouxamento do planejamento, uma vez que privatizando
particularidades de mercado financeiro comegam a ser parte constituinte da existéncia ou
nao de investimentos no setor elétrico. Assim, o setor elétrico acabou por ser submetido ao
exame de analise de fluxos de caixa descontado, modelo esse primordial para definir os
investimentos do mercado financeiro (ABREU| |1999).

A medida que essa dinamica de mercado se estabelece no setor elétrico, diversas
caracteristicas econémicas podem ser observadas nas empresas do setor.
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As privatizagGes permitiram, nos anos subsequentes, a comercializacdo das a¢oes na
bolsa de valores, reduzindo as restricdes artificiais e possibilitando que mais empresas
surgissem e entrassem livremente no mercado. Mais empresas listadas na bolsa garantem
maior transparéncia e homogeneidade das informagdes entre os formadores de mercado.

Vale destacar que uma boa regulamentacao assegura que o produto seja praticamente
homogéneo. Todos esses aspectos aproximam o setor elétrico de um mercado perfeitamente
competitivo, no qual os precos nao sdo mais arbitrariamente estabelecidos, mas compostos
multifatorialmente (BODIE; KANE; MARCUS, 2015).

Nesse contexto, este trabalho tem como objetivo validar se, ao longo de periodos
prolongados, os indicadores de qualidade da energia sdo capazes de apontar tendéncias
na precificacdo das empresas, refletindo na valorizacao das a¢des das companhias listadas
na bolsa de valores.

1.1.2 Qualidade de Energia Elétrica

A Qualidade de Energia Elétrica (QEE) abrange diversos aspectos essenciais para
o funcionamento eficiente e seguro das redes elétricas (ANEEL, 2024). Flutuagdes na
tensdo, como picos e afundamentos, podem danificar equipamentos elétricos, resultando
em custos elevados de manutencao e substituicdo. Redes mal projetadas, com baixo fator de
poténcia, reduzem a eficiéncia energética e aumentam os custos operacionais. A interrupcao
frequente no fornecimento pode parar a producao industrial, gerando prejuizos significativos,
mesmo em curtos periodos de queda. Além desses desafios, a agilidade na resposta da
companhia as falhas é crucial, pois tempos de resposta prolongados podem amplificar os
danos e aumentar a insatisfacdo dos consumidores.

Dessa forma, a QEE pode ser avaliada por trés principais aspectos: a qualidade do
“produto” em si, ou seja, a energia elétrica fornecida; a qualidade da continuidade do servico,
que se refere a frequéncia e duragéo das interrupgdes; e a qualidade do atendimento ao con-
sumidor, conforme especificado no Médulo 8 do ((ANEEL),[2024). Além disso, € fundamental
considerar os indicadores de seguranca do trabalho, que refletem o comprometimento das
distribuidoras com a seguranca de seus colaboradores e o impacto sobre a seguranca da
populacéo em geral.

Como o setor elétrico desempenha um papel fundamental no desenvolvimento social e
econdmico no mundo moderno, é imprescindivel que os padrdes de qualidade energética
sejam rigorosamente cumpridos. O cumprimento desses padrdes ndo s6 melhora a satisfa-
cao dos consumidores, como também fortalece a confianga nas empresas fornecedoras
de energia. Clientes satisfeitos tendem a manter essa confianga, o que pode se refletir
positivamente no desempenho financeiro dessas empresas no mercado (DROSOS et al.,
2020).
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1.1.3 Machine Learning (aprendizado de maquina)

O machine learning é uma subarea da inteligéncia artificial que permite que sistemas
computacionais aprendam padrées a partir de dados histéricos e fagam previsées ou deci-
sOes sem a necessidade de programacao explicita. Seu uso tem crescido exponencialmente
em diversas areas, devido a capacidade de lidar com grandes volumes de dados e identificar
correlagées complexas (RUSSELL; NORVIG, 2020).

Com base na perspectiva apresentada no item anterior, de que a qualidade da energia
pode influenciar positivamente o desempenho financeiro, o uso de técnicas de machine
learning, mais especificamente utilizando clusterizagdo por meio do método K-means, e
redes neurais artificiais com o método perceptron multicamadas, surge como uma aborda-
gem promissora para prever mudanc¢as no mercado a partir de indicadores de qualidade
energética. Essa estratégia se destaca pela possibilidade de aproveitar o grande volume de
dados disponiveis sobre interrupgdes no fornecimento de energia e cotagbes da bolsa, per-
mitindo alimentar modelos capazes de lidar com a complexidade e possivelmente identificar
padroes.

1.2 Obijetivos

1.2.1 Objetivo Principal

Este trabalho tem como objetivo analisar o comportamento de empresas do setor elétrico
no mercado de capitais (com enfoque na distribuicdo), utilizando indicadores de qualidade
de energia como parametros centrais. Busca-se compreender como esses indicadores, que
impactam diretamente os consumidores e sdo destacados nos relatérios financeiros das
empresas, podem influenciar sua valorizagdo. Para alcancar esse objetivo, ser4 empregada
uma abordagem que combina redes neurais e técnicas de clusterizacdo. As redes neurais
serao utilizadas para investigar tendéncias implicitas nos indicadores e explorar uma possivel
relacdo causal com a valorizacdo das empresas. Ja as técnicas de clusterizacdo serao
aplicadas para identificar trajetorias e padrées organizacionais, revelando estratégias de
mercado associadas ao desempenho nos indicadores.

1.2.2 Objetivos Especificos

a) Revisar literatura referente a clusterizacao e sua aplicagéao.

b) Revisar literatura referente ao funcionamento das redes neurais e suas aplicagdes.
c) Desenvolver os métodos para tratar os dados de qualidade energética

d) Avaliar se empresas com melhores indices tendem a valorizar mais.

e) Verificar se os indicadores podem ajuda a explicar trajetéria das empresas
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2 REVISAO BIBLIOGRAFICA

Nesse capitulo, abordam-se bibliografias que apresentam o panorama de diversos
autores sobre métodos de clusteriza¢do, o mercado de renda variavel e analise preditiva.

2.1 Classificacao e Agrupamento

A classificacdo € uma disciplina humana antiga, com registros de sua pratica desde os
gregos, destacando-se Aristoteles, que ja no século IV a.C. realizou uma ampla classificagao
de plantas e animais, um marco de inicio para a classificacao (ARISTOTELES, 350 a.C.),
ainda hoje observada pelo seu valor historico. Como mencionado por (HARTIGAN, [1975),
a classificacdo € uma forma de analisar os objetos, € ndo um estudo dos objetos em si,
permitindo sua aplicagdo nas mais diversas areas do conhecimento.

Com o avanco da capacidade computacional, das técnicas de processamento e do
crescimento exponencial na geragao e disponibilidade de dados, impulsionado por areas
como inteligéncia artificial e aprendizado de maquina, a disciplina de classificagao expandiu
seus escopos e aplicagdes. No entanto, embora os grandes volumes de dados modernos
permitam analises mais robustas, a clusterizagdo de um numero limitado de amostras de
um conjunto de dados extenso pode introduzir vieses nos resultados (HAN; KAMBER; PEI,
2011). Nesse contexto, o cenario elétrico brasileiro se destaca positivamente, pois os dados
sao regulados e disponibilizados de forma publica e acessivel pelos agentes reguladores,
permitindo analises mais consistentes e confiaveis.

Dentro dessa disciplina, destaca-se o clustering, ou agrupamento. A partir de parametros
previamente selecionados e tratados, realizamos a ingestao de dados e, utilizando algorit-
mos especificos, processamos e definimos o nimero de grupos, a selegcao dos parametros
que determinam a inclusdo de um objeto em um grupo, e, finalmente, a classificagdo dos
objetos em cada grupo. Assim, cada cluster passa a reunir caracteristicas ou propriedades
proprias, de modo que os dados dentro de um cluster podem ser claramente diferenciados
dos dados fora dele (LINDEN, [2009).

Os algoritmos de clustering podem ser divididos em quatro grandes grupos (HAN;
KAMBER; PEI, [2011): clustering hierarquico, particional, baseado em densidade e baseado
em grade.

Na primeira subdivisido, o clustering hierarquico, parte-se de um agrupamento previa-
mente estabelecido e cria-se novos subgrupos a partir deste original, onde cada objeto
contido em um subgrupo esta correlacionado. Esse método é caracterizado por uma de-
composigao hierarquica, mas ndo tem a capacidade de corrigir fusdes ou divisdes erréneas,
embora possa incorporar outras técnicas, como microclustering, ou considerar “ligacées”
entre objetos.

Na subdivisdo particional, apés a definicao inicial do nimero de grupos (o0 que também
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pode ser realizado por algoritmos), sao feitas realocagdes iterativas dos objetos até que
a convergéncia entre os grupos seja atingida. Esse método busca clusters mutuamente
exclusivos de forma esférica, com base em distancia, podendo usar a média ou meddide
como centro do cluster. E eficaz para conjuntos de dados de pequeno a médio porte.

O clustering baseado em densidade é projetado para identificar clusters com formas
arbitrarias, em regides densas de objetos no espaco, separados por regides de baixa
densidade. Cada ponto dentro de um cluster deve ter um ndmero minimo de pontos em sua
"vizinhanga". Este método também pode ser usado para filtrar outliers, identificando regides
de alta densidade.

Finalmente, o clustering baseado em grade utiliza uma estrutura de dados de grade mul-
tiresolugao, o que resulta em tempos de processamento rapidos, geralmente independentes
do numero de objetos, mas dependentes do tamanho da grade.

Neste trabalho, serao utilizados algoritmos contidos na segunda subdivisdo, destacando-
se 0s algoritmos k-means e k-medoids.

2.1.1 O Algoritmo k-means

O algoritmo k-means a ser utilizado sera implementado por meio da biblioteca Scikit-
learn, que oferece ferramentas para aprendizado de maquina, mineragcao de dados, entre
outras. Concebido por MacQueen em 1967, o k-means tem se consolidado como uma das
principais ferramentas de agrupamento (MACQUEEN, [1967)).

O k-means tenta separar as amostras em um numero n, fornecido previamente, de igual
variancia, minimizando o critério de inércia ao minimo possivel. Dessa forma, o algoritmo
divide um numero N de amostras X em K clusters disjuntos C', cada um descrito por um
centroide u;, que € a média das amostras contidas no cluster.

1 Jppp— . 2
> il = w1 ) 2.1)

O algoritmo pode ser basicamente entendido em trés passos. O primeiro € a inicializacao,
na qual sdo escolhidos os centrbides, sendo que, nos casos mais comuns, a escolha do
centréide é feita basicamente escolhendo k£ amostras da base de dados X. O segundo
passo consiste em atribuir cada amostra ao centrdide mais proximo dela. O terceiro passo
€ a criagdo de novos centréides por meio da média de todas as amostras marcadas
previamente para cada centrdide. Esses dois ultimos passos sao feitos em loop até que os
centréides ndo mudem mais significativamente.

E necessario ressaltar que o nimero de clusters a ser separado precisa ser previamente
escolhido. Para isso, sera utilizado o método elbow, no qual basicamente € rodado o
algoritmo para diversos numeros de clusters e isso tende a gerar uma saida exponencial
decrescente para o valor da inércia. Dessa forma, escolhe-se 0 menor numero de clusters
para o qual a inércia ja estiver no entorno do seu valor final.
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Para demonstrar esse processo de forma mais clara, recorre-se ao seguinte exemplo:
primeiro sdo gerados alguns pontos aleatérios que ficam agrupados em formatos de bolhas,
como pode ser observado na imagem i]

Figura 1 — Geracao de pontos agrupados aleatoriamente

Dispersao dos pontos

e® o .:
“ AR
. °:'.’:n.e"."33 a
0 % *% , & -
s oo: 3; o e
I |t

Fonte: Elaborado pelos autores.

E de se ressaltar que as cores atribuidas demonstram como foram geradas as amostras
aleatérias.

Apds isso, busca-se determinar o niumero de clusters ideal através do método elbow,
executando o algoritmo k-means para um numero de clusters de 1 a 11. Encontra-se que
as inércias chegam aos minimos valores, como mostrado na imagem

Figura 2 — Inercia para cada numero de clusters

Método do cotovelo

25000 A

20000 A

15000 4

Inércia

10000 4

5000

T T T T
2 4 6 8 10
Numero de clusters

Fonte: Elaborado pelos autores.
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A partir de 3 clusters, a inércia comega a apresentar um comportamento préximo ao
linear. Dessa forma, esse ponto é considerado o “cotovelo” e, portanto, 0 nimero ideal de
clusters para o algoritmo.

Dessa forma, o comportamento do algoritmo seré explicado ao longo das iteragdes
mostradas na figura[3] Na primeira iteragdo, temos a inicializagdo, onde sdo escolhidos 4
centroides em posicoes dispersas ao longo das amostras, e as amostras sao marcadas
com cores de acordo com a proximidade ao centréide.

Na segunda iteracdo, € calculada a posicdo média de todas as amostras previamente
atribuidas, definindo, assim, o novo centréide.

O processo de marcagao € entdo refeito, e os demais passos de célculo da posicao e
redefinicdo dos centrdides sao realizados até que a posicao dos centroides nao se altere
significativamente. Dessa forma, o algoritmo para e os clusters séo definidos.

O algoritmo em Python, sem a geracado das imagens iteracdo a iteragao, pode ser
observado a seguir.

Script 2.1 — Algoritmo K-means

import sklearn.datasets as skl
from sklearn.cluster import KMeans
import numpy as np

import matplotlib.pyplot as plt

# Configurando a semente para reprodutibilidade

np.random. seed (42)

# Figura com a posicao inicial dos pontos aleatorios

plt.figure(figsize=(10, 5))

# Parametros dos clusters
k = 5 # numero de clusters

n = 400 # numero de pontos

# Gerando os dados com make_blobs (distribuicao em forma de bolhas)
data = skl.make_blobs(n_samples=n, n_features=2,

centers=k, cluster_std=1.5, random_state=42)

# X contem as coordenadas dos pontos; labels contem os rotulos originais
X, labels = data

# Exibindo os dados iniciais com rotulos originais

plt.scatter(X[:, 0], X[:, 1], c=labels, cmap='viridis',
s=50, alpha=0.9)

plt.xlim(-15, 15)

plt.ylim(-15, 15)

plt.title('Dispersao dospontos"')
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plt.xlabel ('Coordenada X"')
plt.ylabel ('Coordenada, Y")
plt.show ()

# Aplicando o metodo do cotovelo

inertias = []

# Loop para calcular a inercia para diferentes numeros de clusters
for i in range(1l, 11):

kmeans = KMeans(n_clusters=i, random_state=42)

kmeans .fit (X)

inertias.append (kmeans.inertia_)

# Exibindo o grafico do metodo do cotovelo
plt.figure(figsize=(10, 5))

plt.plot(range(1l, 11), inertias, marker='o', label='Inercia')
plt.title('Metodo_ do,,Cotovelo')

plt.xlabel ('Numero_de clusters')

plt.ylabel('Inercia')

plt.legend )

plt.show ()

# Configurando o KMeans com o numero de clusters definido (3)
kmeans = KMeans(n_clusters=3, random_state=42)

kmeans . fit (X)

# Exibindo o resultado do clustering

plt.figure(figsize=(10, 5))

plt.scatter(X[:, 0], X[:, 1], c=kmeans.labels_, cmap='viridis',

s=50, alpha=0.9, label='Pontos')

plt.scatter (kmeans.cluster_centers_[:, 0], kmeans.cluster_centers_[:,
1], marker='x', s=200, c='red', label='Centroides')

plt.xlim(-15, 15)

plt.ylim(-15, 15)

plt.title('Clustering ,com 3 ,clusters"')

plt.xlabel ('Coordenada X"')

plt.ylabel ('Coordenada Y")

plt.legend )

plt.show ()
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Figura 3 — Clusterizagdo passo a passo com 4 clusters
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Fonte: Elaborado pelos autores.
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2.2 Redes Neurais Artificiais

As redes neurais artificiais (RNAs) tém suas raizes na tentativa de simular o compor-
tamento do cérebro humano, que é composto por bilhées de neurbnios interconectados
(Haykin 1998). A ideia inicial remonta aos anos 1940, com o modelo do neurbnio de Mc-
Culloch e Pitts, que introduziu o conceito de representar fungdes logicas através de redes
neurais simples. O avancgo significativo veio com a introdugéo do algoritmo de retropropaga-
cao nos anos 1980, que permitiu treinar redes com multiplas camadas ocultas de maneira
eficiente (Goodfellow, Bengio e Courville 2016).

Matematicamente, cada neurbnio recebe entradas, que sdo ponderadas por pesos
e somadas junto a um termo de viés. O resultado passa por uma fungao de ativacao,
produzindo a saida. Isso pode ser expresso pela equagao:

y=A(x) 7 wizs — p

Em que A(x) representa a fungéo de Heaveside (fungéo de escada), A(x) = 1 para x
maior ou igual a zero e A(x) = 0 caso o contrario, x apresenta as entradas w o peso de
cada entrada e i uma funcao de ativacao linear. Dessa forma, o neurdnio artificial pode ser
representado pela Figura @}

Figura 4 — Neurébnio Artificial
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Fonte: (RAUBER; RUEDEL; PADILHA, 2024)

As fungbes de ativacao introduzem ndo-linearidade no modelo, o que permite as redes
aprenderem padrdées complexos (GOODFELLOW; BENGIO; COURVILLE, 2016):

« ReLU (Rectified Linear Unit): E uma funcédo de ativacdo que retorna o valor da
entrada quando positivo e zero caso contrario. E amplamente utilizada devido & sua
eficiéncia em mitigar problemas de vanishing gradient, além de ser computacional-
mente simples.

- Sigmoides: E uma funcdo de ativagdo que transforma a entrada em valores no
intervalo de 0 a 1. E especialmente Gtil em problemas de classificagdo binaria, onde a
saida representa uma probabilidade.
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2.2.1 Estrutura da RNA

As RNAs sao compostas por trés tipos de camadas (CHOLLET], 2017):

« Camada de entrada: Recebe as variaveis independentes do modelo.

- Camadas ocultas: Executam a maior parte do processamento e aprendem represen-
tacbes internas dos dados.

« Camada de saida: Gera as previsdes do modelo.

A arquitetura de uma rede neural pode variar em profundidade (nUmero de camadas)
e largura (nimero de neurdnios por camada). A escolha de arquitetura depende da com-
plexidade do problema a ser resolvido. Sendo assim o potencial e flexibilidade do célculo
baseado em redes neurais vém da criacao de conjuntos de neurbnios que estao interligados
entre si (RAUBER; RUEDEL; PADILHA, 2024). A topologia da rede pode ser observada na

Figura B}

Figura 5 — Topologias de RNA
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Fonte: (RAUBER; RUEDEL; PADILHA, 2024)

Para que a rede entenda como transformar as entradas em saida de forma coerente
€ aplicado um algoritmo de retropropagacao (backpropagation), o qual € um método de
otimizagao usado para ajustar os pesos da rede, minimizando a fungao de custo através
do gradiente descendente (HAYKIN, |1998). O processo envolve: a entrada ser propagada
através da rede para calcular a saida,o calculo da perda comparando a fungéao de custo e a
saida da rede com os valores reais, calculo dos gradientes e ajustes dos pesosde acordo
com os gradientes

2.2.2 Implementacao em python

Python é uma das linguagens preferidas para desenvolvimento de redes neurais devido
a sua vasta gama de bibliotecas e ferramentas(CHOLLET, |2017) , como NumPy, Usada
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para operagdes matriciais e vetoriais de forma eficiente, Pandas, usada para trabalhar com
dataframes e TensorFlow e Keras as quais simplificam a criacdo e treinamento de redes
neurais. Keras, em particular, oferece uma API intuitiva para modelagem (ABADI et al.,
2016).

Um cédigo exemplo possivel € mostrado no script[2.2]

Script 2.2 — Rede Exemplo

from keras.models import Sequential

from keras.layers import Dense

# Criando o modelo

# Camada de entrada com 3 features
# Camada oculta

# Camada de saida para regressao
modelo = Sequential ()

modelo.add (Dense (16, input_dim=3, activation='relu'))
modelo.add (Dense (8, activation='relu'))

modelo.add(Dense (1, activation='sigmoid'))

# Compilando o modelo
modelo.compile(loss='mean_absolute_error', optimizer='adam',

metrics=["'mae'])

Nesse codigo tem-se 0 modelo com as camadas de entrada, oculta (com 8 neurbnios) e
saida. Na linha final tem-se a métrica MAE que sera explicada a seguir.

2.2.3 Processo de treinamento e validagao

O treinamento de redes neurais envolve dividir os dados em conjuntos de treinamento
e validacado. O desempenho do modelo é medido por métricas como Mean Absolute Error
(MAE), que indica a média das diferengas absolutas entre valores previstos e reais (Chollet
2017). Durante o treinamento, é importante monitorar o overfitting, que ocorre quando o
modelo se ajusta excessivamente aos dados de treinamento e ndo generaliza bem para
novos dados.

2.2.4 Tipologia

No presente trabalho, utilizou-se a rede neural do tipo Perceptron Multicamadas (MLP -
Multi-Layer Perceptron), amplamente reconhecida na literatura como uma das arquiteturas
mais utilizadas em problemas de aprendizado supervisionado, especialmente para dados
tabulares e regressao (TAUD; MAS, 2018). A escolha dessa tipologia deve-se a sua ca-
pacidade de modelar relagdes nao lineares entre varidveis de entrada e saida, o que é
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essencial em problemas como o presente estudo, que analisa a relagédo entre os indicadores
de qualidade de energia e os precos médios ponderados das agdes no mercado financeiro.

Na suas camadas de entrada serdo usadas 2 entradas, valores de DEC e FEC. As
camadas ocultas, as quais ficam entre a entrada e a saida, processam os dados por meio de
combinagdes lineares ponderadas e fungdes de ativagao, isso permite que a rede aprenda
padrdes complexos e nao lineares, o que € o ideal para um problema abordado pelo estudo,
ja que é dificil de visualizar uma funcédo que relacione a entrada com a saida. Por fim a
ultima camada da rede gera o resultado final. Aqui, foi configurada com um Unico neurdnio
para fornecer um valor continuo, representando a previsao do preco médio ponderado

Dentro dessa tipologia, também é possivel aplicar técnicas para melhorar a precisao ou
mitigar efeitos indesejados, como o overfitting. O overfitting ocorre quando a rede neural se
ajusta excessivamente aos dados de treinamento, perdendo a capacidade de generalizar
para novos dados. Para evitar esse problema e melhorar o desempenho geral, este trabalho
empregou algumas estratégias, como o aumento do numero de camadas, a normalizagéo
por lotes (Batch Normalization) e o uso de Dropout.

O aumento do numero de camadas permite que a rede aprenda representacées mais
complexas dos dados, capturando relagbes sutis entre as variaveis. Por outro lado, a
normalizagéo por lotes (Batch Normalization) reduz a instabilidade durante o treinamento
ao normalizar as ativagdes dentro de cada lote, acelerando a convergéncia e melhorando a
robustez do modelo. Ja o Dropout € uma técnica que introduz aleatoriedade no treinamento
ao "desligar"uma fracdo dos neurbnios em cada iteracao, forcando a rede a aprender
padrées mais gerais e reduzindo o risco de overfitting

2.2.5 Analise de Resultados

Para avaliar a performance das previsdes da Rede Neural, serdo utilizados diversos
métodos e métricas de avaliacado, que permitem analisar tanto a acuracia do modelo quanto
a sua capacidade de generalizagdo. Alem de MAE o qual ja foi explicado, as principais
métricas empregadas sao as seguintes:

» Erro Quadratico Médio (MSE): Calcula a média dos quadrados das diferencas
entre os valores previstos e os reais. O MSE penaliza grandes erros de forma mais
significativa do que o MAE, tornando-o sensivel a outliers.

» Raiz do Erro Quadratico Médio (RMSE): Representa a raiz quadrada do MSE,
oferecendo uma medida da magnitude do erro, mas na mesma unidade das variaveis
de entrada. Assim como o0 MSE, o RMSE ¢ sensivel a grandes erros e outliers.

« Coeficiente de Determinacéo (22): Métrica que indica a proporgado da variabilidade
dos dados que é explicada pelo modelo. Um valor de R? proximo de 1 indica que o
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modelo explica bem a variabilidade dos dados, enquanto um valor préximo de 0 indica
que o modelo ndo consegue explicar a variabilidade.

2.3 O mercado de renda variavel

Os autores (BODIE; KANE; MARCUS, 2015) estabelecem uma distingdo entre ativos
reais e financeiros. Enquanto os primeiros constituem a base da riqueza material de uma
sociedade, determinada por sua capacidade produtiva e composta por terrenos, edificacdes,
equipamentos e maquinarios, além do conhecimento empregado na producao de bens e
servigos, os ativos financeiros, por sua vez, existem em diversos formatos, como documentos
fisicos ou numeros em sistemas computacionais, e ndo contribuem diretamente para a
capacidade produtiva da economia.

Ainda assim, os ativos financeiros desempenham uma fungéo crucial: servem como ins-
trumentos para a alocagéo de renda ou riqueza entre os investidores. E nessa caracteristica
que se fundamenta o interesse deste trabalho. No mercado acionario atual, a informagéao
€ amplamente disseminada e, legalmente, acessivel; além disso, as taxas estao cada vez
mais reduzidas, incentivando uma alocagao mais eficiente. Assim, diversos participantes do
mercado sdo estimulados a buscar os ativos mais bem precificados.

Dessa forma, o preco das agdes é um reflexo da avaliagdo coletiva dos agentes e
refletem, da melhor forma quantos as informagdes existem e permitem, a melhor alocagéao
de recursos possivel na economia dos paises atualmente. Mesmo que esse direcionamento
de investimento possa ser ineficiente em momentos particulares de irracionalidade ou
iliquidez de mercado.

Quando olhamos para as empresas do setor elétrico, e mais propriamente para os indi-
cadores de negdcio ligados ao setor busca-se entender como cada um desses indicadores
¢ precificado e, portanto, qual € a sua importancia para a economia na qual estao inseridos.

2.3.1 As empresas do setor elétrico na B3

A B3 classifica as acdes em setores e subsetores. As empresas do setor elétrico, foco
deste estudo, estao inseridas no setor de utilidade publica, no subsetor de energia elétrica,
com o segmento homénimo. Esse grupo retine 77 empresas que atuam em diferentes areas,
como geracao, transmissao e distribuicdo de energia (B3, |s.d.). A andlise da interse¢ao entre
as empresas listadas na B3 e aquelas com dados de indicadores de qualidade identificou 22
empresas com, no minimo, 10 anos de dados disponiveis. Sob o viés financeiro, destacam-
se 0 preco médio diario e a quantidade de papéis negociados, que constituem os principais
objetos de anadlise deste trabalho.
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2.4 Indicadores de Qualidade do Fornecimento de Energia Elétrica

A qualidade do fornecimento de energia elétrica pelas empresas distribuidoras é avaliada
com base em trés grandes aspectos: qualidade de servico, qualidade do produto e quali-
dade comercial. Cada um desses aspectos possui indicadores especificos, que permitem
mensurar e regular o desempenho das empresas.

O descumprimento dos limites regulatérios estabelecidos para esses indicadores pode
acarretar uma série de sanc¢des, incluindo a obrigatoriedade de elaboragcao de um plano de
resultados, restricdes na distribuicdo de proventos aos acionistas, abertura de processo de
caducidade da concessao e a compensacao financeira automatica as unidades consumido-
ras afetadas. Essas penalidades criam um incentivo econdmico claro e mensuravel para
que as distribuidoras assegurem o fornecimento de energia dentro dos limites estabelecidos.
Esse mecanismo nao apenas protege os interesses financeiros das empresas, mas também
promove beneficios sociais, garantindo que a populagéo seja atendida com um servico de
qualidade e em conformidade com padrées adequados.

Os trés aspectos, seus respectivos indicadores e detalhes adicionais sdo apresentados
nas subsecdes a seguir.

2.4.1 Indicadores de qualidade do servigo

Os Indicadores de Qualidade do Servico buscam avaliar a continuidade do fornecimento
de modo que sao avaliados as interrupcdes do fornecimento, que afetam diretamente a
satisfacao do consumidor. Sdo aqueles que, na maioria das vezes estdo também mais
proximos da realidade do consumidor, uma vez que os indicadores individuais podem
constar na conta de luz.

Os indicadores de qualidade que foram considerados para esse estudo foram:

» DEC ou Duracao Equivalente de Interrupcao por Unidade Consumidora: é um
indicador que representa o tempo médio, em horas, que um conjunto de unidades
consumidoras permanece sem fornecimento de energia elétrica (ANEEL, 2024).

» FEC ou Frequéncia Equivalente de Interrupcao por Unidade Consumidora: indica
a quantidade média de vezes em que o fornecimento foi interrompido nas unidades
consumidoras, para cada conjunto de unidades consumidoras (ANEEL| [2024).

Outros indicadores:

* DIC ou Duracao de Interrupcao Individual por Unidade Consumidora: assim como
o DEC representa o tempo médio, em horas, que se permanece sem fornecimento
de energia, porém em vez de ser a média para unidades consumidores é o valor
individual para cada unidade (ANEEL, 2024)).
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* FIC Frequéncia de Interrupcao Individual por Unidade Consumidora: Frequéncia
de interrupgdes (como o FEC) porém para cada unidade consumidora (ANEEL, 2024).

E possivel perceber que a partir do FIC e DIC pode-se fazer uma média para se obter
DEC e FEC por isso serao considerados apenas DEC e FEC para esse estudo.

2.4.2 Qualidade do produto

A qualidade do produto diz respeito a qualidade de energia, ou seja, a conformidade
de tensao no regime permanente. Existem diversos fatores que s&o considerados para se
avaliar essa qualidade, a amplitude da tenséao, sua frequéncia, a existéncia de harmdnicos,
dentre outros. Sendo assim existem indices para quantificar essa qualidade.

Os utilizados nesse estudo sao:

» DRP ou Duracéao Relativa da Transgressao de Tensao Precaria: percentual do
tempo total da medicdo no qual a unidade consumidora permaneceu com tensdo na
faixa precaria, ou seja tempo que amplitude da tenséo ficou abaixo do nivel minimo
aceitavel (ANEEL, 2024).

» DRC ou Duracao Relativa da Transgressao de Tensao Critica: percentual do tempo
total da medicédo no qual a unidade consumidora permaneceu com tensao na faixa
critica, ou seja tempo que amplitude da tensao ficou acima do nivel minimo aceitavel
(ANEEL] [2024).

Existem também outros indicadores acerca do comportamento da tensao, porém eles
sao mais especificos para estudos que envolvem analise do comportamento dessas ondas.

2.4.3 Qualidade Comercial

Esse aspecto de qualidade é associado ao cumprimento dos prazos para realizacao
dos servigos comerciais solicitados. De més em més as empresas distribuidoras devem
encaminhar as demandas registradas pelos usuarios para assim apurar 0s seguintes
indices:

» DER ou Duracao Equivalente de Reclamacao: prazo médio que a empresa leva a
resolver as reclamagodes procedentes.(ANEEL, 2024).

* FER ou Frequéncia Equivalente de Reclamacao a cada 1000 unidades consu-
midoras: quantidade de reclamacoes a cada 1000 unidades consumidoras (ANEEL,
2024).

Como o desejo é analisar se é possivel observar uma tendencia a partir de dados de
interrupgao esses indices ndo serdao usados.
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3 METODO DE PESQUISA

O presente estudo utiliza uma metodologia quantitativa baseada em dados, com foco no
setor de energia, especificamente na distribuicdo elétrica, para avaliar se empresas com
menor numero de interrupgdes elétricas sdo mais valorizadas no mercado de agdes ao
longo do tempo. Conforme destacado por (BERTRAND; FRANSOO, 2010), um modelo
quantitativo fundamenta-se em um conjunto de variaveis que se modificam dentro de um
dominio, permitindo o estabelecimento de relagdes quantitativas e causais. Essa analise vai
além da observacao dos valores absolutos de mercado, buscando identificar se, a longo
prazo, essas empresas apresentam um desempenho de valorizagao superior em termos
percentuais.

Para tanto, o estudo combina a analise de tendéncias financeiras com técnicas de apren-
dizado de maquina e clustering, utilizando dados histéricos do mercado e dos indicadores
de qualidade de servicgo elétrico (DEC, FEC, DRP e DRC). A pesquisa é dividida em cinco
etapas principais:

1. Entendimento inicial: Nessa etapa foram definidos os objetivos que se desejam
alcancar com esta pesquisa,

2. Estudo do modelo: Foram analisados todos os aspectos necessarios para a aquisi-
cao, tratamento (quantitativo e qualitativo) e implementacao dos dados.

3. Coleta e Tratamento de Dados: Foram compiladas informacdes de empresas do
setor de distribuicao de energia elétrica listadas na B3, incluindo dados financeiros e
indicadores de qualidade de servigo. Optou-se por utilizar as cotagdes histéricas da B3,
por ser a fonte oficial para dados de cotacdes, garantindo confiabilidade, abrangéncia e
um histérico completo para analise. Além disso, foram utilizados dados de interrupgées
fornecidos pela ANEEL, que é a agéncia reguladora oficial do setor elétrico no Brasil.
Esses dados sao indispensaveis para estudos relacionados a qualidade do servico,
pois representam a fonte mais confiavel e abrangente sobre indicadores como DEC
e FEC. Nao ha fontes alternativas com a mesma precisao e padronizagao, o que
reforca sua importancia para analises consistentes no contexto do setor elétrico. Apds
a coleta sera feita a filtragem e tratamento desses dados. Esses processos serao
mais explorados no capitulo 4 deste trabalho.

4. Modelagem: Desenvolvimento de uma rede neural que utiliza os indices DEC e FEC
como variaveis de entrada para prever a tendéncia de valorizacao das acoes. Apds
isso utilizacdo de uma rede neural para prever a valorizagao das agées com base
nos indices de DEC e FEC, oferecendo uma abordagem preditiva e matematica para
analisar a evolugdo do mercado.
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5. Resultados e Conclusoes: Agrupamento das empresas com base nos resultados
previstos e analise comparativa dos clusters identificados para entender o impacto da
qualidade do servico elétrico na valorizagao de mercado.

Esse método pode ser resumido pela figura[g]

Figura 6 — Sequéncias de Etapas

Entendi ( Estudo Tratamento Resultados
| " enl imento de - de - Modelagem - e
nicia . Modelo . Dados . . Conclusdes

Definir Objetivo de Pesquisa .
Escolha de Artigos .

| Definir Objetivo de Pesquisa

| Estudo de Ferramentas

Estudo de Redes Neurais . | Adaptar dados para RNA | Implementagao com Keras * Resultados

e
. . Conclusdes
Estudo de Clusterizagao . | Adaptar dados para Clusters | Implementag&o Scikit-learn
Estudo de CSV's . Extragdo de Dados
: . Formatar Dados .

Fonte: elaborado pelos autores

Essa figura apresenta uma ordem légica das etapas realizadas no estudo. No inicio do
diagrama, sdo mostrados 0s processos iniciais, como a definicdo de objetivos e a escolha
de artigos. Algumas etapas se iniciam em um estagio e se estendem para outro, como o
processo de ’Definir Objetivo de Pesquisa’, que se inicia no entendimento inicial e segue
até o estudo de modelo. Isso ocorre porque 0os modelos utilizados e os objetivos do estudo
estdo interligados, influenciando-se mutuamente. Dessa forma, a figura fornece uma visao
geral da sequéncia das etapas, permitindo compreender como o estudo foi conduzido ao
longo do tempo.
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4 COLETA E TRATAMENTO DE DADOS

4.1 Coleta de dados

Para criar os clusters e treinar as redes neurais, é fundamental realizar a coleta de
dados antes de iniciar o processo de tratamento.

Optou-se pelo uso do formato CSV para armazenar esses dados devido as suas diversas
vantagens. Este formato é de facil leitura e manipulacao, além de ser amplamente suportado
por linguagens de programacao, como Python. Os arquivos CSV sdo compactos, ocupando
menos espaco de armazenamento, e permitem integracao simples com scripts, o que facilita
tanto o pré-processamento quanto a analise.

Os dados financeiros podem ser baixados no site da B3 (B3, 2024) porém ainda é
necessario fazer algumas mudancgas para converter no formato CSV. Os dados sé&o divididos
por ano e contém as cotacdes de todas as empresas da B3.

Os dados de interrupcao sao disponibilizados no site da ANEEL divididos por ano. Eles
contém todos os tipos de interrupgdes previstas no médulo 8 do PRODIST ((ANEEL), 2024)
referente a cada dia e unidade distribuidora de energia.

O tratamento de dados € essencial para assegurar que as informagdes utilizadas em
uma analise sejam precisas, consistentes e relevantes, aumentando a confiabilidade dos
resultados obtidos. Neste trabalho, o tratamento sera aplicado aos dados de interrupcoes
e indicadores de continuidade fornecidos pela ANEEL, bem como as cotagoes histéricas
disponibilizadas pela B3. O processo geral é representado pelo fluxograma da Figura [7}

Figura 7 — Fluxograma de coleta e tratamento de dados

R
Cluster
eeeeeee
aaaaaa
Saidas
Converséo para CSV Filtro de Empresas Filtro de Tipo de Ajustes Caleulo de Média RNA
Mercado ponderada

Fonte: elaborado pelos autores

ANEEL

Coleta de Dados.

4.2 Dados da B3

4.2.1 Conversao de TxT para CSV

As cotacoes historicas sao disponibilizadas no site da B3 (B3, 2024) em formato TXT,
utilizando uma tabulacéo que dificulta significativamente a interpretagédo dos dados, como
ilustrado na Figura [8]

Para interpretar esse arquivo, é necessario utilizar o guia disponibilizado pela B3 (B3,
2024), no qual é possivel identificar o que pode ser descartado, bem como os espagamentos
e a separacao de cada parte do TXT para converté-lo em CSV. Para isso, foi utilizado o
script[4.1]em Python elaborado pelos autores:
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Figura 8 — Formato tabulado

0OCOTAHIST.2003BOVESPA 20040531

012003021202VALE3 ©10VALE R DOCE ON R$

0000000010501000000001050100000000102 500000000010368000000001032 1000000001032 10000000012438001420000000000000695000000000007206414000000000000000099991231000000100000000000OOBRVAL EACNORO1LS
9

Fonte: Arquivo de demonstragéo B3

Script 4.1 — Conversao para CSV

import pandas as pd

arquivo_bovespa = 'Arquivo_Tabulado.txt'

tamanho_campos
=[2,8,2,12,3,12,10,3,4,13,13,13,13,13,13,13,5,18,18,13,1,8,7
,13,12,3]

dados_acoes = pd.read_fwf (arquivo_bovespa, widths=tamanho_campos,
encoding="'Windows -1252"')

dados_salvar = 'Arquivo_csv.csv'

## Nomear as colunas

dados_acoes.columns = [
"tipo_registro",
"data_pregao",

"cod_bdi",

"cod_negociacao",
"tipo_mercado",
"noma_empresa'",
"especificacao_papel",
"prazo_dias_merc_termo",
"moeda_referencia",
"preco_abertura",
"preco_maximo",
"preco_minimo",
"preco_medio",
"preco_ultimo_negocio",
"preco_melhor_oferta_compra",
"preco_melhor_oferta_venda",
"numero_negocios",
"quantidade_papeis_negociados",
"volume_total_negociado",
"preco_exercicio",

" ndicador_correcao_precos ",
"data_vencimento" |,
"fator_cotacao",

"preco_exercicio_pontos",
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41
42
43
44
45
46
47

48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66

"codigo_isin",

"num_distribuicao_papel"]

# Eliminar a ultima linha
linha=len(dados_acoes["data_pregao"])

dados_acoes=dados_acoes.drop(linha-1)

# Ajustar valores com virgula (dividir os valores dessas colunas por

100)
listaVirgula=[
"preco_abertura',
"preco_maximo",
"preco_minimo",
"preco_medio",
"preco_ultimo_negocio",
"preco_melhor_oferta_compra",
"preco_melhor_oferta_venda",
"volume_total_negociado",
"preco_exercicio",

"preco_exercicio_pontos"

]

for coluna in listaVirgula:

dados_acoes[colunal]=[1i/100. for i in dados_acoes[colunall

dados_acoes .head ()

dados_acoes.to_csv(dados_salvar, index=False)
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Apoés essa etapa, obtém-se um arquivo CSV, que apresenta uma estrutura mais acessivel

para analise e pode ser facilmente aberto em softwares de planilha, como o LibreOffice,

conforme ilustrado na Figura[9]

Figura 9 — CSV aberto no / LibreOffice

tinoregistro. ldata_pregao cod.bdi cod_nedociacaq tipe mercado nema.empresa especificacac.pape! prazo.dias. Mere termo mosda. [eferencia prece.abertuia PIeco.maXme preco.minime prese.medio pres.ultime.negosio

1 20070102 2.0 CBEE3 10AMPLA ENERG ON * RS 0.88 0.89 0.85 0.87 0.86

1 20070102 96.0 CEEB3F 20 COELBA ON* RS 220.0 220.0 220.0 220.0 220.0
1 20070102 2.0 CEPES5 10CELPE PNA*EJ RS 21.0 210 21.0 21.0 21.0

1 20070102 96.0 CLSC5F 20 CELESC PNA N2 RS 33.0 33.0 33.0 33.0 33.0

1 20070102 2.0 CLSC6 10 CELESC PNB N2 R$ 33.71 34.55 33.71 34.37 34.5

1 20070102 96.0 CLSCeF 20CELESC PNB N2 RS 34.2 345 34.0 34.27 34.4

1 200701022.0 CMIG3 10CEMIG ON* N1 RS 91.2 92.0 91.04 91.47 91.82
1 20070102 96.0 CMIG3F 20 CEMIG ON* N1 RS 91.0 91.3 90.26 91.0 91.27
1 200701022.0 CMIG4 10CEMIG PN* N1 RS 105.0 105.9 103.7 104.65 1059
1 20070102 96.0 CMIG4F 20 CEMIG PN* N1 RS 106.0 106.0 1034 104.58 105.35
1 20070102 62.0 CMIGAT 30 CEMIG PN* N1 30.0 R$ 105.9 105.91 105.9 105.9 105.91
1 20070102 78.0 CMIGB16 T0CMIG PN* N1 0.0 R$ 3.62 3.62 3.62 3.62 3.62

1 20070102 2.0 COCES 10GCOELCE PNA* RS 11.57 11.89 11.5 11.65 11.65
1 20070102 96.0 COCESF 20 PNA* RS 11.8 119 11.51 11.79 11.51
1 20070102 2.0 CPFE3 10CPFEL ENERGIAQN ~ NM RS 30.05 30.7 30.0 30.35 30.09
1 20070102 96.0 CPFE3F 20CPFEL ENERGIAQN ~ NM RS 29.9 30.52 29.9 30.26 30.2

1 20070102 62.0 CPFE3T 30CPFEL ENERGIAQN ~ NM 30.0 RS 30.72 31.04 30.72 30.85 31.04
1 20070102 62.0 CPFE3T 30CPFEL ENERGIAQN ~ NM 50.0 R$ 30.79 30.8 30.68 30.69 30.69
1 20070102 62.0 CPFE3T 30CPEL ENERGIAON ~ NM 90.0 RS 31.0 31.08 31.0 31.05 31.08
1 200701022.0 CPLE3 10 COPEL ON* RS 21.85 22.0 21.71 21.92 21.99
1 20070102 96.0 CPLE3F 20 COPEL ON* RS 21.85 21.85 21.85 21.85 21.85
1 20070102 62.0 CPLE3T 30 COPEL ON* 30.0 RS 22.19 222 22.18 22.19 22.19

Fonte: Arquivo de demonstragéo B3
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4.2.2 Filtragem de Empresas

O arquivo transformado em CSV contém todas as empresas listadas na Bolsa de Valores
Brasileira, com foco especifico nas associadas ao mercado de energia elétrica (B3, [2024).
Foi criado um CSV contendo o nome de todas as empresas que atuam no mercado em
2024. A partir desse primeiro CSV, realiza-se a filtragem da base de dados, comparando as
strings de cada cédula. Para essa tarefa, utiliza-se o script [4.2lem Python:

Script 4.2 — Filtragem do CSV

import pandas as pd

# Carregar o primeiro CSV (com os valores da bolsa)

df _valores = pd.read_csv('Arquivo_csv.csv', sep=',"')

#Carregar o segundo CSV (com os codigos das empresas elericas)

df _empresas = pd.read_csv('Empresas_eletricas.csv', sep=',"')

#Coluna com o nome das Empresas

lista_codigos = df_empresas['Codigo'].tolist ()

#Funcao para verificar se o codigo da bolsa comeca com um codigo da
lista
def filtrar_codigos(codigo):

return any(codigo.startswith(c) for ¢ in lista_codigos)
#Filtrar o primeiro DataFrame usando a coluna correta para comparacao
df _filtrado = df_valores[df_valores['cod_negociacao'].apply(

filtrar_codigos)]

df _filtrado.to_csv('Arquivo_filtrado.csv', index=False)

4.2.3 Tipo de Mercado

O autores (BODIE; KANE; MARCUS, 2015) classificam os ativos financeiros em trés
grandes grupos: titulos de renda fixa, acoées e derivativos. O primeiro grupo representa
essencialmente dividas, nas quais o tomador do empréstimo se compromete a pagar uma
quantia fixa ou vinculada a um indice.

O segundo grupo, as agdes, corresponde a uma participagao na propriedade da corpo-
racao. Nesse caso, ndo ha promessa de pagamento ao comprador, e a remuneragao esta
condicionada ao aumento do valor patrimonial da empresa.

Por sua vez, os derivativos, que englobam principalmente o mercado de opg¢des e con-
tratos futuros, oferecem retornos baseados no preco de outros ativos. Eles sdo amplamente
utilizados para proporcionar protecéo ou transferir riscos, a um custo, para outras partes.
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Como o objetivo deste trabalho é avaliar como os indicadores de qualidade de energia
podem interferir na precificacdo das empresas, utilizaremos apenas a classe de agdes,
uma vez que a cotacado das empresas reflete, em alguma medida, a qualidade do servigo
entregue pelas distribuidoras de energia.

Ao avaliarmos o mercado de renda variavel no Brasil, recorremos a bolsa de valores
B3, onde os tipos de mercado sao identificados por codigos que podem ser observados na
Tabela[T], conforme informagdes provenientes de (B3}, 2024).

Tabela 1 — Relagao dos Valores para Tipo de Mercado (TPMERC)

Cédigo Descricao
010 Vista
012 Exercicio de Opgoes de Compra
013 Exercicio de Opcgbes de Venda
017 Leilao
020 Fracionario
030 Termo
050 Futuro com Retencédo de Ganho
060 Futuro com Movimentacao Continua
070 Opcoes de Compra
080 Opcoes de Venda

Fonte: Elaborado pelos autores

Analisando esses dados, verificamos que os cédigos 010, 017 e 020 correspondem
ao mercado acionario, enquanto os demais cddigos estao relacionados ao mercado de
derivativos, que nao faz parte do escopo deste trabalho.

Dentre os codigos analisados, o mercado identificado pelo cddigo 010, o mercado a
vista, € o principal, representando mais de 80% das negociagdes.

Por outro lado, o mercado fracionario (cédigo 020) ainda apresenta taxas consideraveis
e é predominantemente utilizado por pequenos investidores, o que dificulta a proposi¢ao de
aproximacao a um mercado eficiente. Ja o mercado de leildo (cédigo 017) € utilizado para
a entrada de empresas na bolsa, mas suas informagdes histéricas ndo estao plenamente
disponiveis. Por essa razao, esses mercados ndo serao considerados nesta andlise, a fim
de minimizar possiveis distor¢oes.

4.2.4 Ajustes Finais

Os ajustes finais sdo realizados para aprimorar a visualizagao dos dados e torna-los
mais adequados para uso nas analises. Esses ajustes incluem: consolidar dados de diversos
anos provenientes dos arquivos CSV, remover colunas irrelevantes, separar corretamente
as datas no formato desejado e agrupar as cotacdes, que serao utilizadas como saidas da
rede neural. As fungdes podem ser observadas no Script[4.3]
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Script 4.3 — Fungdes Uteis

def juntar_csvs(caminho_arquivos, caminho_saida):

# Lista explicita de arquivos CSV

ano = 2010

arquivos_csv = [
f'Cota_{ano}_tipolO.csv',
f'Cota_{ano+1} _tipol0O.csv',
f'Cota_{ano+2} _tipol0.csv',
f'Cota_{ano+3}_tipol0O.csv',
f'Cota_{ano+4} _tipol0.csv',
f'Cota_{ano+5} _tipol0O.csv',
f'Cota_{ano+6} _tipol0O.csv',
f'Cota_{ano+7} _tipol0O.csv',
f'Cota_{ano+8}_tipol0.csv',
f'Cota_{ano+9} _tipol0O.csv',

lista_dataframes = []

for arquivo in arquivos_csv:

# Cria o caminho completo para cada arquivo

caminho_completo = f"{caminho_arquivos}\\{arquivol}"

# Le o CSV e adiciona a coluna 'Ano' com o nome do arquivo
ano = arquivo.split('. ") [0]
df = pd.read_csv(caminho_completo)
df ['Ano'] = ano # Adiciona a coluna do ano
lista_dataframes.append (df)

# Concatena todos os DataFrames em um unico DataFrame

df _final = pd.concat(lista_dataframes, ignore_index=True)

# Salva o DataFrame final em um novo arquivo CSV

df _final.to_csv(caminho_saida, index=False)

print ("CSV combinado ,criado com ,sucesso!")

Separar valores de data pela coluna data_pregao como por exemplo, 20210102 que

representa a data 02/01/2021 (em dia, més e ano) no Script[4.4]

Script 4.4 — Separar datas

def processar_data_pregao (caminho_entrada,

# Carrega o CSV em um DataFrame

df = pd.read_csv(caminho_entrada)

caminho_saida) :
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# Verifica se a coluna 'data_pregao' existe no DataFrame
if 'data_pregao' not in df.columns:

print ("A,coluna, 'data_pregao'yn oyfoiencontradag nojarquivo.")

return

# Converte a coluna 'data_pregao' para string (caso n o seja)

df ['data_pregao'] = df['data_pregao'].astype(str)

# Cria as colunas 'Ano' e 'Mes'
df ['Ano ']
df ['Mes ']

df ['data_pregao'].str[:4].astype(int)

df ['data_pregao'].str[4:6].astype(int)

# Salva o DataFrame modificado em um novo CSV

df .to_csv(caminho_saida, index=False)

Serao utilizados os precos médios de cada transacgao, considerando que uma mesma
empresa pode ser negociada de varias formas diferentes, cada uma com um cédigo de
negociacao distinto. Em cada uma dessas negociagoes, os valores das transacdes e a
quantidade de papéis negociados variam. Assim, ao calcular essas médias, € necessario
ponderar os valores pelos respectivos nimeros de papéis negociados, garantindo que 0s
resultados reflitam proporcionalmente o volume de cada transacao.

A forma que a empresa € negociada é indicada por um codigo de negociacao, cuja
descrigdo pode ser consultada na Tabela [2| busca-se calcular o pregco médio mensal
proporcional dessa empresa. Para isso, utiliza-se a média ponderada entre os precos
médios de cada cddigo de negociacao e o numero de papéis negociados por cada cédigo
ao longo do més.

Com essa abordagem, consolida-se toda a informacao de pre¢o da empresa, conside-
rando todos os mercados nos quais ela é negociada. Essa padronizagao permite igualar o
espectro temporal aos valores regulatérios dos indicadores de qualidade de energia, que
também séo reportados em escala mensal.
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Tabela 2 — Classificagdo dos Cédigos de Acgdes e Direitos

Cédigo Descricao
1 Direito de Subscricdao — Acao Ordinaria
Direito de Subscricao — Acao Preferencial
Acées Ordinarias
Acoes Preferenciais
Acdes Preferenciais Classe A
Acdes Preferenciais Classe B
Acoes Preferenciais Classe C
Acoes Preferenciais Classe D
Recibo de Subscrigao — A¢ao Ordinaria
Recibo de Subscricao — Acao Preferencial
BDRs e Units
Fonte: Elaborado pelos autores

O O|IN®O O B|WN

— | —
- O

Script 4.5 — Agrupar e calcular média ponderada

def calcular_media_ponderada(caminho_csv, caminho_saida):
# Carregar o CSV

df = pd.read_csv(caminho_csv)

# Agrupar os dados por Ano, Mes e nome_empresa

grouped = df.groupby(['Ano', 'Mes', 'mnoma_empresa'l])

# Calcular a media ponderada de 'preco_medio' usando
'papeis_neg' como peso
def media_ponderada(grupo):

return (grupo['preco_medio'] * grupol['papeis_neg']).sum() /

grupo [ 'papeis_neg'].sum()

# Aplica a fun ao de media ponderada para cada grupo
df _ponderada =grouped.apply(m_ponderada).reset_index (name="'

v_ponderado ')

# Salvar o resultado em um novo arquivo CSV

df _media_ponderada.to_csv(caminho_saida, index=False)
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Tabela 3 — Formato da Tabela apés tratamento de dados

Ano | Mes | noma_empresa | preco_medio_ponderado

2010
2010
2010
2010
2010
2010
2010
2010
2010
2010
2010
2010
2010
2010

—_ = = kA ek e A

4.3 Dados da ANEEL

AMPLA ENERG
CEB

CEEE-D
CEEE-GT
CELESC
CELPE

CEMIG
COELBA
COELCE
COPEL
COSERN

CPFL ENERGIA
ELEKTRO
ELETROBRAS

1.6983301727770754
26.713606557377048
3.7253333333333334
2.4622608695652173
36.43879749041478
45.553333333333335
30.159496116951072
31.736808510638298
30.85893876706661
38.04660248997145
9.736476190476191
36.53481566484034
21.1922
36.734611458078305

Fonte: Elaborado pelos autores

A ANEEL disponibiliza os dados em formato de CSV no seu site oficial (ANEEL, 2024)),
os dados vem formatados como mostrado pela figura[10|

Figura 10 — Exemplo de formatacdo dados ANEEL

DatGeracanConunioDados SigAgemte  NUMCNPJ ideConiUndConsumidoras Sigindicador Anolndice NumPeriodoindice VirlndiceEnviado
2024-11-05 EAG 4065033000170 12595 Cruzeiro do Sul FECIP 2010 4 1
2024-11-05 EAG 4065033000170 12509 Porto Walter DECIPC 2010 12 0
2024-11-05EAC 4065033000170 12500 TAQUARI DECXNC 2010 3 0
2024-11-05 CERR 5038444000196 12315CANTA FEC 2010 2 0
2024-11-05 CERR 5938444000196 12323 SA0 LUIS DO ANAUA DECXPC 2010 10 0
2024-11-05 CERR 5938444000196 123233A0 LUIS DO ANAUA DEC 2010 9 . 77
2024-11-05 CEA 5965546000109 7322 MAZAGGO DECIPC 2010 1 0
2024-11-05 CEA 5965546000109 7325 SERRA DO NAVIO DECIPC 2010 10 0
2024-11-05 GEA 5965546000109 7318 PORTO GRANDE FECXN 2010 7 0
2024-11-05ETQ 5086034000171 12154 Grande Ponte Alta do TO DECING 2010 4 0
2024-11-05ETQ 25086034000171 12159 Grande Natividade DECIND 2010 4 3 43
2024-11-05ETQ 25086034000171 12156 Grande Guarady ndpo Urbano FECIND 2010 2 4 8
2024-11-05ETQ 25086034000171 12151 Grande Axix¢ do TO DECXP 2010 7 0
2024-11-05ETQ 25086034000171 11738 Formoso FECIND 2010 1 5 41
2024-11-05ETQ 25086034000171 11763 Porto Nacional Urbano DECIND 2010 9 2 7
2024-11-05ETQ 25086034000171 12134 Grande Presidente Kennedy FEC 2010 1 5 41
2024-11-05ETQ 25086034000171 6433 DIAN@POLIS FECIND 2010 10 196
2024-11-05ETQ 25086034000171 11731 Colinas no urbano FECXN 2010 3 0
2024-11-05ETQ 25086034000171 12144 Grande Fétima FECXN 2010 1 0
2024-11-05ETQ 25086034000171 12156 Grande Guarag n§o Urbano FECING 2010 1 59
2024-11-05ETQ 25086034000171 11731 Colinas ngo urbano DECXNG 2010 1 0
2024-11-05ETQ 25086034000171 6494 MIRANORTE DECXPC 2010 8 0
2024-11-05ETQ 5086034000171 11731 Colinas ngo urbano FECXPC 2010 6 0
2024-11-05ETQ 25086034000171 12129 Grande Palmeiré polis FECXNC 2010 9 0
2024-11-05ETQ 25086034000171 11763 Porto Nacional Urbano DECING 2010 7 0

Fonte: (ANEEL, 2024)

E evidente que os dados ainda precisam passar por diversos processos de filtragem e

formatacao. Existem caracteres que nao sao identificados, multiplos tipos de interrupgoes

gue nao serao utilizados e uma coluna sem indice, que representa os decimais da coluna

VirindiceEnviado. O arquivo que contém as explicacdes de todas as colunas esta disponivel
no site da ANEEL (ANEEL] [2024).
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Outro desafio é o numero de linhas do arquivo CSV. Como o arquivo contém uma
grande quantidade de dados, nem todas as fung¢des descritas podem ser utilizadas a
qualquer momento do processo. Isso ocorre porque arquivos extensos podem demandar
uma quantidade significativa de memaoria RAM do computador usado para o tratamento de
dados. Portanto, € essencial considerar a ordem em que esse tratamento é realizado.

4.3.1 Ajuste da leitura do arquivo

O primeiro passo € fazer com que o arquivo seja lido a partir de agora com as separagoes
usando ponto e virgula e as casas decimais separadas por virgula o que é feito de forma
simples com a fung&o no scritp [4.6}

Script 4.6 — Separar por ponto e virgula

def processar_csv(caminho_entrada, caminho_saida):

# Carregar o CSV com o delimitador correto e o encoding adequado

df = pd.read_csv(caminho_entrada, encoding='latinl', sep=';"')

# Salvar o CSV processado no caminho de saida

df .to_csv(caminho_saida, index=False)

Fonte: elaborado pelos autores

4.3.2 Filtrar interrupgdes desejadas

Para a rede neural, séo utilizados os dados de DEC e FEC, pois esses indicadores sao
amplamente reconhecidos como representativos da qualidade do fornecimento de energia
elétrica. Eles fornecem uma medida objetiva da confiabilidade e resiliéncia da rede elétrica,
influenciando diretamente o desempenho e a analise do setor como um todo. Com isso 0
Script[4.7]tira as linhas que nao s&o referentes a esses indicadores.

Script 4.7 — Filtrar interrupcoes

def Apenas_DEC_FEC(caminho_entrada, caminho_saida):

df = pd.read_csv(caminho_entrada)

# Filtrar as linhas onde a coluna 'SigIndicador'
df _filtrado = df[df['SiglIndicador'].isin(['DEC', 'FEC'])]

# Salvar o DataFrame filtrado em um novo arquivo CSV

df _filtrado.to_csv(caminho_saida, index=False)

Fonte: elaborado pelos autores




o © 0o N o a »~ 0 N o=

N N - 4 a4 a4 o
- O ©O 0o N o o H»~ 0w nNno=

47

4.3.3 Tratamento de DRP e DRC

Os dados de DRP e DRC sao utilizados no processo de clusterizagdo, mas estao es-
truturados de forma diferente na base de dados. Esses parametros sdo apresentados por
trimestre e por unidade consumidora, ao contrario de DEC e FEC, que estao agrupados
pelo conjunto dessas unidades. Dessa forma, o filtro para DRP e DRC segue uma légica
semelhante ao utilizado para DEC e FEC, mas com algumas adaptacdes. E necessario
agregar os valores de DRP e DRC por unidade consumidora em um anico conjunto (calcu-
lando a média). Paralelamente, os valores de DEC e FEC precisam ser reorganizados em
trimestres para que a base de dados mantenha consisténcia e coeréncia.

Portanto a base de dados sera trimestral para os clusters e sera mensal para a rede
neural.

4.3.4 Tirar colunas nao usadas e agrupar valores de DEC, FEC, DRP e DRC

Para tirar as colunas foi utilizada uma fungdo muito parecida com a que removia colunas
indesejadas da secao anterior. O agrupamento sera feito pegando todos os valores de
mesmo CNPJ, més, ano e nome da empresa, fazendo a média dos valores de DEC e FEC
das diversas unidades consumidores que tem o mesmo CNPJ, tem-se o DEC e o FEC para
esse CNPJ como todo.

Esse cddigo pode ser visto no script[4.8}

Script 4.8 — Retirar colunas

df = pd.read_csv(caminho_entrada, low_memory=False)

# Substituir virgulas por pontos
df ['VlrIndiceEnviado'] =

df ['VlrIndiceEnviado'].str.replace(',', '.', regex=False)

# Converter para numerico
df ['VlrIndiceEnviado'] =
df ['VlrIndiceEnviado'].astype(float)

#Verificar valores
if df ['VlrIndiceEnviado'].isna().sum() > O:
print (

"Aviso:naopodeyserconvertido"

# Agrupar pelas colunas:

# Calcular a media de 'VlrIndiceEnviado' para cada grupo
df _agrupado =

df . groupby (['SigAgente', 'NumCNPJ',

'SigIndicador', 'AnolIndice',
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'NumPeriodoIndice'], as_index=False) [

'VlirIndiceEnviado '] .mean ()

# Renomear as colunas para algo mais amigavel
df _agrupado.columns = ['SigAgente','NumCNPJ', 'SiglIndicador',
'"AnoIndice', 'NumPeriodolIndice',

'VirIndiceEnviado ']

# Salvar o DataFrame resultante em um novo arquivo CSV

df _agrupado.to_csv(caminho_saida, index=False)

Fonte: elaborado pelos autores

4.3.5 Tirar DEC e FEC de linhas e por como colunas

Por fim, foi feita a pivotagem dos dados de DEC e FEC para facilitar como descrever a

entrada da rede neural, essa pode ser observada no script 4.9

Script 4.9 — Pivotagem

# Carregar o arquivo CSV

df _entradas = pd.read_csv(caminho_entrada)

# Criar os DataFrames para DEC e FEC

df _dec =

df _entradas [df_entradas['SigIndicador'] ==
'DEC'].copy() # Filtrar para DEC

df _fec =

df _entradas [df_entradas['SigIndicador'] ==
'"FEC'].copy() # Filtrar para FEC

# Renomear a coluna 'VlrIndiceEnviado' para 'DEC' ou 'FEC'
df_dec df _dec.rename (columns={'VlrIndiceEnviado': 'DEC'Z})
df _fec df _fec.rename (columns={'VlrIndiceEnviado': 'FEC'})

# Mesclar os dois DataFrames:

df _completo = pd.merge(

df _dec[['AnoIndice', 'NumPeriodoIndice',

'SigAgente', 'NumCNPJ', 'DEC']],

df _fec[['AnoIndice', 'NumPeriodoIndice',
'Sighgente','NumCNPJ', 'FEC']],

on=['AnoIndice', 'NumPeriodoIndice', 'SigAgente','NumCNPJ'],

how='outer'

# Substituir os valores ausentes com O
df _completo['DEC'] = df_completo['DEC'].fillna (0)
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df _completo['FEC'] = df_completo['FEC'].fillna(0)

# Salvar o DataFrame resultante em um novo arquivo CSV

df _completo.to_csv(caminho_saida, index=False)

Fonte: elaborado pelos autores

4.3.6 Montar a base de dados para a rede neural

Para montar a base de dados que sera utilizada na RNA é necessario filtrar o CSV com
DEC e FEC alinhado com apenas as 22 empresas citadas. E depois cruzar os dados finais
da B3 também filtrados com essas 22 empresas. Uma parte desse CSV pode ser observado
na tabela

Tabela 4 — Tabela de precos e indicadores DEC e FEC

Ano CNPJ Preco médio ponderado | DEC | FEC
2010 | 8467115000100 3.725 5,73 | 1.506
2010 | 15139629000194 31.737 3.447 | 1.123
2010 | 8324196000181 9.736 2.247 | 1.060
2010 | 2328280000197 21.192 1.686 | 0.921
2010 | 61695227000193 35.284 3.026 | 1.094

Fonte: Elaborado pelos autores

A entrada da rede sera os valores de DEC e FEC e a saida o preco_medio_ponderado.
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5 MODELAGEM E RESULTADOS

5.1 Clusterizacao

Foi realizada a clusterizagao trimestral (por quarter) das 22 empresas do setor elétrico
no periodo de 2010 a 2019, utilizando quatro dimensdes: os indicadores DEC, FEC, DRP e
DRC. A analise revelou trés tendéncias principais na distribuicdo das empresas, que foram
observadas por meio de pairplots.

A primeira tendéncia identificada corresponde a maioria das empresas, que se concen-
travam nos extremos inferiores das dimensdes, geralmente proximas a zero. Esse grupo
representa, em um dado quarter, empresas com pouquissimos casos de interrupgao e alta
conformidade de tensdo em regime permanente, se aproximando do ideal. Esse cluster foi
denominado como cluster O.

O segundo grupo apresentava valores intermediarios nas dimensoes, indicando a ocor-
réncia de possiveis incidentes. No entanto, a maioria das empresas desse grupo manteve
seus indicadores dentro dos limites regulatérios estabelecidos. Esse cluster foi denominado
como cluster 2.

Por fim, foi identificado um terceiro grupo composto por uma minoria de outliers, caracte-
rizados por parametros significativamente inadequados, com valores elevados e fora dos
padrbes esperados. Esse cluster foi denominado como cluster 1.

Com base nesses padroes, foi utilizado o método elbow para determinar o numero ideal
de clusters, resultando em trés agrupamentos. Foram definidos trés centrbides iniciais: dois
posicionados proximos aos extremos superiores e inferiores das dimensdes e um no ponto
médio entre esses extremos, representando os maximos € minimos locais e os valores
intermediarios observados.

O resultado obtido ao longo dos quartes foi sistematizado no grafico [12| abaixo inspirado
em um mapa de calor, foi somado o numero correspondente a nota de cada cluster de
forma a ordenar da empresa com a maior posi¢cao, e que em meédia entregou os melhores
resultados até a menor.

A tabela apresenta um mapeamento das empresas classificadas como "boas", "medi-
anas"ou "ruins"com base em seus indices de interrupgdes. As empresas "boas", sdo as
que se apresentam mais no topo da tabela, com a maioria dos trimestres destacadas em
verde (ou representadas pelo niamero 2), possuindo os menores indices de interrupgao,
enquanto as “ruins” ficam embaixo em vermelho, com os trimestres com os piores indices de
interrupgéo. As empresas “medianas” sdo as do meio do eixo y, e contem majoritariamente
trimestres em amarelo.

Foi analisado também o percentual de tempo que cada empresa fica em cada cluster.
Os resultados podem ser analisado na tabela 5]

A tabela 5| representa a porcentagem de trimestres a empresa permaneceu com indica-



52

Figura 11 — Décimo Sétimo Quarter
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Fonte: Elaborado pelos autores

Figura 12 — Formato tabulado
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Fonte: Elaborado pelos autores

dores bons ruins ou médios.

Analisando os 858 desempenhos da figura[12] junto com as porcentagens da tabela ]
observa-se que 49,65% estao classificados como bons, 32,40% como medianos e 15,95%
como ruins. Apenas cinco empresas apresentam desempenho bom em mais de 80% do
tempo. Esse panorama pode indicar que o setor elétrico nacional ainda enfrenta desafios
significativos, especialmente no que diz respeito aos investimentos em infraestrutura, que
S0 necessarios para garantir um regime de abastecimento elétrico estavel e permanente.

As empresas localizadas na parte inferior da figura [T2] passaram, em sua maioria, por
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Tabela 5 — Distribuicdo de tempo das empresas nos clusters.

Empresa %bom | %ruim | %emédio
CEMIG DISTRIBUICAO S.A. 97,44% | 0,00% 2,56%

COPEL DISTRIBUICAO S.A. 94,87% | 0,00% 5,13%

LIGHT SERVICOS DE ELETRICIDADE S.A. 92,31% | 0,00% 7,69%

CIA ENERGETICA DO RIO GDE NORTE - COSERN | 87,18% | 0,00% | 12,82%
AMPLA ENERGIA E SERVICOS S.A. 84,62% | 5,13% | 10,26%
CIA PAULISTA DE FORCA E LUZ 69,23% | 0,00% | 30,77%
ELEKTRO REDES S.A. 66,67% | 2,56% | 30,77%
CIA ENERGETICA DO CEARA - COELCE 61,54% | 2,56% | 35,90%
ENERGISA MINAS RIO 58,97% | 0,00% | 41,03%
CIA PIRATININGA DE FORCA E LUZ 48,72% | 0,00% | 51,28%

CIA ESTADUAL DE DISTRIB ENER ELET-CEEE-D 46,15% | 41,03% | 12,82%
ELETROPAULO METROP. ELET. SAO PAULO S.A. 46,15% | 0,00% | 53,85%

EDP ESPIRITO SANTO 43,59% | 2,56% | 53,85%
ENERGISA SERGIPE 41,03% | 12,82% | 46,15%
CIA ELETRICIDADE EST. DA BAHIA - COELBA 35,90% | 12,82% | 51,28%
ENERGISA MATO GROSSO DO SUL 33,33% | 23,08% | 43,59%
EDP SAO PAULO 30,77% | 2,56% | 66,67%
CIA ENERGETICA DE PERNAMBUCO - CELPE 28,21% | 23,08% | 48,72%
ENERGISA MATO GROSSO 12,82% | 74,36% | 12,82%
EQUATORIAL MARANHAO 12,82% | 25,64% | 61,54%
RGE SUL 0,00% | 66,67% | 33,33%
EQUATORIAL PARA 0,00% | 100,00% | 0,00%

Fonte: Elaborado pelos autores

processos de fusdo e aquisicdo. Essa dinamica reflete uma reestruturagdo recente no
setor, onde grandes conglomerados tém incorporado operagdes regionais para maximizar a
eficiéncia. Entretanto, sera necessario realizar estudos mais aprofundados para avaliar a
eficacia dessa estratégia a longo prazo.

Ao analisar a empresa Equatorial Energia, sua estratégia torna-se evidente. O processo
teve inicio com a aquisicao da antiga CEMAR, que, no estudo de clusterizagao, aparece

como "Equatorial Maranhao". O perfil da companhia é descrito como tendo uma "experiéncia
diferenciada em reestruturagao operacional e financeira de companhias no setor elétrico

brasileiro"(Equatorial Energia S.A., 2013).

A estratégia de aquisi¢des continuou em 2012, com a compra da CELPA, considerada a
empresa com a pior classificacdo no clustering. Com isso, a Equatorial passou a deter duas
das cinco distribuidoras classificadas negativamente no estudo.

Nos anos seguintes, a empresa ampliou sua atuagdo com novas aquisicées. Em 2018,
adquiriu as distribuidoras de Alagoas e Piaui, que ndo entraram nos critérios de clusterizacgao.
Em 2021, a companhia deu sequéncia a estratégia, comprando a CEEE-D, também mal
classificada, e a CEA.
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Dessa forma, a estratégia da Equatorial Energia esta fundamentada na aquisicao de
empresas mal estruturadas, como evidenciado pelos indicadores analisados. A compa-
nhia demonstra foco em realizar “turnarounds” e reverter a situagao dessas distribuidoras
(Equatorial Energia S.A., 2022).

A empresa Neoenergia pode ser observada nos clusters por meio de suas distribuidoras
Elektro, COSERN, CELPE e COELBA. Algumas dessas empresas, como a COSERN e
a Elektro, apresentam boas classificagdes, refletindo uma estratégia mais voltada para a
consolidagdo no mercado. A Neoenergia destaca compromissos como “disciplina de custos”
“continua melhoria operacional assegurando o atendimento das exigéncias regulatérias”
e “firme plano de recuperagao e combate ao furto de energia” (Neoenergia Distribuicao
Brasilia S.A., [2020).

Embora reconheca os desafios apresentados pelos indicadores de qualidade de energia,
a empresa, com distribuidoras consolidadas ha mais de 20 anos, prioriza manter-se bem
estabelecida no mercado, em vez de focar em uma expansao agressiva. A COSERN, a
COELBA e a CELPE ja fazem parte do grupo desde 2000, enquanto a Elektro foi incorpo-
rada apenas em 2011. Mais recentemente, o grupo adquiriu a CEB, reforcando seu perfil
consolidado.

Dessa forma, a Neoenergia apresenta uma estratégia voltada mais para a gestéo e
eficiéncia, em contraste com o foco em crescimento acelerado.

O grupo Energisa, representado no estudo pelas empresas Energisa Mato Grosso,
Energisa Mato Grosso do Sul, Energisa Sergipe e Energisa Minas Rio, apresenta a maior
parte de suas distribuidoras posicionadas na parte inferior da tabela de desempenho. Rela-
térios destinados a investidores frequentemente apontam que algumas dessas empresas
operam fora dos limites regulatérios, o que impacta negativamente os resultados financei-
ros do grupo. Além disso, mencionam a ocorréncia de eventos sistémicos que afetam o
desempenho.

Esses desafios refletem a caracteristica interligada do sistema de distribuicdo com os
sistemas de transmissao e geracao, onde regides afastadas do Centro-Sul enfrentam sérios
problemas devido a falta de infraestrutura elétrica adequada. Essa realidade € evidenciada
pelo fato de a empresa com melhor desempenho do grupo ser a que atua na regiao Sudeste,
onde as condig¢des estruturais sdo mais favoraveis (S.A., [2019).

Por outro lado, as empresas na parte superior da figura parecem mais consolidadas.
Apesar de suas rentabilidades nem sempre superarem as das empresas anteriormente
mencionadas, elas passaram por menos processos de fusdo e aquisi¢cao. Muitas dessas
empresas também se destacam pela alta distribuicdo de dividendos, uma estratégia que
aparentemente visa atrair investidores de longo prazo.

Dessa forma, o pais passa por um processo de consolidacao das empresas de distri-
buicdo, com os grupos Equatorial, Energisa, CPFL e Neoenergia atendendo cerca de 93
milhGes de clientes, de forma que mais de 15 empresas se tornaram 4.
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5.2 Rede Neural

5.2.1 Anos de Previséao

Para a realizagao da analise, os dados do periodo de 2010 a 2019 foram utilizados
como base para o treinamento da rede neural, enquanto os anos de 2020 a 2023 foram
reservados para a etapa de previsdo. A entrada da rede neural consiste exclusivamente nos
indicadores DEC e FEC, associados a cada més, ano e CNPJ das empresas.

5.2.2 Indicadores

Como se deseja se prever o valor médio de cada més para uma determinada empresa,
os indicadores DRC e DRP ndao serao utilizados como entrada da rede neural, uma vez que
até 2020 eles se apresentam aglomerados em trimestres.

5.2.3 Implementacao

Vale destacar que, ap6s a aplicacao dos filtros necessarios e a verificacao de quais em-
presas estavam ativas e possuiam dados adequados para a analise, foi possivel selecionar
nove empresas para a previsao dos resultados entre os anos de 2020 e 2024.

O processo para definir a quantidade de camadas e neurénios da rede neural envolve
o tipo de fungdo que se espera que associe a entrada com a saida, como nao ha como
saber qual é esse tipo de fungao, foi desenvolvido um processo de tentativa e erro visando
minimizar o MAE apresentado pela rede. Ao considerar esses fatores o Script [5.1] foi
elaborado

Script 5.1 — RNA elaborada

import pandas as pd
from sklearn.model_selection import train_test_split
from tensorflow import keras

from tensorflow.keras import layers

# Carregar os dados do CSV de entrada
entrada ='Base.csv'

df = pd.read_csv(entrada, sep=';"')

# Garantir que as colunas numericas estejam no formato correto

df ['DEC"'] df ['DEC'].astype(float)

df ['FEC'] df ['FEC'].astype(float)

df ['preco_medio_ponderado'] = df['preco_medio_ponderado'].astype(float)

# Codificar o CNPJ
df ['cod_bdi'] = pd.factorize(df['cod_bdi']) [0]
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Definir as entradas e a saida
df [['DEC', 'FEC', 'cod_bdi']]

df ['preco_medio_ponderado ']

<
Il

# Dividir em conjunto de treino e teste
X_train, X_test, y_train, y_test =
train_test_split(X, y, test_size=0.2, random_state=42)

# Criar a rede neural

model = keras.Sequential ([
layers.Dense (64, activation='relu', input_shape=
(X_train.shape[1],)),
layers.Dense (32, activation='relu'),
layers.Dense (1)

D

# Compilar o modelo
model.compile (optimizer="'adam', loss=

'mean_squared_error', metrics=['mae'])

# Treinar o modelo
history = model.fit(X_train, y_train, epochs=2000,

validation_split=0.2, verbose=1)

# Avaliar o modelo
loss, mae = model.evaluate(X_test, y_test)
print (£ 'MAE: _ {mae}"')

# Salvar o modelo treinado

model .save ('modelo_CNPJ.keras')

Fonte: elaborado pelos autores

Esse codigo ird salvar o modelo e também ira calcular o MAE baseado nas predi¢oes
usando pontos que ja foram dados ao sistema comparando com os valores reais.

No estudo, foram testados diferentes tipos de redes MLP com o objetivo de reduzir a
MAE. Durante os testes, variaram-se o numero de camadas ocultas e a quantidade de
neurdénios em cada camada. O menor valor obtido para a MAE foi 7,88, um valor considerado
elevado em relagdo a magnitude dos dados analisados.

As previsdes foram feitas a partir do Script[5.2]

Script 5.2 — Cddigo para previsoes

import pandas as pd

from tensorflow.keras.models import load_model
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# Carregar o novo arquivo CSV de entrada (com dados de DEC e FEC)

df _novo = pd.read_csv('Entrada.csv', sep=';"')

# Garantir que as colunas numericas estejam no formato correto
df _novo ['DEC"'] df _novo ['DEC'].astype(float)
df _novo ['FEC'] df _novo ['FEC'].astype(float)

# Selecionar as colunas de entrada (DEC e FEC)
X_novo = df_novo[['DEC', 'FEC']]

# Carregar o modelo treimnado

model = load_model ('modelo_teste.keras')

# Fazer previsoes com o modelo

predicoes = model.predict(X_novo)

# Adicionar as previsoes ao DataFrame original para an lise

df _novo['preco_medio_ponderado_previsto'] = predicoes

# Exibir as primeiras previsoes

57

print (df _novo [['DEC', 'FEC', 'preco_medio_ponderado_previsto']].head())

df _novo.to_csv('Previsoes.csv', index=False)

Fonte: elaborado pelos autores

As previsdes sao salvas em formato CSV, o que permite gerar graficos que comparam,
ao longo do tempo, o valor médio previsto pela rede neural com o valor médio real das
empresas, conforme ilustrado na Figura[T3] Nesse gréfico, a linha amarela representa a
previsao, enquanto a linha azul representa o valor real.

Figura 13 — Grafico com valores previstos e reais
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Fonte: Elaborado pelos autores
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Observa-se que, na figura, os valores previstos pela rede neural concentram-se em
torno de 20, sugerindo uma possivel convergéncia das previsdes para esse valor. Em
contrapartida, os valores reais, representados em azul, apresentam uma variagéo significati-
vamente maior. Isso indica que a rede nao conseguiu prever com precisao os valores de
mercado com base nos indicadores DEC e FEC das empresas. Pensando na rede neural
esse comportamento pode vir de diversos fatores:

 Estrutura da Rede Neural: A estrutura da rede, incluindo o numero de camadas e
unidades de processamento, pode ser inadequada, o que pode levar a um apren-
dizado insuficiente ou até a incapacidade de aprender as relagdes entre os dados
(GOODFELLOW; BENGIO; COURVILLEL 2016).

» Overfitting: Se a rede foi treinada por muitas épocas (iteragdes) ou com um modelo
muito complexo, ela pode ter “decorado” os dados de treinamento, ndo generalizando
bem para novos dados. Isso resulta em previsdes imprecisas em dados de teste ou
em produgao.

+ Caracteristicas Relevantes: Se os indicadores como DEC e FEC n&o s&o suficiente-
mente explicativos para o comportamento do mercado, a rede pode ndo conseguir
identificar uma relagéo significativa entre essas variaveis e o valor de mercado. Uma
analise mais profunda dos dados e a possivel inclusdo de outras variaveis preditivas
podem ser necessarias.

Com isso os resultados obtidos se afastam significativamente dos valores reais. Na
Figura [T4] é apresentado um gréfico de dispersédo que ilustra como cada empresa se
comporta com base nos valores de DEC e FEC, reais e previstos.

Figura 14 — Grafico de Dispersao
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Fonte: Elaborado pelos autores.

Ao analisar o grafico, observa-se que o0s pontos relacionados aos valores previstos estao
muito mais concentrados, formando quase uma linha. Esse padrao sugere que o modelo
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tem dificuldade em capturar a variabilidade dos dados, o que pode indicar que ele esta
gerando previsdes centradas em torno de um valor médio ou constante.

Outra abordagem para avaliar o desempenho do modelo € por meio da analise da
distribuicdo dos residuos (JAMES et al,[2013), apresentada na Figura[T5] Um gréfico de
residuos ideal exibe pontos dispersos de forma aleatéria em torno da linha horizontal (que
representa residuos iguais a zero), sem padrdes visiveis. Isso indicaria que o modelo esta
capturando bem a relacao entre as variaveis e que os erros sao aleatérios, sem tendéncias
sistematicas.

Figura 15 — Grafico de Residuos
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Fonte: Elaborado pelos autores.

No entanto, como pode ser observado, 0s pontos apresentam um agrupamento evidente.
Esse comportamento sugere que o modelo ndo esta capturando algum aspecto relevante
dos dados, possivelmente devido a auséncia de variaveis explicativas adicionais ou a
limitacGes na estrutura da rede neural.

Observou-se que a rede estava gerando previsdes excessivamente concentradas. Em
resposta a isso, foram testadas diferentes configuragdes de redes neurais, utilizando técnicas
como aumento da complexidade da rede, normalizacao e dropout. No total, foram avaliados
cinco tipos de redes para cada uma dessas técnicas isoladas, além de outras cinco redes
combinando todos os métodos, para todas o numero de iteragdes usados foi 200. Os
parametros de desempenho, como R quadrado, MAE, MSE e RMSE, foram calculados
conforme as métricas descritas na literatura, e os resultados sdo apresentados na Tabela 6]
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Tabela 6 — Parametros das redes

Modelo MAE | MSE RMSE | RA2
Simples 9.80 | 185.65 | 13.62 | 0.14
Maior 8.57 | 161.93 | 12.72 | 0.25
Batch 8.21 144.89 | 12.03 | 0.33
Dropout 9.94 | 188.39 | 13.72 | 0.14
Combinadas | 7.88 | 133.88 | 11.57 | 0.39

Fonte: Elaborado pelos autores

Da Tabela[6] pode-se observar que, embora os métodos aplicados resultem na redugéo
dos erros MAE e MSE (e, consequentemente, no RMSE), os valores ainda sdo elevados,
considerando a magnitude dos pregos médios. O valor de R quadrado também esta bem
distante de 1, o0 que indica que, mesmo com a aplicacao de técnicas que mitigam o overfitting,
os resultados ainda apresentam uma concentragdo de valores. Isso sugere que os dados
de entrada podem nao ter uma relagao suficientemente forte para prever com precisao os
precos de saida.
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6 CONCLUSOES

O presente trabalho teve como objetivo analisar empresas distribuidoras do setor elétrico
que estao presentes no mercado de capitais. Para isso, foram empregadas técnicas de
aprendizado de maquina, com énfase em redes neurais artificiais e métodos de clusterizacao.
Os dados de entrada consistiram em indicadores de qualidade de energia regulamentados
e disponibilizados pela ANEEL, enquanto os critérios de avaliagdo incluiram indicadores
financeiros, com foco nos precos médios para a analise de redes neurais, e trajetérias estra-
tégicas das empresas, conforme publicadas em seus sites de Relagdes com Investidores
(RI), regulamentados pela CVM.

A revisao bibliografica abordou temas fundamentais relacionados a distribuicdo de ener-
gia e ao sistema elétrico nacional, com énfase nas transformagdes do setor impulsionadas
pela Lei Geral de Concessdes. Além disso, exploraram-se estudos sobre clusterizagédo, com
destaque para métodos particionais, e redes neurais, enfatizando suas aplicagdes no setor
energético e financeiro.

Os resultados da clusterizacao revelaram que as trajetérias estratégicas das empresas
podem ser compreendidas de maneira mais profunda por meio da andlise dos indicadores de
qualidade. Observou-se que empresas em fase de melhoria de desempenho, como o Grupo
Equatorial, apresentam potencial de valorizagao por meio de estratégias de "turnaround".
Por outro lado, empresas com indicadores altamente estaveis, como a CEMIG, demonstram
uma consolidag&o gerencial robusta, com menor envolvimento em processos de fuséo e
aquisicdo. Empresas intermediarias, como a ENERGISA, tendem a buscar equilibrio entre
consolidagao e gestao administrativa eficiente, seja financeira ou produtiva.

Os resultados obtidos com a rede neural indicam que o modelo tem dificuldades signifi-
cativas em identificar um padrdo consistente que possa prever com precisao e acuracia a
valorizagdo das empresas, com relagao tanto a precisao quanto a acuracia das previsoes.
Embora diversas arquiteturas tenham sido testadas, ficou evidente que utilizar apenas os
indicadores DEC e FEC como variaveis de entrada ndo é suficiente para explicar ade-
quadamente a variabilidade dos pregos no mercado. Isso sugere que outras variaveis ou
indicadores podem ser necessarios para uma modelagem mais robusta e precisa.

Além disso, um fator importante a ser considerado € a natureza dindmica e em constante
evolucao do sistema elétrico. A mudanca continua no setor torna dificil fazer previsoes
precisas sobre o futuro da bolsa, pois as condicées de mercado e os parametros regulatérios
estdo em constante alteracao. Dessa forma, a complexidade do sistema e a necessidade
de incorporar variaveis mais abrangentes podem ser elementos cruciais para aprimorar a
modelagem preditiva e, possivelmente, aumentar a acuracia das previsdées no futuro.

E importante ressaltar, novamente, que os métodos desenvolvidos para aquisicdo e
tratamento de dados neste trabalho podem ser facilmente adaptados para estudos futuros,
seja para aprofundar analises ou reproduzir os resultados obtidos. Com a mudanca na
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disponibilizagédo dos dados de DRP e DRC de periodicidade trimestral para mensal, novas
andlises poderao ser realizadas conforme esses dados se tornarem disponiveis, permitindo
trabalhar com uma granularidade maior e possibilitando observar os acontecimentos de
maneira mais detalhada.

Além disso, destaca-se a disparidade temporal entre os conjuntos de dados utilizados:
enquanto os indicadores DEC e FEC, possuem registros desde o inicio dos anos 2000, os
dados de DRP e DRC comegaram a ser coletados apenas a partir de 2010. Essa diferenca
de abrangéncia temporal reforca a necessidade de integrar e adaptar os métodos desenvol-
vidos para explorar possiveis tendéncias de longo prazo e captar nuances especificas do
comportamento recente das empresas no mercado.
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