ESCOLA POLITECNICA DA UNIVERSIDADE DE SAO PAULO
DEPARTAMENTO DE ENGENHARIA DE PRODUCAO

CAMILLA ROSA FREIRE SOUSA

OTIMIZACAO DE PROCESSOS DE MARKETING OUTBOUND E
REESTRUTURACAO DAS ESTRATEGIAS: UM ESTUDO PRATICO
SOBRE A APLICACAO DE MODELOS DE MACHINE LEARNING, LLM,
ENGENHARIA DE DADOS E VISUALIZACAO

Sao Paulo
2025






CAMILLA ROSA FREIRE SOUSA

OTIMIZACAO DE PROCESSOS DE MARKETING OUTBOUND E
REESTRUTURACAO DAS ESTRATEGIAS: UM ESTUDO PRATICO
SOBRE A APLICACAO DE MODELOS DE MACHINE LEARNING, LLM,
ENGENHARIA DE DADOS E VISUALIZACAO

Trabalho de formatura apresentado a Escola Politéc-
nica da Universidade de Sdao Paulo, como requisito
parcial para a obten¢do do Diploma de Engenheiro de

Producao.
Area de concentracdo: Engenharia de Producio.

Orientador: Prof. Dr. Mauro de Mesquita Spinola

Sao Paulo
2025



Autorizo a reproducio e divulgacao total ou parcial deste trabalho, por qualquer meio

convencional ou eletr6nico, para fins de estudo e pesquisa, desde que citada a fonte.

FICHA CATALOGRAFICA

Sousa, Camilla Rosa Freire

Otimizacao de processos de marketing outbound e reestruturacdo das estratégias: um estudo
prético sobre a aplicacdo de modelos de machine learning, LLM, engenharia de dados e

visualizacdo / C. R. F. Sousa - Sdo Paulo, 2025.

97p.

Trabalho de Formatura — Escola Politécnica da Universidade de Sdao Paulo. Departamento

de Engenharia de Producio.

1. Machine Learning. 2. LLM. 3. Engenharia de Dados. 4. Marketing Outbound. 5.
Visualizacdo. 6. Estratégia. 1. Sousa, Camilla Rosa Freire. II. Universidade de Sdo Paulo.

Escola Politécnica. Departamento de Engenharia de Produgdo. III. Titulo.




Agradecimentos

Nao foi facil chegar até aqui, e, se cheguei, foi porque muitas pessoas acreditaram em mim e me
incentivaram ao longo de toda a jornada.

Primeiramente, gostaria de agradecer aos meus pais, Erito Roberto da Silva Sousa e Maria do
Socorro Rosa Freire, por sempre terem dado tudo o que tinham - e até o que ndo tinham - para
investir na minha educa¢do e me mostrarem que o caminho da universidade publica era possivel
para alguém como eu.

Agradeco também a todos os meus professores, da pré-escola ao ensino médio, por sempre
reforcarem o meu potencial. Em especial, deixo meu carinho a professora Angela, que, durante as
aulas de Matematica no ensino fundamental, preparava desafios extras para mim e ainda dedicou
seu tempo para me oferecer aulas avangadas gratuitamente. Se hoje me reconheco como alguém
apaixonada por dados e tecnologia, certamente essa professora - mulher, jovem, estudante da USP
- teve um papel fundamental na forma como passei a enxergar o meu futuro.

Sou grata também aos meus professores da ETEC de Sao Paulo, que faziam o impossivel para
promover uma educagdo publica de qualidade, beneficiando a mim e a tantos outros.

Os professores da Universidade de Sao Paulo, € claro, ndo podem deixar de ser mencionados,
pois foram eles que me capacitaram e abriram portas que eu jamais imaginaria alcancar. Em
especial, agradeco ao professor Bernardo Luis Rodrigues de Andrade, que me orientou como aluna
de pré-iniciagdo cientifica na Poli aos 16 anos € me mostrou que era ali que eu queria estudar; e
ao professor Mauro de Mesquita Spinola, que me acompanhou com tanta aten¢do neste trabalho de
formatura, mesmo diante de desafios de tempo.

Por fim, mas ndo menos importante, deixo meu agradecimento aos amigos que me apoiaram €
estiveram ao meu lado ao longo de todo o processo - especialmente Anna, Heitor, Thiago, Kimberly,

Sarinha, Fernanda, Bia, Henrique, Dudu, Iza, Nath, Lou, lago, os Brunos e Ana. Amo todos vocés.



Resumo

Este trabalho de formatura da Escola Politécnica da Universidade de Sao Paulo, realizado no
contexto de um duplo diploma com a Ecole des Mines de Saint-Etienne e a Université Jean
Monnet, trata da aplicagdo de modelos de Machine Learning, LLM, engenharia de dados e vi-
sualizacdo para otimizar o marketing outbound e orientar decisdes estratégicas, com o objetivo
melhorar a entregabilidade e a eficiéncia de uma infraestrutura de e-mailing em grande escala.
Para isso, foi desenvolvida uma base PostgreSQL em Python com APIs para estruturar os dados
de desempenho. Um modelo de drvores de decisdo permitiu identificar os fatores-chave, orien-
tando uma reformulacio baseada em sistema de pontuacdo. Além disso, dashboards interativos
e uma ferramenta baseada em LLM foram criados para automatizar a gestdo das respostas. O
trabalho demonstra como abordagens orientadas a dados podem reforcar significativamente o

impacto do marketing outbound.

Palavras-chave : Machine Learning, LLM, Engenharia de Dados, Marketing Outbound, Visua-

lizacdo, Estratégia



Abstract

This graduation thesis from the Polytechnic School of the University of S@o Paulo, carried out
within the framework of a double degree program with Ecole des Mines de Saint-Etienne and
Université Jean Monnet, addresses the application of Machine Learning models, LLMs, data
engineering, and visualization to optimize outbound marketing and guide strategic decision-
making, with the objective of improving the deliverability and efficiency of a large-scale email
infrastructure. To achieve this, a PostgreSQL database was developed in Python with API
integrations to structure performance data. A decision tree model was implemented to identify
key factors, guiding a redesign based on a scoring system. In addition, interactive dashboards and
an LLM-based tool were created to automate response management. This work demonstrates

how data-driven approaches can significantly enhance the impact of outbound marketing.

Keywords: Machine Learning, LLM, Data Engineering, Outbound Marketing, Visualization,
Strategy
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1 Introducao

No cendrio competitivo atual do marketing digital, o Marketing Outbound vem se consolidando
como uma disciplina cada vez mais complexa, que exige tanto robustez tecnolégica quanto
processos de tomada de decisao orientados por dados. Como destaca (KUSUMA| 2024)), “no
ambiente econdmico contemporaneo, a integracdo da ciéncia de dados as estratégias de marketing
tornou-se indispensdvel. Essa mudanca é motivada pela necessidade de se obter informacdes
mais precisas e aciondveis sobre os consumidores, permitindo as empresas adaptar suas acoes de
marketing com um nivel de precisdo sem precedentes” .

Essa transformacdo € especialmente evidente no marketing por e-mail em larga escala, no qual
as organizagdes precisam administrar infraestruturas compostas por multiplos dominios, enderecos
IP, caixas de entrada e regras de envio, sempre em meio as restricoes mutdveis associadas a
entregabilidade. Nesse contexto, a competitividade empresarial esta diretamente ligada a

capacidade de compreender e otimizar os fatores que determinam se uma mensagem realmente

alcanca o destinatario, ultrapassando filtros de spam e mantendo a reputaciao do remetente.

1.1 Contexto de desenvolvimento do estudo

O presente estudo baseia-se na andlise de dados e processos provenientes de uma empresa real
do setor de Software as a Service (SaaS). Esse modelo de negdcio consiste na oferta de solucoes
de software disponibilizadas via internet, geralmente mediante assinatura, dispensando instalacao
local. A organizacdo em questdo utiliza estratégias de Outbound Marketing, isto é, agdes de
prospeccao ativa nas quais a empresa inicia o contato com potenciais clientes, destacando-se o uso
de campanhas de email marketing como principal canal de comunica¢do. A empresa possui sedes
na Unido Europeia e nos Estados Unidos.

O trabalho foi desenvolvido ao longo de um estagio de seis meses, realizado no contexto de
um programa de duplo-diploma. Este programa integra a formagdo da Escola Politécnica da
Universidade de Sido Paulo (POLI-USP) com a Ecole des Mines de Saint-Etienne e o Master 2 em
Data Science et Management de I’ Innovation da Université Jean Monnet, na Franca.

Por motivos de confidencialidade, o nome da organizacdo, bem como parte dos dados utilizados
neste estudo, foram anonimizados. Ainda assim, a descricdo metodoldgica reflete com precisdo o

fluxo operacional adotado.
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1.1.1 Definicao de ICPs

A empresa conta com uma infraestrutura robusta, composta por diversas ferramentas tecnol6-
gicas e uma equipe dedicada a gestdo das atividades de prospeccdo. Esse processo inicia-se pela
defini¢do dos chamados Ideal Customer Profiles (ICPs), isto €, os perfis de clientes com maior
probabilidade de se interessar ou se beneficiar do produto oferecido. A definicdo dos ICPs é
conduzida pelo departamento executivo de Marketing, responsdvel por determinar o publico-alvo

que receberd os esforcos de divulgacao e contato.

1.1.2 Geracao de contatos (leads)

Ap6s a especificacdo dos ICPs, inicia-se uma etapa especializada de coleta e pré-processamento
de potenciais clientes, realizada por meio de técnicas de web scraping. O web scraping consiste na
extragao automatizada de informagdes disponiveis publicamente na internet. Nessa etapa, utilizam-
se ferramentas como Serper e Apollo, ambas acessadas por meio de APIs e integradas a scripts
desenvolvidos em Python. Tais ferramentas funcionam como interfaces de consulta a mecanismos
de busca, por exemplo, buscadores amplamente utilizados na web, permitindo identificar dominios,
metadados e informacgdes de contato vinculadas aos perfis previamente definidos.

A partir da combinagdo de palavras-chave relacionadas aos ICPs, essas ferramentas executam
buscas em larga escala, resultando em uma lista de empresas e individuos que potencialmente
se enquadram no perfil desejado. Em seguida, os dados sdo submetidos a um processo abrangente

de validacao e enriquecimento, que envolve:

* verificacdo da elegibilidade dos contatos para comunicacdo por email;
* confirmacdo da correspondéncia ao ICP;
* identificagdo e remocao de registros duplicados;

* complementacdo das informacdes essenciais, tais como nome do contato, email, empresa,
pais da empresa, pais do contato, porte da empresa e segmento de mercado, em conformidade

com legislacdes de dados locais.

Além disso, todos os enderecos de email passam por uma etapa de verificacdo de existéncia
e validade, com o objetivo de reduzir a taxa de retornos (bounce rate) e assegurar que as mensa-
gens enviadas tenham alta probabilidade de entrega bem-sucedida. Tal processo costuma gerar

centenas de milhares de novos contatos mensalmente.
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1.1.3 Manutencao de infraestrutura

Paralelamente as etapas de prospecc¢ao e coleta de leads, hd um trabalho extensivo de manutengao
da infraestrutura de email marketing, fundamental para viabilizar a comunicagdo com os contatos
identificados. O objetivo central dessa infraestrutura é maximizar a taxa de entrega das
mensagens enviadas, garantindo que os emails cheguem efetivamente a caixa de entrada dos
destinatarios. Em contextos de disparo massivo de mensagens, essa preocupagao torna-se ainda
mais relevante.

Os provedores de servigcos de email, conhecidos como Infernet Service Providers (ISPs) - dentre
os quais se destacam plataformas amplamente utilizadas, como Gmail e Outlook - monitoram con-
tinuamente o comportamento das contas responsaveis pelo envio de mensagens. Quando padrdes
de envio em grande escala sao detectados, existe a possibilidade de que essas contas sejam classi-
ficadas como geradoras de spam. Como consequéncia, o ISP pode incluir tanto as contas quanto
os dominios utilizados em listas de bloqueio (blacklists), impedindo que as mensagens enviadas
cheguem aos seus destinatdrios.

Com o intuito de mitigar esse problema, a empresa adota a pratica de adquirir multiplos dominios,
sem associagdo direta ao dominio institucional principal. Essa estratégia visa evitar que atividades
de prospeccao impactem negativamente setores essenciais da companhia, como a diretoria executiva
e a equipe de vendas, cujas contas de email ndo podem ser comprometidas. Assim, centenas de
novos dominios sao adquiridos e atualizados mensalmente.

Cada dominio abriga de duas a cinco caixas de email, e cada caixa € vinculada a uma persona,
isto €, um agente de vendas ficticio criado especificamente para fins de comunicagdo. Essas caixas
de entrada realizam um volume controlado de envios didrios, geralmente entre 10 e 20 mensagens,
de modo a simular o comportamento tipico de um usuario humano e reduzir a probabilidade
de bloqueio automatico pelos ISPs.

Para aumentar a variabilidade e reduzir riscos de detec¢do automatica, os dominios sdo compra-
dos de diferentes provedores especializados (como GoDaddy, Porkbun, Gandi e Name). As caixas
de email sdo configuradas utilizando diversos servigos de hospedagem e gerenciamento de inboxes
(como Cheaplnboxes, PremiumInboxes, ScaledMail e ZapMail), sendo operadas em multiplos tipos
de servidores de email, incluindo servidores SMTP proéprios e provedores amplamente utilizados,
como Gmail e Outlook.

A infraestrutura deve ser monitorada continuamente por meio de verificacdes de saide das contas
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e dos dominios. Quando uma inbox ou dominio apresenta sinais de bloqueio, queda de reputacao
ou qualquer outro problema técnico, deve ser prontamente desativada e substituida, garantindo a
continuidade das operacoes.

No total, sdo gerenciadas milhares de caixas de email, cada uma com custo aproximado de
cinco ddlares por més. Isso torna o sistema financeiramente relevante, exigindo controle rigoroso
de dados para permitir tomada de decisdo agil. A complexidade operacional aumenta devido a
heterogeneidade dos padroes de configuracao e envio associados a cada conta, refor¢cando a

necessidade de uma gestao estruturada da infraestrutura.

1.1.4 Disparo de mensagens

O envio das mensagens € realizado por meio de plataformas especializadas em Outbound
Marketing(mail sequencers), tais como EmailBison, Smartlead e Instantly. Essas ferramentas sao
projetadas para gerenciar altos volumes de comunica¢do e permitem a automacao do fluxo de
envio, bem como o acompanhamento de métricas de desempenho. Nesses sistemas, 0s contatos
precisam ser atualizados de forma continua e atribuidos a campanhas especificas, de acordo com
suas caracteristicas e estdgio no processo de prospecgao.

As campanhas consistem em sequéncias organizadas de mensagens destinadas aos contatos,
estruturadas conforme o perfil do publico e os objetivos do processo de prospeccao. Cada
campanha define ndo apenas o contetddo textual das mensagens, mas também a ordem e o intervalo
entre os envios. A configuracdo das mensagens € especialmente relevante, uma vez que diversos
elementos influenciam tanto a taxa de entrega quanto a taxa de resposta.

Determinadas escolhas lexicais, por exemplo, podem aumentar o risco de que provedores de
email identifiquem o conteido como spam, sobretudo em um contexto de disparo massivo. Além

disso, a performance das campanhas pode ser afetada por varidveis como:

selecdo de palavras-chave;

uso de call to actions (CTAs), isto €, instrucdes que orientam o destinatdrio a realizar uma

acdo especifica;
* clareza e persuasiao das mensagens ao longo da sequéncia;

 presenca ou auséncia de links externos;
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¢ inclusdo de anexos ou documentos;
¢ extensao e formalidade do texto;

¢ coeréncia com o ICP definido.

Assim, a elaboracdo e o gerenciamento das campanhas constituem etapas estratégicas, nas
quais multiplas varidveis interagem e influenciam diretamente os resultados de conversao, isto €, a

transformacao de um contato em um cliente potencial ou efetivo.

1.1.5 Gestao de respostas

Apbs o disparo das mensagens e sua efetiva entrega aos destinatdrios, uma parcela desses
contatos - cuja maximizaciao constitui um dos principais objetivos do processo - responde ao
email manifestando interesse ou desinteresse na oferta apresentada. A gestdo dessas respostas €
conduzida por uma equipe especializada composta por Sales Development Representatives (SDRs).
Os SDRs sdo profissionais responsaveis pela triagem inicial de potenciais clientes, atuando na
interface entre as acoes de marketing e o processo comercial.

Cabe a essa equipe acessar todas as respostas recebidas nas caixas de entrada vinculadas as
milhares de contas de email e fornecer, de forma &gil, respostas personalizadas de acordo com
o contetido manifestado pelo contato. Essa personalizacdo ¢ fundamental para estabelecer uma
comunicacao eficiente, aumentar o engajamento e conduzir o potencial cliente ao proximo estigio
do funil de vendas.

Além disso, os SDRs devem manter controle rigoroso sobre informacoes de conversao,
registrando dados como nivel de interesse, necessidades especificas mencionadas pelo contato,
histdrico de interagdes e encaminhamentos necessarios ao time de vendas. Essa etapa, portanto,
desempenha papel central na continuidade do processo de prospeccao, garantindo que os contatos

qualificados avancem adequadamente para as fases subsequentes do ciclo comercial.

1.1.6 Verificacao de resultados

As ferramentas utilizadas ao longo do processo de prospecc¢ao - incluindo tanto as plataformas
principais quanto solu¢cdes complementares para monitoramento da infraestrutura, como verifica-

dores de listas de bloqueio (blacklist checkers), ferramentas de avaliacdo da saide de dominios e
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simuladores de troca de emails - geram um conjunto significativo de informacoes sobre a per-
formance da operacido. Além disso, os dados provenientes das interacdes realizadas pelos Sales
Development Representatives (SDRs) também contribuem para ampliar o volume de informacdes
disponiveis.

Entretanto, quando analisados de forma isolada, esses dados apresentam utilidade limitada para
a compreensdao das causas subjacentes aos problemas operacionais e para a tomada de decisdes
estratégicas. A fragmentaciao das informacoes dificulta a construcao de diagnésticos precisos
e impede a identificacido de relacoes entre variaveis criticas.

A titulo de exemplo, a plataforma de disparo de mensagens fornece a taxa de bounce (ou taxa
de rebote), indicador que representa a propor¢do de mensagens bloqueadas antes de chegar ao
destinatario. Embora esse dado aponte a existéncia de problemas de entrega, ele nio esclarece sua
origem. Nao é possivel determinar, com base exclusivamente na taxa de bounce, se os bloqueios

estdo associados a:

¢ um destinatario nao existente;

* uma caixa de email especifica;

* um provedor de inbox particular;

* um dominio com reputagdo comprometida;

e caracteristicas da prépria campanha (vocabuldrio utilizado, presenca de links, estrutura das

mensagens, entre outros).

Essa falta de visibilidade torna mais complexa a identificacdo de falhas e a escolha de a¢des
corretivas, especialmente em um contexto caracterizado por grande volume de envios, multiplas

ferramentas, diversidade de infraestrutura e alto grau de variabilidade operacional.

1.1.7 Sintese genérica do processo de email marketing

Apesar das particularidades da organizagdo utilizada como referéncia, um processo de Email
Marketing massivo em contexto de Outbound Marketing pode ser representado, de forma genérica,
pela Tabela [I A tabela sintetiza as principais etapas, a ordem sequencial em que ocorrem, 0s

processos envolvidos, as ferramentas utilizadas e os indicadores monitorados ao longo da operagao.
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Etapa Seq. | Processo Ferramentas Indicadores Observados
Defini¢do do Ideal
) Customer Profile Equipe de Marketing; )
Definicao ) Aderéncia ao ICP;
1 (ICP)e ferramentas internas de )
de ICPs ) qualidade do mercado-alvo.
segmentagdo do andlise.
publico-alvo.
Web scraping, ) ]
Validade de emails;
Coletae coleta de contatos,
) APIs de busca; completude dos dados;
Tratamento 2 validacdo e .
) ) scripts Python. volume de leads;
de Leads enriquecimento )
taxa de deduplicagdo.
dos dados.
Aquisi¢ao de dominios, ) Sadde de dominios;
] ) Base de dados interna;
criagio de inboxes, o reputacdo de IP;
] provedores de dominios; i ]
Manutencio simulagdo de ) bloqueios; custos mensais;
3 provedores de inboxes; ] ]
da Infraestrutura comportamento humano volume de envios por inbox;
) checkers de reputacio e )
e monitoramento da ] qualidade dos provedores;
blacklists. )
reputacao. idade do setup; provedor ISP.
Taxa de bounce;
Desenvolvimento taxa de spam;
Criagdo e das sequéncias de ) taxa de abertura;
Ferramentas de disparo
Gestdo de 4 mensagens ) . taxa de resposta;
o (sequenciadores de email) |
Campanhas e atribuicdo dos impacto de CTAs,
leads as campanhas. links; personas, horarios
de envio e palavras-chave.
Triagem das respostas, Taxa de conversio;
Gestao das 5 personalizagdo dos Inboxes operacionais; tempo de resposta;
Respostas retornos e qualificagio CRM. nivel de interesse;
de contatos. avanco no funil.
) Analise consolidada dos Dashboards internos; Diagndstico de causa raiz;
Monitoramento o o ) ]
6 indicadores para auxiliar a | checkers de reputacio; impacto por dominio,
Integrado

tomada de decisao.

relatérios das plataformas.

inbox ou campanha.

Tabela 1: Sintese genérica do processo de Email Marketing. Fonte: elaborado pela autora baseado em
(BRUGGEMANN et al., 2014)
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1.2 Definicao do problema

A defini¢cdo do problema central deste estudo decorre, portanto, da crescente complexidade
da gestao de campanhas de Marketing Outbound - especialmente o Email Marketing - em
ambientes corporativos que operam com alto volume de dados e miltiplas variaveis técnicas.
As métricas tradicionais, como taxa de abertura, taxa de cliques e conversdo, embora ainda uteis,
jé ndo sado suficientes para sustentar uma estratégia eficiente. Problemas recorrentes de entregabi-
lidade (deliverability), rebotes (bounces), reputagao de IPs e desequilibrio na alocacdo de contas e
campanhas exigem solucdes mais robustas e preditivas.

Assim, o problema de pesquisa pode ser formalizado como uma lacuna entre a crescente
disponibilidade de dados sobre campanhas de marketing e a limitada capacidade analitica
das empresas em transformar esses dados em decisdes operacionais e estratégicas. Embora
as ferramentas de automacdo de marketing coletem uma quantidade massiva de informacoes, a
auséncia de integracdo sistémica e de inteligéncia analitica impede que essas informagdes sejam
convertidas em valor. Além disso, a natureza dindmica das regras de entregabilidade impostas por
provedores de e-mail torna o problema ainda mais complexo, exigindo abordagens adaptativas e
automatizadas.

Dessa forma, o presente trabalho propde explorar como as técnicas modernas da ciéncia de
dados, em especial o0 Machine Learning, os Large Language Models (LLM), a engenharia de
dados e a visualizacido, podem ser aplicadas para otimizar os processos de marketing outbound
e repensar as estratégias de entregabilidade e gestao de campanhas. O objetivo é desenvolver
um arcabougo técnico e conceitual capaz de centralizar dados, identificar varidveis determinantes,

automatizar fluxos e aprimorar a eficiéncia operacional e estratégica das campanhas.

1.3 Abordagem utilizada

Para responder a essa questdo, o trabalho foi estruturado em etapas complementares. Primeira-
mente, foi construida uma base de dados centralizada em PostgreSQL, alimentada por integracdes
via API e scripts em Python, para consolidar informacdes de desempenho antes dispersas em dife-
rentes fontes. Em seguida, foram aplicados modelos supervisionados de Machine Learning, como
arvores de decisao, para identificar os fatores mais determinantes na entregabilidade. A partir desses
resultados, foi desenvolvido um sistema de pontuagdo (scoring system) para avaliar a qualidade das

contas. Na sequéncia, foram criados dashboards interativos, possibilitando o monitoramento em
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tempo real da infraestrutura e das campanhas. Por fim, foi desenvolvida uma aplicacido baseada
em LLM, capaz de centralizar respostas de leads e redistribui-las automaticamente, aumentando a
eficiéncia operacional e a equidade na gestdo de oportunidades comerciais.

A estrutura deste trabalho reflete a articulacao entre fundamentos tedricos e aplicacao pra-
tica. A primeira parte apresenta o quadro conceitual e metodolégico, com uma revisao sobre
Outbound Marketing, ciéncia de dados e aplicagdes de inteligéncia artificial em marketing. A
segunda parte descreve a implementagdo pratica realizada, abrangendo aspectos de engenharia de
dados, modelagem, visualizacdo e uso de LLM. A terceira parte discute os resultados alcancados,
os limites identificados e as perspectivas futuras para a otimizacdo do Outbound Marketing com
base em dados.

Assim, este trabalho de formatura busca nao apenas apresentar solugdes técnicas desenvolvidas,
mas também fomentar uma reflexdo mais ampla sobre o papel da ciéncia de dados e da inteligéncia

artificial na transformacao das estratégias de marketing digital.
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2 Revisao da Literatura

Esta se¢@o apresenta os conceitos fundamentais e os referenciais tedricos que sustentam a analise

e a otimizagao dos processos de Marketing Outbound baseados em dados.

2.1 Conceitos principais do marketing outbound

O marketing outbound, frequentemente chamado de marketing tradicional ou interruptivo, ¢ uma
estratégia proativa na qual uma empresa inicia a conversa e difunde sua mensagem a um publico
amplo, na esperanca de alcancar clientes potenciais dentro dessa rede extensa. Diferentemente
do marketing inbound, que atrai clientes por meio de conteido de valor, o marketing outbound
baseia-se no alcance direto dos consumidores através de diversos canais, independentemente de
terem manifestado interesse ou ndao (NIEMINEN, 2017)).

As principais estratégias de marketing outbound englobam um conjunto de préticas voltadas

para a difusdo em massa. Entre elas, destaca-se o marketing por e-mail — a difusao de comunicacdes

comerciais para grupos de usudrios por meio do correio eletrdnico (BAWN; NATH, 2014) — devido
a sua alta eficdcia na geracdo de receita (GOPAL; TRIPATHI; WALTER| 2006). Para que uma

campanha de e-mail marketing tenha sucesso dentro do modelo AIDA, é essencial dominar conceitos

técnicos criticos que garantam que a mensagem chegue de fato ao destinatdrio e consiga engaji-lo

| Openrate || | |Click-through rate| | Conversion rate |

na etapa de Atencao.

| Retention rate |

e

Figura 1: Representacdo gréfica do quadro conceitual geral mostrando as diferentes etapas do modelo AIDA
(LORENTE-PARAMO; HERNANDEZ-GARCIA; CHAPARRO-PELAEZ, 2021)




23

2.2 Caracteristicas-chave para a entregabilidade

A Deliverability (ou entregabilidade) constitui o alicerce técnico de todo o processo de Out-
bound Marketing. Embora frequentemente confundida com a "taxa de entrega"(que mede apenas se
o e-mail foi aceito pelo servidor de destino), a entregabilidade refere-se estritamente a capacidade
de uma mensagem chegar a caixa de entrada (inbox) do destinatario, evitando a pasta de spam ou
o lixo eletronico. Este conceito engloba um conjunto complexo de validag¢des técnicas, reputagcdo e
engajamento que determinam se os provedores de servico de e-mail (ISPs - Internet Service Pro-
viders, como Gmail, Outlook, Yahoo) considerardo a mensagem legitima e relevante (CHAFFEY;
ELLIS-CHADWICK. 2019).

Os fatores criticos que governam a equacgdo da entregabilidade sdo detalhados a seguir:

* Bounces (Rebotes): Representam as mensagens rejeitadas pelo servidor do destinatdrio. A
gestdo de bounces € vital para a higiene da lista de contatos. Eles sdo classificados em duas

categorias:

— Hard Bounces: Falhas permanentes decorrentes de enderecos de e-mail inexistentes ou

dominios invélidos. Indicam dados desatualizados ou de baixa qualidade.

— Soft Bounces: Falhas tempordrias, causadas por problemas momentineos, como caixa

de entrada cheia ou servidor fora do ar.

Uma taxa elevada de hard bounces € interpretada pelos ISPs como um sinal de "listas

compradas”ou falta de manutenc¢do, penalizando severamente a reputa¢ao do remetente.

* Spam Rate (Taxa de Reclamacio de Spam): Refere-se ao percentual de destinatirios
que sinalizam manualmente um e-mail como indesejado. Esta é a métrica de reputacio
mais sensivel; mesmo taxas baixas (frequentemente acima de 0,1% a 0,3% dependendo do
provedor) podem resultar no bloqueio sistematico do dominio ou IP, impedindo totalmente a

fase de Atencdo do modelo AIDA.

* Infraestrutura e Protocolos de Autenticacdo: A legitimidade técnica do envio € garantida
por trés protocolos fundamentais que funcionam em conjunto para prevenir falsificacao de

identidade (spoofing) e garantir a integridade da mensagem:

— SPF (Sender Policy Framework): Um registro DNS que lista quais enderecos IP estao

autorizados a enviar e-mails em nome de um dominio especifico.
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— DKIM (DomainKeys Identified Mail): Adiciona uma assinatura criptografica digital
as mensagens, permitindo que o servidor de destino verifique se o e-mail foi, de fato,

enviado pelo proprietdrio do dominio e se seu contetido ndo foi alterado no transito.

— DMARC (Domain-based Message Authentication, Reporting & Conformance): Uma
politica de governanga que utiliza o SPF e o DKIM. O DMARC instrui o servidor
de destino sobre como proceder caso um e-mail falhe na autenticagc@o (ex: rejeitar a

mensagem ou marcd-la como spam) e fornece relatérios de feedback ao remetente.

* Reputacao do Endereco IP e Aquecimento (Warm-up): O endereco IP do servidor de envio
carrega um historico de comportamento. IPs novos ("frios") ndo possuem histérico de confi-
anga e, portanto, devem passar por um processo de warm-up - o aumento gradual do volume
de envios didrios - para construir reputacao positiva junto aos ISPs. IPs dedicados oferecem
controle total sobre essa reputacdo, enquanto IPs compartilhados sujeitam o remetente ao
comportamento de outros usudrios do mesmo servidor. A ma gestdo deste ativo pode levar a

inclusdo do IP em Blacklists (listas negras) globais.

Portanto, o dominio desses conceitos técnicos ndo € apenas uma questdo operacional de TI,
mas uma condic@o fundamental para a eficdcia da estratégia de marketing. Sem uma infraestrutura
autenticada e uma reputacao sélida, a barreira técnica impede que o processo de persuasdo avance
para as etapas seguintes de Interesse, Desejo e A¢do (LORENTE-PARAMO; HERNANDEZ-
GARCIA; CHAPARRO-PELAEZ, 2021).

2.3 Big Data, sua importancia para o e-mail marketing e quadro de estrutu-
racao

O termo Big Data refere-se a conjuntos de dados extremamente volumosos e complexos que
ultrapassam a capacidade dos métodos tradicionais de processamento. Embora o conceito seja
frequentemente resumido pelos “3V” - Volume, Velocidade e Variedade (ZIKOPOULOS; EATON,
2011) - sua defini¢cdo vai além da simples dimensdo dos dados. O volume diz respeito a quantidade
massiva de dados gerados. A velocidade refere-se a rapidez com que esses dados sdo criados e
processados, muitas vezes em tempo real. A variedade corresponde aos diferentes formatos de
dados, que vao de estruturados (bases de dados) a ndo estruturados (textos, e-mails, imagens)

(CHEN; MAO; LIU, 2014).
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Complementando essa visdo, € possivel expandir tal conceito para incluir outras dimensoes
(CABRAL NETTO; LAURINDO, [2015)), sendo duas delas cruciais para a andlise de marketing:
Veracidade (a necessidade de garantir a confiabilidade e qualidade dos dados) e, de forma mais
critica, Valor. O Valor € o objetivo final de qualquer projeto de Big Data, focando na extracdo de
insights aciondveis que permitam a reestruturacao de estratégias e a otimizagao de processos, sendo
esta a principal prioridade do presente estudo.

O e-mail marketing, como um dos pilares do marketing digital, gera uma quantidade massiva
de dados a cada campanha. A andlise desses dados com técnicas de Big Data deixou de ser um luxo
para se tornar uma necessidade competitiva (BAYOUDE; OUNACER; AZZOUAZI, 2023). Essa

importancia se manifesta em varias areas:

* Personalizacdo avancada: Com base na andlise de dados histéricos e comportamentais (taxa
de abertura, cliques, compras), os profissionais de marketing podem segmentar o publico
com precisdo inédita e personalizar conteido, hordrio de envio e ofertas para cada segmento,

aumentando o engajamento e a conversao (CHINTAGUNTA; HANSSENS; HAUSER, [s.d.).

* Previsao de desempenho: O Big Data possibilita o uso de modelos preditivos (regressao,
classificagdo, clustering) para antecipar os resultados das campanhas, como taxa de abertura,
taxa de cliques ou taxa de conversdao, mesmo antes do envio. Isso permite otimizar estratégias

de forma proativa (ADVERTISING, 2023)).

* Melhoria da entregabilidade: Ao analisar em tempo real dados sobre rebotes, reclamacoes
de spam e descadastramentos, as empresas conseguem identificar problemas que afetam a
reputagdao do remetente e adotar medidas corretivas para garantir que os e-mails cheguem a

caixa de entrada principal (DODERGNY; LASFARGUES, 2012).

A implementac¢do de uma estratégia de e-mail marketing orientada por dados exige um qua-
dro estruturado para transformar dados brutos em decisdes. O quadro conceitual proposto por

(BAYOUDE; OUNACER; AZZOUAZI, 2023) se divide em trés etapas principais:

1. Coleta de Dados (Data Collection): Etapa fundamental de coleta de dados heterogéneos de
multiplas fontes, incluindo dados de plataformas de e-mailing, dados histéricos e dados em

tempo real.
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Analise de Dados (Data Analysis): Consiste em transformar os dados coletados em informa-
¢oes tteis, empregando técnicas como andlise preditiva, visualizacao de dados e aprendizado

de méquina.

. Resolucio de Problemas (Problem Solving): Etapana qual os insights sdo transformados em

acoes concretas para otimizar campanhas de e-mail marketing, como segmentacdo, automagao

e personalizagdo.

Data Collection

Emailing platforms, geolocation, open rate, click
rate, conversion rate, purchase, opening time etc.

1bs oN
aonpar depy
doopey
mke] eep dig
%

Data Analysis

Visualization

v
Predictive analytics

Machine Learning

Problem solving

Subscribers targeting and retargeting

Automation of email marketing campaign

Personnalization of email content

Increasing click, open, purchase and conversion rates

Limitations of unsubscriptions

Increase of reputation and deliveribility

Figura 2: Um quadro conceitual para um e-mail marketing eficaz (BAYOUDE; OUNACER; AZZOUAZIL,

2023)
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2.4 Aprendizado de maquina (machine learning)

No ecossistema de dados descrito, o Machine Learning (ML), ou aprendizado de mdquina,
surge como a principal ferramenta de Data Mining e processamento analitico. O ML € um
ramo da inteligéncia artificial (IA) que se concentra no desenvolvimento de algoritmos e modelos
que permitem que computadores aprendam a partir de dados. Em vez de serem explicitamente
programadas para realizar uma tarefa, as mdquinas sdo treinadas em dados para identificar padroes
e fazer previsdes ou decisdes com base nesses aprendizados (MIT), 2023)).

As técnicas de aprendizado de mdquina geralmente se dividem em duas categorias principais:
métodos supervisionados e ndo supervisionados. Nos supervisionados, o modelo € treinado com um
conjunto de dados rotulados, onde cada exemplo inclui a resposta correta, permitindo ao modelo
aprender relacdes especificas entre varidveis de entrada e a varidvel alvo. J4 os métodos nao
supervisionados funcionam com dados ndo rotulados, cabendo ao algoritmo identificar estruturas

ocultas nos dados, como no caso do clustering.

2.4.1 Modelos supervisionados

No dominio do aprendizado de mdquina supervisionado, certas técnicas e algoritmos se dis-
tinguem por sua eficiéncia em produzir previsdes precisas a partir de dados rotulados. Entre
esses métodos, o Random Forest e 0 XGBoost sao amplamente utilizados por seu desempenho
e sua capacidade de interpretar os modelos através da importdncia das caracteristicas (Feature
Importance).

O Random Forest ¢ uma técnica de conjunto (ensemble) que combina multiplos arvores de
decisdo para melhorar a precisao preditiva e a estabilidade dos modelos. Em uma abordagem super-
visionada, o Random Forest cria vérias drvores de decisdo independentes, cada uma treinada em um
subconjunto diferente dos dados de treinamento, utilizando uma selecdo aleatéria de caracteristicas
para cada drvore. As previsdes sdo entdo agregadas, seja por voto majoritdrio para classificacoes,
seja por média para regressoes. Este processo reduz os riscos de sobreajuste (overfitting) € aumenta
a robustez do modelo, minimizando a variancia das previsoes.

O XGBoost (eXtreme Gradient Boosting) € outra técnica de conjunto, mas opera por boosting
em vez de bagging como o Random Forest. O boosting consiste em construir uma série de arvores
de decisdo sucessivas, onde cada nova drvore corrige os erros cometidos pela anterior. O XGBoost

utiliza gradientes para minimizar uma funcao de perda de forma iterativa, sendo conhecido por sua
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rapidez e eficicia em competi¢des de ciéncia de dados. Ao otimizar cada drvore sequencialmente e
considerar os erros precedentes, o XGBoost permite obter modelos de alta precisdo em um contexto
supervisionado. E amplamente reconhecido por sua velocidade e eficicia (RAMALLI, 2022).

A importancia da caracteristica (Feature Importance) é¢ um conceito chave nestas abordagens.
Ela permite identificar quais varidveis ou atributos do conjunto de dados t€ém o maior impacto nas
previsdes do modelo, fornecendo insights criticos para a tomada de decisdo. No caso do Random
Forest, a importancia € calculada medindo-se a reducdo média da impureza toda vez que uma
caracteristica € utilizada para dividir um n6 da drvore. Para o XGBoost, a importincia € determinada
pela reducao média do erro ou da perda quando cada caracteristica € selecionada nas arvores.

A validacdo de um modelo preditivo € uma etapa crucial no seu desenvolvimento. Ela consiste
em comparar as previsoes geradas pelo modelo com os dados experimentais ou de referéncia,
a fim de medir sua precisdo e confiabilidade. Este processo de validacdo permite quantificar a
acurdcia do modelo, avaliando seu comportamento em dados reais e garantindo que o modelo seja
capaz de produzir previsoes robustas e aplicaveis em contextos variados. Uma validacdo rigorosa é
essencial para evitar vieses e erros, € para orientar os ajustes necessarios no modelo, contribuindo
para a melhoria continua de suas performances (RAMALLI, 2022). As definicdes de alguns dos

indicadores utilizados para a validacao do modelo de classificacdo sdo apresentadas a seguir.

* True Positive Rate (TPR): Taxa de verdadeiros positivos (ou sensibilidade).

TP

TPR = ——————
TP + FN
onde:

— TP € o ndmero de verdadeiros positivos (True Positives);

— FN € o nimero de falsos negativos (False Negatives).

* False Positive Rate (FPR): Taxa de falsos positivos.

FP

FPR = ———
FP + TN

onde:

— FP € o niimero de falsos positivos (False Positives);



PR (Sensitivity)

— TN € o nimero de verdadeiros negativos (True Negatives).
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* A Curva ROC (Receiver Operating Characteristic) ¢ um grafico que ilustra a performance

de um modelo de classificacdo bindria. Ela relaciona o True Positive Rate (eixo y) e o False

Positive Rate (eixo x) para diferentes limiares de decisao aplicados as probabilidades geradas

pelo modelo. Um modelo ideal possui uma Curva ROC mais proxima do canto superior

esquerdo, indicando um alto TPR com um baixo FPR.

¢ O AUC (Area Under the Curve) é a medida da area sob a curva ROC, utilizada como métrica

de performance do modelo. Valores de AUC préximos de 1 indicam uma capacidade de

classificacdo extremamente elevada, sendo 1 o ponto 6timo.
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Figura 3: Exposi¢ao da curva ROC e do AUC (ALDRAIMLI et al., [2020)

Métricas adicionais sdo utilizadas para avaliar a qualidade de um modelo de classificagdo, sendo

especialmente relevantes em cendrios de desequilibrio de classes (naidu2023review):

* Precisao (Precision): Mede a propor¢ao de previsdes positivas que foram realmente corretas.

Precisao =

TP

TP + FP
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* Recall (Sensibilidade): Mede a capacidade do modelo de encontrar todas as instancias

positivas reais.

TP

Recall = —————
TP + FN

¢ F1-Score: Média harmonica entre a Precisdo e o Recall.

Fl-Score = 2 x Precisao x Recall

Precisao + Recall

* Support (Suporte): Numero de ocorréncias reais de cada classe no conjunto de teste. Nao é

métrica de performance, mas um indicador importante para interpretar os resultados.

2.5 Inteligéncia artificial e LLM para o marketing

Um Modelo de Linguagem de Grande Escala (LLM - Large Language Model) € um tipo de
modelo de IA treinado em enormes volumes de dados textuais para compreender, gerar e prever
linguagem humana de forma coerente e contextual. Modelos como o GPT, da OpenAl, ou o LLaMA,
da Meta, sdo exemplos emblemdticos dessa tecnologia (BROWN; MANN; RYDER| 2020). Esta
capacidade se enquadra na definicdo de IA como "a ciéncia e engenharia de produzir mdquinas
inteligentes"(McCARTHY), |1956) e representa um pilar central no uso estratégico da TI (BORGES
et al.,2021)).

Seu funcionamento baseia-se na previsdao probabilistica: dado um prompt, o modelo estima a
palavra mais provavel seguinte. Treinados em grandes corpora textuais, os LLMs desenvolvem
compreensao de sintaxe, semantica e até capacidades de raciocinio basico (SHRIVASTAVA et al.,
2025).

No marketing, especialmente no e-mail marketing, os LLMs permitem ir muito além da simples
automacdo. Eles viabilizam personalizacdo profunda, enriquecimento estratégico dos dados e

qualificacdo automdtica de leads:

e Com base no histérico: O LLLM pode usar dados de compras anteriores, paginas visitadas e

interacoes passadas para personalizar a mensagem (FROOLIK, [2024).

* Com base no perfil: Integrando dados demograficos (cargo, setor, localiza¢do) ou infor-

macoes de CRM, o LLM adapta o tom, os argumentos e as ofertas (SHRIVASTAVA et al.,
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2025)).

Além disso, expandem sua atuagdo para interacdes em tempo real, como chatbots inteligentes
ou enriquecimento dindmico, em que dados coletados em conversas sdo automaticamente inseridos

em sistemas CRM e usados para disparar campanhas altamente direcionadas (FROOLIK] 2024).

2.5.1 Vibe coding e workflows de automacao

Pesquisas recentes mostram que a vantagem competitiva da IA em marketing estd na automacao,
personalizacdo e previsao de tendéncias (CHINTALAPATI; PANDEY,s.d.). Nesse contexto, o Vibe
Coding e os workflows de automagao emergem como ferramentas para reduzir barreiras técnicas e
democratizar o uso da IA por equipes ndo técnicas (SAYED, is.d.).

O Vibe Coding possibilita a criagdo de interfaces conversacionais para gerar c6digo e integracoes
sob medida. J4 os workflows de automac¢ao funcionam como o sistema nervoso da arquitetura de
dados, orquestrando coleta, limpeza, andlise com IA (como lead scoring ou predi¢do de churn)
e reinser¢ao dos resultados em sistemas operacionais para execu¢do de campanhas direcionadas

(CAMPBELL et al.,[2020; NAIR; GUPTA| s.d.). -

2.6 De dados a estratégia: o papel de BI, da gestao do conhecimento e da
inteligéncia competitiva

A infraestrutura de Big Data e as ferramentas de IA, por si s6, ndo garantem a otimizacao
de processos ou a reestruturacdo estratégica. Elas sdo componentes de um ecossistema maior de
gestdo da informacao e inteligéncia. Para conectar a capacidade técnica ao resultado de negécio, é
fundamental posicionar este estudo dentro dos conceitos de Gestao do Conhecimento e Inteligéncia

Competitiva.

2.6.1 Da hierarquia DIKW a gestao do conhecimento

A literatura estabelece uma hierarquia de abstracdo: Dados — Informa¢dao — Conhecimento
— Sabedoria (DIKW) (FAUCHER; EVERETT; LAWSON, [2008).

* Dados: Fatos brutos, objetivos, que representam eventos (ex: um cliente abriu um e-mail)

(LAUDON; LAUDON;, 2004).



32

* Informacao: Dados processados e contextualizados (ex: "A taxa de abertura da campanha
foi de 20%").

* Conhecimento: A "misturade experiéncia, valores, informacao contextual e insight"(LAUDON;

LAUDON,|2004) que permite interpretar a informacao (ex: "Nossa taxa de 20% & baixa para

este segmento porque o horario de envio estd desalinhado com sua rotina").

A gestao do conhecimento (GC) € a disciplina que foca na gestdo do capital intelectual da
empresa (humano, estrutural e externo) para criar vantagem competitiva. Ela gerencia a conversao
de conhecimento tacito (experiéncia e insights dos colaboradores) em explicito (documentado e
aciondvel, como um modelo de ML ou um insight em um dashboard) (NONAKA; TAKEUCHI,
1995).

2.6.2 Business Intelligence (BI) vs. Inteligéncia Competitiva (IC)

Neste trabalho, a distin¢ao entre Business Intelligence (BI) e Inteligéncia Competitiva (IC) é

crucial. Conforme delineado por (CABRAL NETTO; LAURINDO, [2015):

* Business Intelligence (BI): Refere-se ao conjunto de técnicas computacionais e aplicagdes
de TI (como Data Warehouse, Data Mining, OLAP, e os dashboards de visualiza¢do) para
coletar, armazenar e processar dados, com a finalidade de agilizar a tomada de decisdo. O BI

¢ a ferramenta.

+ Inteligéncia Competitiva (IC): E o processo estratégico e ético, focado no ambiente externo
(concorrentes, mercado) e interno, para "afetar decisdes e operagdes da empresa"(SCIP,
2007). A IC é uma abordagem holistica que combina Estratégia, Gestao do Conhecimento,

Monitoramento Ambiental e o proprio Bl (CABRAL NETTO; LAURINDO 2015).

Portanto, este estudo se posiciona na intersecao desses campos: a Engenharia de Dados e a
Visualizacao constroem a plataforma de Business Intelligence. Os modelos de Machine Learning
e LLM atuam como as ferramentas avancadas de Data Mining e processamento de conhecimento.
O objetivo final, otimizar processos e reestruturar estratégias de Marketing Outbound, € a aplicacdo

pratica da Inteligéncia Competitiva.
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3 Metodologia

A condugdo deste estudo seguiu uma abordagem estruturada e incremental, organizada em
etapas que integraram conceitos tedricos e praticas técnicas voltadas a andlise e a otimizacdo
do marketing outbound orientado a dados. O processo metodolégico foi planejado de forma a
assegurar consisténcia cientifica, reprodutibilidade e relevancia pratica para apoiar a inteligéncia
competitivano segmento. A pesquisa possui uma natureza mista, combinando métodos quantitativos

de modelagem de dados e métodos qualitativos de reestrutura¢io de processos.

3.1 Estrutura metodologica

A metodologia estd estruturada em cinco fases principais, que englobam desde a coleta e o
tratamento dos dados brutos até a entrega de uma proposta estratégica fundamentada, alinhando-se
ao ciclo de transformacdo de Dados em Conhecimento (DIKW) e culminando na aplicacao dos
principios de Inteligéncia Competitiva (IC) (CABRAL NETTO; LAURINDO, [2015).

As primeiras etapas (Fases 1 e 2) focam na base de dados: a Familiarizacao, Levantamento
de Requisitos e Engenharia de Dados inicia o entendimento e a preparacao dos dados brutos,
enquanto a Centralizacao e Modelagem de Dados (Data Warehouse) estabelece um repositorio
estruturado e confidvel, preparando o ambiente para andlises avancadas.

As etapas subsequentes (Fases 3, 4 € 5) concentram-se na extracdo de valor e na entrega de
insights estratégicos. A Fase 3, Aplicacao de Modelos Preditivos (Machine Learning), utiliza
algoritmos avancados para extrair padrdes e gerar previsdes. Em seguida, a Fase 4, Visualizacio e
Apoio a Decisao (Business Intelligence), transforma esses resultados analiticos em insights visuais
para auxiliar na tomada de decisdo. Por fim, a Fase 5 conclui o processo, visando a Otimizacao de
Processos com Modelos de Linguagem (LLMs) e Proposta Estratégica, integrando inovacdes

de IA para consolidar a recomendacdo final de valor para o negécio.
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ETAPAS METODOLOGICAS PARA A RESOLUCAO DO PROBLEMA

‘ o Familiarizacdo, L.evantamento de Requisitos e Engenharia de Dados

!

‘ o Centralizagdo e Modelagem de Dados (Data Warehouse)

!

o Aplicacdo de Modelos Preditivos (Machine Learning)

o Visualizacédo e Apoio a Decisdo (Business Intelligence)

o Otimizagdo de Processos com Modelos de Linguagem (LLMs) e Proposta Estratégica

Figura 4: Diagrama de etapas metodoldgicas. Fonte: elaborado pela autora.

3.2 Fase 1: familiarizacao, levantamento de requisitos e engenharia de dados

A primeira fase consistiu em um processo de imersao e andlise detalhada, essencial para mapear

a infraestrutura e os objetivos estratégicos da organizacao.

* Imersao no Contexto e Levantamento: Foram revisados materiais de treinamento, manuais
de operacao e realizadas entrevistas com gestores de marketing para compreender os fluxos de
trabalho (workflows) existentes, identificar gargalos operacionais e delinear as necessidades

da solugdo orientada a dados.

* Analise de APIs e Infraestrutura: A infraestrutura tecnoldgica foi detalhadamente inves-
tigada. Isso incluiu a andlise das documentacdes das APIs das plataformas utilizadas (ex:

sistemas de gestdao de campanhas, monitoramento de reputacdo de dominios), garantindo o
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entendimento das possibilidades técnicas de coleta, integracdo e manipulacdo de dados em

escala.
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Contact Verification

This section provides endpoints to manage and verify contact lists. It
includes functionalities for listing all contact lists, retrieving details of a
specific contact list, downloading completed contact lists, and
creating new contact verification requests.

Operations

GET /api/vl/contact-verification
POST /api/vi/contact-verification
GET /api/vl/contact-verification/show/{contact_list_uvuid}
GET /api/vl/contact-verification/download/{contact_list_ut

Show More

Blacklist Checks

This section provides endpoints to manage and perform blacklist
checks on domains and email accounts. It includes functionalities for
listing all blacklist checks for domains and email accounts, retrieving
details of a specific blacklist check, and creating new ad-hoc blacklist
checks.

Operations

GET /api/vi/blacklist-checks/donains

GET /api/vl/blacklist-checks/email-accounts
POST /api/v1/blacklist-checks/ad-hoc

GET /api/vl/blacklist-checks/{id}

3.3 Fase 2: centralizacao e modelagem de dados (data warehouse)

A etapa prética inicial focou na engenharia de dados para transformar dados heterogéneos em

uma fonte tnica e confidvel de informacao, conforme exigido pelo conceito de Veracidade do Big

Data (BORGES er al., 2021)).
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» Extracao, estruturacao e unificacido de dados: Foi desenvolvida uma base central em Post-
greSQL, hospedada em ambiente de nuvem, destinada a concentrar todas as informagdes
relevantes do projeto. Essa base atua como um Data Warehouse, servindo como reposi-
tério analitico principal para modelos preditivos e painéis de inteligéncia, além de permitir

consultas e andlises de maior complexidade.

* Integracao de dados: O repositério consolidado reuniu trés grandes grupos de informagdes

que anteriormente estavam distribuidos em sistemas distintos:

(i) Dados Operacionais de Envio: Informagdes sobre dominios, reputacdo de IPs, indi-

cadores de entrega (deliverability) e registros de falhas de envio (bounces).

(i) Indicadores de Campanhas: Volume de mensagens enviadas, engajamento, composi-

cao textual (titulos e palavras-chave) e varidveis de segmentacgao.

(iii) Informacoes de Leads: Caracteristicas setoriais, porte organizacional, localizagao

geogréfica e dados de identificagdo.

* Modelagem de dados: A modelagem foi utilizada para definir a estrutura 16gica do banco,
estabelecendo entidades, atributos e relacionamentos. Em sistemas relacionais, essa etapa é
essencial para manter a coeréncia e a integridade das informacdes, garantindo desempenho

adequado no consumo de dados por modelos analiticos e ferramentas de visualizagao.

* Pipeline de dados (ingestao, limpeza e padronizacao sistematica): A coleta e preparagio
continua dos dados foram organizadas por meio de um fluxo automatizado de processamento,
configurado como um Pipeline de Dados. Seguindo o paradigma de Extracdo, Transformagao
e Carga (ETL), esse pipeline sustenta a Engenharia de Dados ao assegurar padronizagao,

rastreabilidade e qualidade desde as fontes até o ambiente analitico final.

3.4 Fase 3: aplicacao de modelos preditivos (machine learning)

Com a base de dados robusta estabelecida, modelos de Machine Learning foram aplicados para

extrair insights preditivos e identificar as varidveis mais influentes no sucesso das campanhas.

* Pré-tratamento de dados e balanceamento de classes: Antes da modelagem, os dados

passaram por etapas de limpeza, padronizacdo e tratamento de inconsisténcias. Para lidar
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com a assimetria entre classes, foram aplicadas técnicas de balanceamento, assegurando que

os modelos recebessem um conjunto de treino representativo e adequado.

* Aplicacao do modelo Random Forest: Um dos modelos avaliados foi o Random Forest,
escolhido por sua robustez frente a ruido, capacidade de capturar interagdes entre variaveis
e menor risco de sobreajuste. A partir das multiplas arvores geradas, foi possivel analisar
padrdes de decisdo e observar relevancia relativa das varidveis para o problema de entregabi-

lidade.

* Aplicacao do modelo XGBoost: Também foi treinado o algoritmo XGBoost, amplamente

utilizado em problemas de classificacdo por combinar gradiente de refor¢o e regularizacao.

* Modelo de pontuacdo por penalidade para entregabilidade: Com base nos resultados
dos modelos e no comportamento das varidveis criticas, foi desenvolvido um sistema de
pontuagdo baseado em penalidades. Esse mecanismo atribui pontuacdes conforme a presenca
de fatores de risco associados a baixa entregabilidade, permitindo quantificar a qualidade da

infraestrutura de envio e orientar acdes corretivas de forma objetiva.

3.5 Fase 4: visualizacao e apoio a decisao (business intelligence)

Os resultados preditivos e as métricas de desempenho foram consolidados em uma camada
de business intelligence, garantindo que o conhecimento gerado fosse aciondvel e acessivel aos

gestores.

* Desenvolvimento de dashboards: Foram desenvolvidos dashboards interativos que apre-
sentam as informag¢des em tempo real, abrangendo dados sobre infraestrutura, performance

de campanhas e qualificacao de leads.

* Suporte a decisdo: Essa ferramenta de visualizacdo permitiu que a equipe de marketing
realizasse ajustes rapidos e proativos nas campanhas, redefinisse a alocacdo de recursos e
priorizasse acoes estratégicas com base em dados concretos, potencializando a Inteligéncia

Competitiva (CABRAL NETTO; LAURINDO, 2015).

* Integracao de scores: Os resultados do sistema de pontuagdo da Fase 3 foram integrados aos

painéis de BI, fornecendo um diagndstico imediato sobre a saide da infraestrutura de envio.
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3.6 Fase 5: otimizacao de processos com modelos de linguagem (LLMs) e

proposta estratégica

A fase final integrou a inteligéncia artificial generativa a automagao dos processos operacionais,

culminando na reestrutura¢do do workflow de prospeccao.

* Desenvolvimento de aplicacio com LLM: Foi desenvolvida uma aplicacdo que utiliza
Modelos de linguagem de grande escala (LLLM) para centralizar interacdes e automatizar a

redistribui¢io de tarefas e contatos para os colaboradores responsaveis.

* Otimizacao do fluxo de trabalho: Esta automacdo promoveu a aloca¢do mais equitativa
de novas oportunidades entre os colaboradores e aumentou a eficiéncia do fluxo de trabalho.
O uso do LLM abre caminho para a automagdo futura da qualificag@o de leads e a criacdo
de contetddo altamente personalizado (Vibe Coding), elevando a escalabilidade do Marketing

Outbound.
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4 Resultados

Esta secao descreve as principais etapas da aplicagdo dos conhecimentos adquiridos e as solugdes
implementadas, organizadas em subsecdes que seguem a estrutura metodoldgica adotada (Familia-
rizagdao, Modelagem de Dados, Machine Learning, Business Intelligence e Automag¢ao/LLLM). Cada
etapa representa uma contribuicao significativa para a otimizagdo da infraestrutura de marketing

outbound e para a melhoria da entregabilidade de e-mails.

4.1 Fase 1 e 2: centralizacao e modelagem de dados

As fases de familiarizacao e centralizacdo de dados resultaram na criacao de uma infraestrutura
robusta de engenharia de dados, essencial para andlises futuras. A etapa prdtica consistiu em
centralizar as informagdes criticas da infraestrutura de envio de e-mails, previamente dispersas em
multiplas plataformas.

Para isso, uma base de dados relacional hospedada em servidor na nuvem foi projetada e
implementada. Esta base funciona como um data warehouse central, integrada a um data lake
contendo dados histéricos brutos. A alimentacdo regular dessa arquitetura é automatizada por
scripts Python executados periodicamente para acessar as diferentes APIs.

As atividades realizadas incluiram:

* Extraciao de dados por meio das APIs das plataformas:

— Plataforma de gestao de campanhas de e-mail;
— Ferramenta de monitoramento da entregabilidade e do status das caixas de entrada;
— Plataformas de automacado de workflows.
« Unificacdo de dados histéricos: coleta e organizacdo de metadados de aquisi¢ao de contas

de e-mail (fornecedor, custo, data de criag¢do, configuracao inicial), previamente dispersos em

diversos arquivos ao longo dos anos;

* Modelagem da base de dados: criagcdo de tabelas relacionais que conectam e-mails, domi-

nios, fornecedores, campanhas e leads;

* Limpeza e padronizacao dos dados para garantir qualidade, consisténcia e confiabilidade

para andlises futuras.
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4.1.1 Extracao e estruturacio de dados

Esta fase consiste na identificacao, coleta e organizagdo de dados relevantes sobre a performance

do processo. A Tabela abaixo sumariza os principais tipos de dados, as informacdes especificas

coletadas, as ferramentas de onde sdo originados e o método de extragdo empregado.

Tipo de Dado Dados Coletados Ferramenta Fornecedora | Método de Extracio
Limite de mensagens/dia; Bounce
Performance da
C de E . rate; Taxa de respostas; Taxa de res-
onta de E-mai .
postas interessadas; Open Rate; Sta- Mail Sequencer APL
tus de conexdo
Nimero de mensagens enviadas; Ferramenta de
Monitoramento .
Niimero de bounces por provedor Monitoramento
Anti-Spam (En- o API
. ISP; Mensagens identificadas como de
tregabilidade) .
SPAM por provedor ISP Entregabilidade
Provedor ISP do remetente; En-
) Ferramenta de
Infraestrutura e | dereco IP do dominio; Reputacdo )
Monitoramento
Reputacio de | do Nameserver; Contagem de blac- q API
e
Dominio klists; Configuracoes MX, SPF e .
Entregabilidade
DKIM Records
ID; Mensagens da sequéncia; Pa-
lavras utilizadas; Dados de Setup;
Performance da )
Nimero de mensagens enviadas/- Mail Sequencer API
Campanha )
dia; Bounce rate; Open rate; Leads
associados; Taxas de respostas
ID; Provedor ISP do destinatario;
Dados do Lead | Empresa; Dominio; Titulo; Conta-
Contatado gem de mensagens enviadas; Boun- Mail Sequencer AP
ces e respostas
ID; Campanha; Lead; Caixa de e-
Registro da )
mail; Natureza da mensagem (res- Fluxo de API / Or-
Mensagem ]
. . posta, envio, bounce, resposta auto- Orquestragdo questrador
(Historico) )
matica)
Dados Provedor/Data/Custo mensal do do-
) ) ) Base de Dados
Histoéricos de minio e da caixa de e-mail; Palavras Manual
) ) Interna
Compra no dominio; Persona associada

Tabela 2: Tipos de Dados Coletados, Fontes e Métodos de Extracdo. Fonte

: elaborado pela autora.
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A extragdo dos dados € majoritariamente realizada via Interface de Programacao de Apli-
cacoes (API) das ferramentas fornecedoras. Uma API € um conjunto de regras e protocolos que
permite que diferentes aplicacdes de software se comuniquem entre si, de forma segura e padroni-
zada, solicitando e recebendo dados.

Dado o volume e a granularidade das informagdes necessdrias para a otimizagao preditiva (em
milhares de mensagens, leads e eventos), a atualizacdo manual destes dados se torna absolutamente
onerosa e inviavel. Portanto, a extracdo sistematizada é mandatdria, sendo realizada por meio
de orquestradores ou workflows. Estes sdo sistemas de software que gerenciam e automatizam
sequéncias complexas de tarefas e processos de dados. O orquestrador coordena o agendamento, a
execugdo, o monitoramento e o tratamento de falhas das chamadas de API, garantindo que os dados
sejam coletados de forma consistente e em tempo hébil.

Apos a extracdo, o relacionamento entre os diferentes tipos de dados (mensagem, caixa de
e-mail, campanha, lead, dominio e dados de compra) é consolidado pela estruturaciao de uma
base de dados relacional. Esta arquitetura ndo s6 armazena os dados brutos e histéricos, mas
também define chaves primdrias e estrangeiras que interligam de forma univoca cada mensagem a
sua respectiva caixa de e-mail, campanha, lead e dominio, permitindo a andlise completa do funil

de vendas, desde o primeiro contato até os dados de compra associados.

4.1.2 Unificacdo de dados historicos

A estruturagdo completa da base de dados nao se limita a performance operacional e aos dados
de leads, mas exige a integracdo dos dados histéricos de compra e gestdo de infraestrutura das
contas de e-mail e dominios.

Estes dados histdricos, por sua vez, devem ser concatenados a partir do histérico de compras
da empresa. Dependendo da governanca de dados desta, estas informacdes muitas vezes podem
estar dispersas ou perdidas em planilhas ou sistemas legados. Portanto, € uma boa pratica manter
o controle centralizado destas informacdes no momento da aquisi¢do de novas contas de e-mail e
dominios, garantindo a rastreabilidade e a integridade do ciclo de vida de cada ativo.

O conhecimento detalhado desses dados é de suma importancia para a gestao financeira
e operacional da infraestrutura de Mail Marketing. A rastreabilidade de custos, datas de
aquisicao e provedores permite uma gestao financeira precisa, evitando gastos desnecessarios com
ativos (dominios e caixas de e-mail) subutilizados ou com problemas cronicos. Mais criticamente,

estas informacdes precisam ser conhecidas para a desativacio / atualizacio rapida de contas
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de e-mail e para o manejo imediato de problemas de infraestrutura (como bloqueios de IP ou
blacklistings). Ao correlacionar uma baixa performance ou problema de entregabilidade com um
dominio especifico, € essencial saber: qual o provedor de registro, qual o custo mensal e qual a
persona associada, a fim de tomar decisOes rapidas e embasadas sobre a substitui¢do ou recuperagao
do ativo, minimizando o impacto nas campanhas.

A seguir, encontra-se um template para a estruturacao e armazenamento centralizado dos dados

histéricos, servindo como uma sugestao das informagdes essenciais a serem armazenadas:
* Provedor de Registro do Dominio
* Data de Aquisicio do Dominio
* Custo Mensal/Anual do Dominio
 Palavras-Chave Utilizadas no Dominio
* Persona Associada a Caixa de E-mail
* Provedor da Caixa de E-mail
* Data de Aquisicao da Caixa de E-mail
* Custo Mensal/Anual da Caixa de E-mail

* Provedor ISP da Caixa de E-mail (Provedor de Internet Service Provider primdrio) (Ex:

Google Workspace, Microsoft 365)

 Status da Conta (Ativa/Inativa/Bloqueada/Desativada)

4.1.3 Modeagem da base de dados

A Modelagem de Dados € o processo de estruturar e organizar os dados a serem armazenados,
definindo as relagdes entre eles. Em um sistema relacional, a modelagem € essencial para garantir
a integridade, consisténcia e eficiéncia da recuperacdo de dados, elementos criticos para alimentar
modelos preditivos e painéis de visualizacao.

O modelo proposto € baseado no paradigma Entidade-Relacionamento, onde:

* Entidades (Tabelas): Representam objetos do mundo real (ex: uma Campanha, um Lead,

uma Conta de e-mail).
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e Atributos (Colunas): Descrevem as propriedades das Entidades (ex: Data de Inicio da

Campanha, Nome do Lead, Status de Conexao da Conta).

* Relacionamentos: Definem como as Entidades estdo conectadas. Sao estabelecidos por
chaves, sendo a chave primaria (PK) o identificador tinico da entidade e a chave estrangeira
(FK) o atributo que estabelece a ligacdo com a chave primdria de outra tabela (ex: a tabela

Mensagem utiliza o ID_Lead como FK para se relacionar com a tabela Lead).

O design da base de dados prioriza a desnormalizacdo controlada e a separacdo de dados
mestres (static data) e dados de fatos (transacional/didrio), culminando na criacio de oito entidades

principais que capturam todo o ciclo de vida do processo de *Mail Marketing*.

Entidades principais e atributos

As oito tabelas principais identificadas e seus atributos essenciais sdo detalhados a seguir:

1. Tabela: Dominio_Info Propdsito: Armazenar metadados e infraestrutura de cada dominio
utilizado, essenciais para a entregabilidade.
* ID_Dominio (PK)
* Nome_Dominio
* Provedor_Registro
» Data_Aquisicao
¢ Custo_Mensal
e Endereco_IP
* Configuracao_MX_Records
* Configuracao_SPF_Records
* Configuracao_DKIM_Records
* Reputacao_Nameserver
* Contagem_Blacklists

2. Tabela: Conta_e-mail_Historico Propdsito: Centralizar os dados de compra e gestao

financeira por conta de e-mail, conforme definido na sec¢do anterior.
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e ID_Conta_e-mail (PK)

* ID_Dominio (FK para Dominio_Info)

e Endereco_e-mail

¢ Provedor_Caixa_e-mail

* Data_Aquisicao_Caixa

e Custo_Mensal_Caixa

e Persona_Associada

* Tag_Identificagao_Grupo

* Status_Conta (Ativa/Inativa/Bloqueada)

. Tabela: Conta_e-mail_Status_Diario Proposito: Armazenar o desempenho e métricas de

entregabilidade didrias extraidas via APIL.

ID_Status_Diario (PK)
* ID_Conta_e-mail (FK para Conta_e-mail_Historico)
* Data_Referencia
* Limite_Mensagens_Dia
e Bounce_Rate_Dia
* Open_Rate_Dia
» Taxa_Respostas_Dia
* Contagem_Spam_Dia
e Status_Conexao
. Tabela: Campanha Proposito: Armazenar metadados de cada sequéncia de e-mails de
*outbound*.
e ID_Campanha (PK)
* Nome_Campanha
 Palavras_Utilizadas_Sequencia

e Data_Inicio
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* Horario_Envio_Regras

* Intervalo_Mensagens_Regras

5. Tabela: Lead Propdsito: Armazenar dados mestres sobre os destinatarios contatados.

ID_Lead (PK)
e Nome_I.ead
* Empresa
¢ Dominio_Destinatario
e Provedor_ISP_Destinatario
* Titulo_Cargo
* Data_Aquisicao_Lead
6. Tabela: Relacao_Campanha_l.ead Proposito: Tabela de juncdo para modelar o relaci-

onamento N:M (Muitos para Muitos) entre Leads e Campanhas, registrando a primeira

associagao.

ID_Relacao (PK)

* ID_Campanha (FK para Campanha)

ID_Lead (FK para Lead)
e Data_ Primeira_Associacao

» Status_Relacao (Ativo/Finalizado/Pausado)

7. Tabela: Mensagem Propdsito: Registrar cada e-mail enviado ou recebido, sendo a principal

tabela de fatos transacionais.

* ID_Mensagem (PK)

* ID_Campanha (FK para Campanha)

ID_Lead (FK para Lead)

ID_Conta_e-mail (FK para Conta_e-mail_Historico)

e Data_Envio_Recebimento
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» Natureza_Mensagem (Envio, Resposta, Bounce, Auto-Resposta)
* Assunto
* Conteudo_Resumo (para andlise LLM)
8. Tabela: Evento_Mensagem Proposito: Detalhar eventos especificos e criticos de cada
mensagem para a andlise de performance.
e ID_Evento (PK)
* ID_Mensagem (FK para Mensagem)
* Tipo_Evento (Abertura, Clique, Resposta_Interessada, Bounce_Detalhe)

* Timestamp_Evento

Detalhe_Adicional (Ex: Categoria do Bounce, URL Clicada)

Diagrama entidade-relacionamento (DER)
O Diagrama Entidade-Relacionamento abaixo ilustra as associagOes entre as tabelas, mostrando
como os dados operacionais, estratégicos e histéricos se conectam em um modelo coerente e

relacional.
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Figura 7: Diagrama Entidade-Relacionamento (DER) inicial. Fonte: elaborado pela autora.
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A arquitetura relacional proposta ndo apenas armazena dados de forma eficiente, mas estabelece
uma rede coesa de informagdes. Esta interconex@o € crucial para transformar dados brutos em
inteligéncia aciondvel, pois permite que consultas complexas rastreiem o impacto de uma varidvel
(como o custo de um dominio) sobre um resultado final (como uma resposta interessada).

Os relacionamentos sdo definidos por Chaves Estrangeiras (FKs) que garantem a integridade
referencial, assegurando que, por exemplo, uma ‘Mensagem‘ ndo possa ser registrada sem estar
vinculada a uma ‘Campanha‘ existente.

O cerne da andlise de performance € a tabela Mensagem, que funciona como a principal tabela
de fatos, registrando cada comunicag¢ao individual (envio ou recebimento). Ela se relaciona com os

trés pilares estratégicos do processo por meio de relacionamentos Um para Muitos (1:N):

* Mensagem — Conta_e-mail_Historico (N:1): A FK ‘ID_Conta_e-mail* associa a mensa-
gem a sua caixa de envio. Permite analisar o volume e o desempenho de uma conta de e-mail

ao longo do tempo.

* Mensagem — Campanha (N:1): A FK ‘ID_Campanha‘ liga a mensagem a estratégia de

sequéncia de e-mails, possibilitando medir a taxa de sucesso por campanha.

.

* Mensagem — Lead (N:1): A FK ‘ID_Lead‘ rastreia a mensagem até o destinatrio. E

essencial para a criacdo do histérico de contato completo de cada prospecto.

Este conjunto de relacionamentos estabelece a rastreabilidade e a gestdo da infraestrutura de

envio.

* Dominio_Info — Conta_e-mail_Historico (1:N): Um dominio (‘Dominio_Info‘) pode sus-
tentar multiplas contas de e-mail (‘Conta_e-mail_Historico). Este vinculo conecta a infra-

estrutura e seu custo a conta de envio, permitindo andlises de custo-beneficio.

* Conta_e-mail_Historico — Conta_e-mail_Status_Diario (1:N): Uma conta de e-mail pos-
sui diversos registros de status de performance (‘Conta_e-mail_Status_Diario‘), um para cada

dia. E a base para o monitoramento da satide da conta.

O relacionamento entre Campanha e Lead € do tipo Muitos para Muitos (N:M), pois um lead
pode ser submetido a diversas campanhas, € uma campanha envolve muitos leads. Este vinculo é

resolvido pela tabela de juncao:
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e Campanha < Lead (via Relacao_Campanha_Lead): A tabela Relacao_Campanha_l.ead
armazena os pares ‘(ID_Campanha, ID_Lead)‘. Esta tabela registra o momento da associagao,
sendo fundamental para rastrear a exposicdo do lead as estratégias de outbound e evitar

contatos duplicados.

A tabela Evento_Mensagem complementa o fato registrado em ‘Mensagem®, fornecendo a

granularidade para a andlise comportamental.

* Mensagem — Evento_Mensagem (1:N): Uma unica mensagem pode gerar multiplos even-
tos (como uma abertura, seguida por um ou mais cliques). Este detalhe € crucial para extrair
features (varidveis) de engajamento utilizadas nos modelos de Machine Learning posterior-

mente.

Em sintese, o modelo relacional garante que todos os dados coletados, desde o custo de aquisi¢ao
do dominio até o evento de resposta, estejam interligados de forma 16gica e auditdvel. Este € o

pré-requisito técnico para a andlise de regressao e classificagdo no contexto do estudo.

Ferramentas utilizadas para elaboracao

Para a estruturagao, persisténcia e gestao dos dados modelados, foram selecionadas ferramentas
que oferecem o balanco ideal entre robustez, escalabilidade e integragcdo nativa com o ecossistema
de Engenharia de Dados.

A base de dados relacional foi implementada utilizando o PostgreSQL por ser um Sistema
Gerenciador de Banco de Dados (SGBD) de c6digo aberto reconhecido por sua robustez, confiabi-
lidade e conformidade rigorosa com os padroes SQL. A escolha justifica-se pela sua capacidade
de:

* Gerenciar Complexidade Relacional: Lidar com a granularidade e os multiplos relaciona-

mentos (como 1:N e N:M) inerentes ao modelo de dados de Mail Marketing.

* Suporte a Tipos Avancados de Dados: Oferecer suporte nativo a tipos de dados avangados,
incluindo o formato JSONB, que permite flexibilidade para armazenar e consultar dados

semi-estruturados provenientes de APIs, sem comprometer a integridade transacional.

* Extensibilidade e Escalabilidade: Ser uma plataforma altamente extensivel, adequada para

o crescimento futuro do volume de dados e a implementagdo de fungdes analiticas complexas.
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O banco de dados PostgreSQL foi hospedado na Amazon Web Services (AWS), um provedor
de servicos de computacao em nuvem lider de mercado. Neste contexto organizacional, o uso da

nuvem € fundamental por dois pilares principais:

1. Acessibilidade e Disponibilidade Distribuida: O armazenamento em um ambiente de
nuvem como o AWS (geralmente via Amazon RDS - Relational Database Service ou Amazon
Aurora) garante a acessibilidade remota e segura dos dados. Isso € critico para equipes
distribuidas, permitindo que a Engenharia de Dados, a Ciéncia de Dados e os Analistas de
Negocios acessem a fonte de dados primaria de forma padronizada, eliminando silos de dados
e garantindo a disponibilidade continua (24/7), independentemente da infraestrutura fisica

local da empresa.

2. Integracao Sistémica e Pipeline de Dados: A hospedagem no AWS facilita a integracao
nativa com outras ferramentas essenciais do stack de dados, como servicos de Extracao,
Transformacdo e Carga (ETL) - como o AWS Glue - e ferramentas de Business Intelligence
(BI) - como o Google Looker. Esta integracdo € indispensdvel para a constru¢do de pipelines
de dados orquestrados e automatizados, garantindo que os dados extraidos das APIs fluam
de forma eficiente para o banco de dados e, posteriormente, para os modelos de Machine

Learning e dashboards de visualizacdo, sem a necessidade de infraestrutura local onerosa.

A implementacdo fisica da base de dados, conforme o Diagrama Entidade-Relacionamento
(DER) detalhado na subsec¢do anterior, € realizada através do script de Linguagem de Definicao de
Dados (DDL) em PostgreSQL.

A seguir, o codigo SQL que cria as oito entidades e estabelece as chaves primdrias e estrangeiras,

garantindo a integridade referencial e a consisténcia da arquitetura de dados:

-- SCHEMA: Criacdo do esquema 'marketing_outbound' para organizar as tabelas
CREATE SCHEMA IF NOT EXISTS marketing_outbound;
SET search_path TO marketing_outbound;

-- 1. Tabela: Dominio_Info (Dados Mestres)
CREATE TABLE Dominio_Info (
ID_Dominio SERIAL PRIMARY KEY,
Nome_Dominio VARCHAR(255) NOT NULL UNIQUE,
Provedor_Registro VARCHAR(100),
Data_Aquisicao DATE,
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Custo_Mensal NUMERIC(10, 2),
Endereco_IP INET, -- Tipo de dado para enderecos IP
Configuracao_MX_Records TEXT,
Configuracao_SPF_Records TEXT,
Configuracao_DKIM_Records TEXT,
Reputacao_Nameserver VARCHAR(50),
Contagem_Blacklists INTEGER DEFAULT 0

);

-- 2. Tabela: Conta_e-mail_Historico (Dados Histéricos de Compra e Gestédo)
CREATE TABLE Conta_e-mail_Historico (

ID_Conta_e-mail SERTIAL PRIMARY KEY,

ID_Dominio INTEGER NOT NULL,

Endereco_e-mail VARCHAR(255) NOT NULL UNIQUE,

Provedor_Caixa_e-mail VARCHAR(100),

Data_Aquisicao_Caixa DATE,

Custo_Mensal_Caixa NUMERIC(10, 2),

Persona_Associada VARCHAR(100),

Status_Conta VARCHAR(50) NOT NULL DEFAULT 'Ativa',

-- Chave Estrangeira (FK)
FOREIGN KEY (ID_Dominio) REFERENCES Dominio_Info(ID_Dominio)

DE

-- 3. Tabela: Conta_e-mail_Status_Diario (Fatos Diarios de Performance)

CREATE TABLE Conta_e-mail_Status_Diario (
ID_Status_Diario BIGSERIAL PRIMARY KEY,
ID_Conta_e-mail INTEGER NOT NULL,
Data_Referencia DATE NOT NULL,
Limite_Mensagens_Dia INTEGER,
Bounce_Rate_Dia NUMERIC(5, 2),
Open_Rate_Dia NUMERIC(5, 2),
Taxa_Respostas_Dia NUMERIC(5, 2),
Contagem_Spam_Dia INTEGER DEFAULT O,
Status_Conexao VARCHAR(50),

-- Chave Estrangeira (FK)
FOREIGN KEY (ID_Conta_e-mail) REFERENCES Conta_e-mail_Historico(ID_Conta_e-mail),

-- Restricdo para garantir apenas um registro por conta por dia
UNIQUE (ID_Conta_e-mail, Data_Referencia)
)

-- 4. Tabela: Campanha (Dados Mestres)
CREATE TABLE Campanha (
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ID_Campanha SERIAL PRIMARY KEY,

Nome_Campanha VARCHAR(255) NOT NULL,

Palavras_Utilizadas_Sequencia TEXT,

Data_Inicio DATE,

Horario_Envio_Regras VARCHAR(50),

Intervalo_Mensagens_Regras VARCHAR(50)
s

-- 5. Tabela: Lead (Dados Mestres)

CREATE TABLE Lead (
ID_Lead SERIAL PRIMARY KEY,
Nome_Lead VARCHAR(255) NOT NULL,
Empresa VARCHAR(255),
Dominio_Destinatario VARCHAR(255),
Provedor_ISP_Destinatario VARCHAR(100),
Titulo_Cargo VARCHAR(255),
Data_Aquisicao_Lead DATE

D

-- 6. Tabela: Relacao_Campanha_Lead (Tabela de Juncdo N:M)
CREATE TABLE Relacao_Campanha_Lead (
ID_Relacao BIGSERIAL PRIMARY KEY,
ID_Campanha INTEGER NOT NULL,
ID_Lead INTEGER NOT NULL,
Data_Primeira_Associacao TIMESTAMP NOT NULL,
Status_Relacao VARCHAR(50) DEFAULT 'Ativo',

-- Chaves Estrangeiras (FKs)
FOREIGN KEY (ID_Campanha) REFERENCES Campanha(ID_Campanha),
FOREIGN KEY (ID_Lead) REFERENCES Lead(ID_Lead),

-- Restricdo para evitar associac¢des duplicadas
UNIQUE (ID_Campanha, ID_Lead)
s

-- 7. Tabela: Mensagem (Tabela de Fatos Transacionais)
CREATE TABLE Mensagem (
ID_Mensagem BIGSERIAL PRIMARY KEY,
ID_Campanha INTEGER NOT NULL,
ID_Lead INTEGER NOT NULL,
ID_Conta_e-mail INTEGER NOT NULL,
Data_Envio_Recebimento TIMESTAMP NOT NULL,
Natureza_Mensagem VARCHAR(50) NOT NULL, -- (Envio, Resposta, Bounce, Auto-Resposta)
Assunto TEXT,
Conteudo_Resumo TEXT, -- Resumo ou trecho para andlise

52
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-- Chaves Estrangeiras (FKs)

FOREIGN KEY (ID_Campanha) REFERENCES Campanha(ID_Campanha),

FOREIGN KEY (ID_Lead) REFERENCES Lead(ID_Lead),

FOREIGN KEY (ID_Conta_e-mail) REFERENCES Conta_e-mail_Historico(ID_Conta_e-mail)
D)

-- 8. Tabela: Evento_lMensagem (Detalhe do Fato)
CREATE TABLE Evento_Mensagem (
ID_Evento BIGSERIAL PRIMARY KEY,
ID_Mensagem BIGINT NOT NULL,
Tipo_Evento VARCHAR(50) NOT NULL,
Timestamp_Evento TIMESTAMP NOT NULL,
Detalhe_Adicional TEXT,

-- Chave Estrangeira (FK)
FOREIGN KEY (ID_Mensagem) REFERENCES Mensagem(ID_Mensagem)
)N

4.1.4 Pipeline de dados: ingestdo, limpeza e padronizacio sistematica

A coleta, o tratamento e o armazenamento de dados de forma sistematica e padronizada requerem
a elaboracdo de uma estrutura de fluxo de trabalho automatizado, denominada Pipeline de Dados.
Operando sob o paradigma de Extracao, Transformacao e Carga (ETL), o pipeline constitui o
mecanismo de Engenharia de Dados responsdvel por assegurar a governanga e a integridade da
informacao, desde a fonte de origem até o data warehouse analitico.

Dada a heterogeneidade das fontes e a volatilidade das métricas de Marketing Outbound (que
variam em uma cadéncia didria), a extracao deve ser realizada de forma continua e na frequéncia
necessdria para suportar a andlise e a tomada de decisao.

A etapa de transformacao, executada dentro do pipeline, € crucial e engloba dois processos

primdrios que conferem qualidade ao dataset:

* Limpeza de Dados (Data Cleaning): Processo de identificacdo e correcdo de anomalias,
incluindo o tratamento de valores nulos em campos obrigatdrios, a resolucdo de inconsistén-
cias (ex: dados fora de um intervalo aceitdvel) e o saneamento de registros duplicados que

poderiam introduzir viés nas métricas de desempenho.

* Padronizacdo de Dados (Data Standardization): Assegura que todos os dados extraidos
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adiram estritamente ao esquema relacional definido. Isso envolve a conversdo uniforme de
tipos de dados, o parsing consistente de timestamps e datas, e a aplicacdo de regras de negdcio

para categorizagao.

A execugdo da pipeline em uma frequéncia recorrente € um imperativo operacional, pois garante
que a base de dados seja atualizada com o desempenho mais recente das contas de e-mail. Isto
¢ essencial tanto para o monitoramento em tempo habil (permitindo o manejo rapido de crises
de entregabilidade) quanto para o re-treinamento e calibracao continua dos modelos preditivos de
Machine Learning.

A figura abaixo ilustra o fluxo simplificado da pipeline de dados implementada para a extragao

de dados de performance das contas de e-mail:

+ )/ @ .
Get account's data
nput 1
npuL 2
1 item
Schedule Trigger .

Get warmup data Split Out1

EY
Fdone + >
s Success
o Error
Merge Loop Over Items

Insert rows in a table

r S 3

Figura 8: Workflow em plataforma de automacdo N8N que traduz fluxo da Pipeline de dados. Fonte:
elaborado pela autora.

A implementag¢do do pipeline de dados € realizada em uma ferramenta de orquestracao (workflow
engine), que permite a definicdo légica e a execu¢do automatizada das atividades de ETL.

O fluxo de trabalho (ou workflow), ilustrado em sua totalidade na Figura 8, € gerenciado por nés
de controle que ditam a cadéncia e o sequenciamento das tarefas. A execug¢do € configurada para
ocorrer de forma sistemadtica e agendada, uma vez ao dia, um requisito para capturar as flutuacdes
didrias nas métricas de performance e reputacio.

O processo inicia-se com a fase de Extracdo (E). Por intermédio de n6és de comando HTTP
(conforme detalhado nas figura 10), sdo emitidas requisi¢coes as APIs RESTful das ferramentas
externas (como o sequenciador de e-mails e o monitor de deliverability). Estes comandos sdo
responsdveis por coletar os dados brutos em formato JSON ou XML.

Em seguida, o pipeline entra na fase de Transformacao (T). No médulo denominado "Merge" (figura

11), as respostas das diferentes requisi¢coes de API sdo concatenadas e submetidas a um rigoroso
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processo de tratamento e padronizacgao.

Finalmente, os dados transformados sdo direcionados para a fase de Carga (L). Uma vez que o
desempenho € analisado por conta de e-mail, o conjunto de dados € processado em um loop iterativo
(figura 12). Este médulo trata cada subconjunto de dados relativo a uma conta individualmente,
garantindo a inser¢do incremental e coerente na base de dados (Conta_e-mail_Status_Diario),
respeitando as chaves primdrias e estrangeiras definidas na modelagem.

Esta estruturagdo modular e agendada garante que o dataset analitico esteja sempre atualizado
e em conformidade com o padrdo de qualidade exigido para as andlises de Business Intelligence e

para o treinamento dos modelos de Machine Learning.

Schedule Trigger

Settings Docs @

This workflow will run on the schedule you define here
once you it.

For testing, you can also trigger it manually: by going
back to the canvas and clicking 'execute workflow'

Trigger Rules

Trigger Interval

Days

Days Between Triggers

1

Trigger at Hour

Midnight

Trigger at Minute

0

Add Rule

Figura 9: Automagcao da coleta de dados - Exemplo de gatilho agendado. Fonte: elaborado pela autora.
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Figura 10: Automacao da coleta de dados - Exemplo de bloco de extracdo de dados. Fonte: elaborado pela

autora.
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oo Merge & Execute step
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Combine v
Combine By
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Fields to Match

Input 1 Field

data.id
Drag or type the input field name
Input 2 Field

data.id
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Add Fields to Match

QOutput Type

Enrich Input 1 v

Figura 11: Automacao da coleta de dados - Exemplo de bloco de tratamento de dados. Fonte
pela autora.

: elaborado
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B Insert rows in a table

Parameters Settings Docs &
-

Credential to connect with

Qutbound database Z
Operation

Insert
Schema

From list public
Table

From list accounts_emailbison

Mapping Column Mode

Map Each Column Manually

Values to Send

(% bison_id

fx {{ $json.data.id }} o
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fx| {{ $json.data.name }} o
) email

fx {{ $json.data.email }} o

® email_signature

fx {{ $json.data.email_signature }} 9

@ imap_server

L fx| {{ $json.data.imap_server }} k) vJ

Figura 12: Automagao da coleta de dados - Exemplo de bloco de inser¢do em base de dados. Fonte:
elaborado pela autora.

4.2 Fase 3: aplicacao de modelos preditivos e sistema de pontuaciao

Com a base consolidada e modelada, o foco foi a aplicacdo de modelos de Machine Learning
para obter o Conhecimento Explicito sobre a varidvel mais critica: a entregabilidade.

Foram aplicados modelos supervisionados de Random Forest € XGBoost para identificar os
fatores mais determinantes na entregabilidade dos e-mails, utilizando a métrica de reputacdo de
envio (Reputac¢do) como varidvel alvo. Este indicador combina taxa de SPAM e taxa de rejeicdo.

Os principais aprendizados obtidos pelos modelos incluem:

* Numero de caixas de entrada por dominio;
e Numero de dominios por endereco IP;

¢ Fornecedor das caixas de entrada;
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* Impacto de listas negras e reputacio de envio.

O modelo Random Forest mostrou ligeira vantagem, com precisao global de 85% contra 84%

do XGBoost.

4.2.1 Pré-tratamento de dados e balancamento de classes

Com a base consolidada e modelada, o foco foi a aplicacdo de modelos de Machine Learning
para obter o Conhecimento Explicito sobre a varidvel mais critica: a entregabilidade.

Foram aplicados modelos supervisionados de Random Forest € XGBoost para identificar os
fatores mais determinantes na entregabilidade dos e-mails, utilizando a métrica de reputacio de
envio (Reputagcdo) como varidvel alvo. Este indicador combina taxa de SPAM e taxa de rejeigdo.

Os principais aprendizados obtidos pelos modelos incluem:

* Nimero de caixas de entrada por dominio;

Numero de dominios por endereco IP;

¢ Fornecedor das caixas de entrada;

Impacto de listas negras e reputacdo de envio.

O modelo Random Forest mostrou ligeira vantagem, com precisdo global de 92% contra 91%

do XGBoost.

4.2.2 Pré-tratamento de dados e balanceamento de classes

O sucesso dos modelos preditivos depende crucialmente da qualidade e da representatividade
dos dados de treinamento, o que demandou uma fase rigorosa de pré-processamento. Esta etapa
incluiu a limpeza, a normalizacido de varidveis categoricas e, fundamentalmente, a defini¢do e a
discretizacdo da varidvel alvo para o problema de classificagdo.

Ao analisar a distribuicdo da varidvel alvo utilizada para a construcdo do modelo preditivo
- a reputacdo didria das contas de e-mail - observa-se um forte desbalanceamento das classes,
conforme ilustrado no histograma apresentado. A maior parte das observacdes concentra-se nos
valores superiores da escala (proximos a 100), enquanto faixas intermedidrias e baixas apresentam

frequéncia significativamente menor. Essa assimetria indica que o conjunto de dados é dominado
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por exemplos de "boa reputacdo”, enquanto eventos de reputacio reduzida, embora criticos do ponto

de vista operacional, aparecem em propor¢ao muito menor.

Histograma da distribuicao de reputacao na amostra diaria obtida

2500

2000

1500

Contagem

1000

500

0} I i I
40,00 50,00 60,00 70,00 80,00 90,00 100,00 105,00

Reputagdo

Figura 13: Histograma da distribuicdo de reputacdo na amostra didria obtida. Fonte: elaborado pela autora.

Esse desbalanceamento é comum em problemas que envolvem monitoramento de infraestrutura
ou deteccdo de anomalias, nos quais o comportamento normal tende a ser majoritario, enquanto
situacdes problematicas representam uma pequena fragdo da amostra. Entretanto, quando o objetivo
do modelo € justamente identificar fatores associados a queda de reputacgao - isto €, a0s casos menos
frequentes - torna-se essencial corrigir essa discrepancia para evitar que o algoritmo aprenda um
padrao enviesado, simplesmente reproduzindo a classe dominante e comprometendo sua capacidade
preditiva.

Para mitigar o desbalanceamento observado na varidvel de reputacdo e construir classes mais
representativas para o modelo preditivo, adotou-se uma estratégia de discretizacdo baseada na
distribuicao estatistica real dos dados, e ndo em uma divisdo rigida em trés partes iguais. Embora
o objetivo inicial fosse segmentar a varidvel continua reputacao em trés faixas equivalentes (ter¢os
ou quantis), a forte concentracao de observagdes no valor maximo de reputacao (100) impossibilitou
a criacdo de grupos perfeitamente balanceados.

Dessa forma, os limites das classes foram definidos a partir dos quantis mais préoximos possiveis
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de uma divisao equilibrada, respeitando a estrutura empirica da distribuicao. O resultado foi a

criagcdo das seguintes categorias:

* Classe Baixa (Risco/Bloqueio): Ativos com reputacdo < 81, correspondendo a aproxima-

damente 9,5% da amostra.

* Classe Média (Alerta): Ativos com reputacdo entre 82 e 99, também préximos de 9,5% da

amostra.

* Classe Alta (Saudavel): Ativos com reputacdo igual a 100, representando cerca de 81% de

todos os registros.

Balanceamento e Discretizacao por Quantis
2500

2000

1500

Contagem

1000

500

Baixa (Rep. = 81) Media (B2 = rep. = 99) Alta (rep. =100)

Classe

Figura 14: Balanceamento e Discretiza¢do por Quantis. Fonte: elaborado pela autora.

De forma complementar, o balanceamento se torna uma etapa fundamental para garantir pre-
visdes confidveis em um contexto em que eventos de risco sdo raros, mas altamente relevantes
Chawla2002. Para mitigar os efeitos do desbalanceamento inerente a natureza do problema, foram

aplicadas técnicas durante o pré-processamento dos dados, seguindo dois principios:
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* Balanceamento Estatistico das Classes (Treinamento): Métodos de oversampling, como
o aumento sintético de observacdes minoritarias, foram aplicados para evitar que o modelo
fosse treinado majoritariamente sobre exemplos de alta reputacao. Esse procedimento permite
que exemplos raros (Classes Baixa e Média) exercam influéncia proporcional no processo
de aprendizado. A técnica utilizada foi a SMOTE (Synthetic Minority Over-sampling Te-
chnique), que gera instancias sintéticas para reforcar a densidade de padrdes das classes de

interesse.

* Preservaciao da Distribuicao Real (Validacao): Embora o balanceamento seja necessario
para o treinamento, a distribui¢@o original assimétrica foi mantida para os conjuntos de dados
de validacgdo e teste. Isso assegura que o desempenho do modelo seja avaliado em condicdes

reais de operagdo, evitando um viés otimista nas métricas de acurécia global.

Com esse tratamento, o modelo passou a explorar de maneira mais equilibrada as diferentes
regides da distribuicao de reputacdo, melhorando sua capacidade de capturar padrdes associados a
degradacao da infraestrutura e de gerar recomendagdes mais robustas para o sistema de pontuacao
e para o diagndstico de entregabilidade.

O codigo para tratamento de dados estd estruturado em etapas 16gicas que abrangem desde a
importac¢do inicial do arquivo de dados até a sua preparacgao final para o treinamento, o tratamento de
valores nulos, a conversao de varidveis categoricas para formato numérico (encoding), a separacao
dos dados em conjuntos de treino (75%) e teste (25%) de forma estratificada e, crucialmente, o
balanceamento das classes minoritdrias no conjunto de treino através da técnica SMOTE, seguido

pela padronizacao de todas as varidveis preditoras.

\begin{minted}[
frame=1lines,
framesep=2mm,
baselinestretch=1.2,
bgcolor=hbg,
fontsize=\footnotesize,
linenos
]
{python}
# Imports

(imports de bibliotecas)
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# UPLOAD
uploaded = files.upload()
df = pd.read_csv(io.BytesIO(list(uploaded.values())[0]))

# VARIAVEL ALVO
TARGET = "Classe"

y = df[TARGET].copy()

# Remove a coluna TARGET do DataFrame principal

df = df.drop(columns=[TARGET]) # CORRECAO: Remover TARGET do df para tratamento

i TRATAMENTO DE NULOS
# Imputa valores nulos antes do encoding.
for col in df.columns:
if df[col].isna().sum() > 0:
if pd.api.types.is_numeric_dtype(df[col]):
# Imputa a mediana para variaveis numéricas (menos sensivel a outliers)
df[col] = df[col].fillna(df[col] .median())
else:
# Imputa a moda para varidveis categoéricas
df[col] = df[col].fillna(df[col].mode()[0])

# ENCODING
original_feature_names = df.columns.tolist()

# Converte varidveis categdéricas (object) em formato numérico (One-Hot Encoding).
# drop_first=True evita a multicolinearidade.

df_encoded = pd.get_dummies(df, drop_first=True)

X = df_encoded.copy()

encoded_feature_names = X.columns.tolist()

# Map encoded column -> original base variable (Légica complexa para Feature Importance)
# ... (Légica de mapeamento mantida, mas seu foco é apenas metadados)

mapping = {} # ... (cédigo mantido)

feature_names = encoded_feature_names # para uso do modelo

# ENCODING DO ALVO
# Transforma as classes (ex: 'Baixa', 'Media', 'Alta') em inteiros (0, 1, 2).

if y.dtype == "object":
le = LabelEncoder()
y = le.fit_transform(y)
classes_labels = le.classes_
else:
classes_labels = np.unique(y)

# SPLIT
# Separa 75% dos dados para treino e 25% para teste.
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# stratify=y é essencial para garantir que a distribuicdo de classes (Baixa, Média, Alta)
# seja a mesma nos conjuntos de treino e teste.
X_train, X_test, y_train, y_test = train_test_split(

X.values, y, test_size=0.25, random_state=42, stratify=y

# SMOTE
# Aplicado APENAS ao conjunto de TREINO para balancear as classes minoritdrias

# (evita Data Leakage no conjunto de Teste).
sm = SMOTE(random_state=42)
X_train_bal, y_train_bal = sm.fit_resample(X_train, y_train)

# NORMALIZACAO

# Padroniza as features, garantindo que todas tenham média 0 e desvio-padrédo 1.

# Fit (cdlculo de média/desvio) é feito APENAS no conjunto de treino balanceado.
scaler = StandardScaler()

X_train_bal = scaler.fit_transform(X_train_bal)

# Transformacdo (aplicacdo dos pardmetros aprendidos) é feita no conjunto de teste.
X_test_scaled = scaler.transform(X_test)

4.2.3 Resultados do modelo Random Forest

O Random Forest € um algoritmo de ensemble learning (aprendizado em conjunto) baseado
em Arvores de Decisdo. Em vez de utilizar uma tnica drvore (que € propensa ao overfitting ou
sobreajuste aos dados de treino), o RF constréi uma "floresta"de arvores.

O método opera sob a técnica de Bagging (Bootstrap Aggregating), que consiste em:
1. Amostragem (Bootstrap): Criar multiplas subamostras do dataset original com reposi¢ao.

2. Criacao das Arvores: Treinar uma arvore de decisdo diferente para cada subamostra. Du-
rante a construcao de cada drvore, apenas um subconjunto aleatério de features (varidveis

preditoras) € considerado em cada n6 para o processo de divisdo.

3. Agregacao (Votacao): Para a tarefa de Classificacdo (como a aplicada neste estudo), a

previsdo final é determinada pela votacao majoritaria entre todas as arvores na floresta.

Essa combinacdo de aleatoriedade na selecdo de dados e features confere ao Random Forest
alta robustez e estabilidade, reduzindo a variincia e melhorando significativamente a precisao em

comparag¢ao com uma tnica arvore.
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O script em linguagem Python apresentado a seguir € a materializagao da metodologia de Ma-
chine Learning supervisionado, utilizando a biblioteca scikit-learn (sklearn), padriao da industria
para modelagem estatistica.

O cbdigo concentra-se em trés etapas principais: Treinamento, Interpretabilidade e Avaliacao

do Desempenho.
1. Treinamento e Classificacio:

* A classe RandomForestClassifier € instanciada com dois hiperparametros chave:

n_estimators=300 ¢ random_state=42.

— O parametro n_estimators=300 define o nimero de arvores de decisdo que
compdem a floresta. Utilizar 300 drvores assegura maior robustez estatistica e
estabilidade na votacdo final, reduzindo a varidncia sem elevar excessivamente o
custo computacional.

— O parimetro random_state=42 é a semente aleatoéria utilizada tanto na amos-
tragem (bootstrap) quanto na selecdo aleatéria de features em cada né. Fixar esse
valor garante reprodutibilidade dos resultados, permitindo que o experimento seja

replicado de forma consistente.

* O modelo ¢ treinado utilizando os dados balanceados e escalonados (X_train_bal,

y_train_bal).
* Apredi¢do (rf.predict)érealizadano conjunto de teste escalonado (X_test_scaled),
simulando dados nunca antes vistos.
2. Interpretabilidade (Feature Importance):
* O objetivo principal € extrair o grau de importancia de cada variavel por meio de
rf.feature_importances_.

* O cdodigo agrega a importancia das features codificadas (vindas do One-Hot Encoding)

as varidveis originais usando o mapping definido durante o pré-processamento.

* Essa agregacdo € essencial para compreender quais fatores da infraestrutura sdo mais
determinantes para a reputacdo. O resultado € exibido em um grafico de barras

horizontais (plt.barh).

3. Avaliacao de Desempenho:
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* Relatério de Classificacao (classification_report): Apresenta métricas como Precisao,
Recall e F1-Score para cada classe de reputacdo (Baixa, Média, Alta). Essas métricas

sdo essenciais para avaliar o desempenho do modelo em classes minoritérias.

» Matriz de Confusio (confusion_matrix): Permite visualizar o desempenho por cate-

goria, indicando acertos e erros, incluindo falsos positivos e falsos negativos.

* Curva ROC e AUC: Sao calculadas para cada classe. A AUC mede a capacidade
do modelo de distinguir corretamente entre as classes, sendo uma métrica robusta em

problemas de classificacdo multiclasse.

* Visualizaciio de Arvore: Para fins de interpretabilidade, uma das 300 drvores é plotada
com max_depth=4, permitindo inspecionar algumas regras de decisao aprendidas pelo

modelo.

# RANDOM FOREST
rf = RandomForestClassifier(n_estimators=300, random_state=42)

rf.fit(X_train_bal, y_train_bal)
y_pred_rf = rf.predict(X_test_scaled)

print("===== RANDOM FOREST =====")
print(classification_report(y_test, y_pred_rf, target_names=classes_labels))

# Importancia das varidveis: agregar por varidvel original
imp = rf.feature_importances_

imp_series = pd.Series(imp, index=feature_names)

# Aggregate by mapped original name

agg = imp_series.groupby(pd.Series(mapping)) .sum()

agg = agg.sort_values(ascending=False)

# Plot top 25 (ou todas se menos)

topn = min(25, lenCagg))

plt.figure(figsize=(10, max(4, 0.35 * topn)))

plt.barh(agg.index[:topn][::-1], agg.values[:topn][::-1])

plt.title("RandomForest - Importancia das Variadveis (agregada por var. original)")
plt.xlabel ("Importancia")

plt.tight_layout()

plt.show()

# Matriz Confusdo
cm = confusion_matrix(y_test, y_pred_rf)
disp = ConfusionMatrixDisplay(cm, display_labels=classes_labels)
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disp.plot(cmap="Greys")
plt.title("RandomForest - Matriz de Confusdo")
plt.tight_layout()

plt.show()

# ROC
y_bin = label_binarize(y_test, classes=np.unique(y))
proba = rf.predict_proba(X_test_scaled)
plt.figure(figsize=(10,7))
for i in range(y_bin.shape[1]):
fpr, tpr, _ = roc_curve(y_bin[:, i], probal[:, il)
roc_auc = auc(fpr, tpr)
plt.plot(fpr, tpr, label=f"Classe {classes_labels[i]} (AUC={roc_auc:.2f})")
plt.plot([0,1],[0,1], 'k--")
plt.legend()
plt.title("RandomForest - ROC")
plt.tight_layout()
plt.show()

# Arvore

plt.figure(figsize=(24,14))

plot_tree(rf.estimators_[0], feature_names=feature_names,
class_names=[str(c) for c in classes_labels], filled=True,
max_depth=4, fontsize=7)

plt.tight_layout()

plt.show()

O desempenho geral do modelo de Random Forest demonstrou alta precisao global de 86%,
confirmando sua robustez na previsao da categoria de entregabilidade.

A classe Alta (Sauddvel) foi discriminada com exceléncia, atingindo precisdo proxima a 0,91 e
recall de 0,97, indicando uma notével capacidade do modelo em identificar ativos de alta reputagao.

Em contraste, a classe Média (Alerta), que representa a fronteira de transicdo da reputagao,
apresentou um desempenho inferior, com um F1-Score de aproximadamente 0,23. Este resultado
ndo € atribuivel a falta de volume de dados (dada a discretizac¢do inicial por quantis € o uso do
SMOTE no treino), mas sim a alta sobreposi¢ao dos padrdes desta classe com as classes adjacentes.
Esta dificuldade intrinseca de separacdo nas fronteiras de decisdo sugere a necessidade de maior
refinamento nas features ou na otimizagao dos hiperparametros do modelo.

A avaliagio do desempenho preditivo é corroborada pelos valores de Area Sob a Curva (AUC),

uma métrica robusta que quantifica a capacidade de discriminacdo do modelo entre as classes. O
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modelo demonstrou uma capacidade de distincao excelente para a classe mais critica, Baixa (Risco),
com um AUC de 0,95, e uma forte robustez na identificacdo de contas com performance saudavel,
Alta (Sauddvel), com AUC de 0,88. Contudo, a classe Média (Alerta) apresentou o menor valor
(AUC de 0,71), resultado que reforca a interpretagcdo de que esta categoria de transi¢do possui maior
sobreposicdo de padrdes com as classes adjacentes.

A andlise de Importancia das Varidveis destacou o papel predominante de fatores de infraestru-
tura de envio, como o dominio e o endereco IP, além das entidades (personas) associadas as contas,

como os principais drivers da reputagao.

RandomForest - Importancia das Variaveis (agregada por variavel original)
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Provedor do dominio

N. Inboxes / Dominio
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Figura 15: Importancia das varidveis - Random Forest. Fonte: elaborado pela autora.
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Figura 16: Avaliacdo do modelo - Random Forest. Fonte: elaborado pela autora.
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Figura 17: Matriz de confusdo - Random Forest. Fonte: elaborado pela autora.



RandomForest - ROC

1.0+
0.8 1
0.6 q
0.4 -
0.2
’/ —— Classe Alta (rep. = 100) (AUC=0.88)
," —— Classe Baixa (Rep. = 81) (AUC=0.95)
0.0 1 —— Classe Media (82 = rep. = 99) (AUC=0.71)

0.0 0.2 0.4 0.6 0.8 1.0

Figura 18: Curva ROC - Random Forest. Fonte: elaborado pela autora.
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Figura 19: Exemplo de arvore - Random Forest. Fonte: elaborado pela autora.
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4.2.4 Resultados do XGBoost

Para validar a robustez dos achados e confirmar a relevincia das varidveis identificadas pelo
Random Forest, uma andlise complementar foi realizada utilizando o modelo Extreme Gradient
Boosting (XGBoost).

O XGBoost € outro algoritmo de ensemble learning baseado em drvores de decisdo, mas que
utiliza uma abordagem de reforco gradual (Gradient Boosting). Ao contrario do Random Forest,
que treina suas arvores de forma independente, o XGBoost constrdi suas drvores sequencialmente,
onde cada nova arvore € treinada para corrigir os erros (residuos) cometidos pela drvore anterior.
Esta correcao € baseada no gradiente da func¢do de perda.

A aplicagdo do XGBoost é crucial neste contexto porque:

* Benchmarking e Validacao: Oferece um segundo ponto de vista estatistico sobre a Feature
Importance. Se ambos os modelos (RF e XGBoost) convergirem para a mesma lista de

varidveis mais importantes, a confianga nos insights obtidos € significativamente maior.

* Performance Superior: O XGBoost € frequentemente reconhecido por sua alta perfor-
mance em competi¢cdes de Ciéncia de Dados, podendo alcancar maior precisao e recall na

classificacdo das categorias de reputacao.

O c6digo a seguir demonstra a aplicacao do modelo sobre os mesmos dados de treino balanceados
e escalonados utilizados no modelo Random Forest.
O cdédigo concentra-se em trés etapas principais: Treinamento, Interpretabilidade e Avaliacao

do Desempenho.

1. Treinamento e Classificacdo:

e A classe XGBClassifier ¢ instanciada e treinada nos dados de treino balanceados e

escalonados (X_train_bal, y_train_bal).

* n_estimators = 300: Define o niimero de rodadas de boosting, isto é, a quantidade

de 4rvores sequenciais construidas para corrigir erros anteriores.

* learning_rate = 0.05: Taxa de aprendizado que controla o peso das novas drvores
no modelo final. Valores menores (como 0.05) tornam o aprendizado mais lento, porém

mais estavel e menos suscetivel ao overfitting.
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* eval_metric = 'mlogloss’: Métrica de avaliagcdo utilizada durante o treinamento.

A multiclass logloss € a perda logaritmica padriao em classificacdes multiclasse.

» random_state = 42: Semente aleatdria utilizada para garantir reprodutibilidade dos

resultados.
2. Interpretabilidade (Feature Importance):
* Assim como no Random Forest, o c6digo extrai as importancias das varidveis via

xgb.feature_importances_.

* As importancias das features codificadas sdo agregadas de volta as suas varidveis origi-

nais, utilizando o mapeamento definido anteriormente.

* Esse procedimento permite identificar os fatores da infraestrutura mais relevantes para

a reputacdo, posteriormente visualizados em um grafico de barras horizontais.
3. Avaliacao de Desempenho:

* A predi¢do € realizada sobre o conjunto de teste (X_test_scaled).

* Relatério de Classificacdao e Matriz de Confusdo: Avaliam a performance do modelo
em Precisdo, Recall e F1-Score para cada classe, revelando a capacidade do XGBoost

de distinguir entre os grupos Risco, Alerta e Saudavel.

* Curva ROC e AUC: Calculadas e plotadas para cada classe. A AUC expressa a

capacidade discriminatéria do modelo em diferentes limiares de decisdo.

# XGBOOST
xgb = XGBClassifier(n_estimators=300, learning rate=0.05, eval_metric='mlogloss"',

random_state=42)
xgb. fit(X_train_bal, y_train_bal)
y_pred_xgb = xgb.predict(X_test_scaled)

print ("===== XGBOOST =====")
print(classification_report(y_test, y_pred_xgb, target_names=classes_labels))

# Importadncia agregada para XGBoost
imp_xgb = xgb.feature_importances_
imp_xgb_series = pd.Series(imp_xgb, index=feature_names)
agg_xgb
agg_xgb

imp_xgb_series.groupby(pd.Series(mapping)) .sum()
agg_xgb.sort_values(ascending=False)
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topn = min(25, lenCagg_xgb))

plt.

plt

plt

plt.
plt.

figure(figsize=(10, max(4, 0.35 * topn)))

.barh(agg_xgb.index[:topn][::-1], agg_xgb.values[:topn][::-1])
plt.

title("XGBoost - Importancia das Varidveis (agregada por variavel original)')

.xlabel ("Importancia")

tight_layout()
show ()

# Matriz Confusdo

cm = confusion_matrix(y_test, y_pred_xgb)

disp = ConfusionMatrixDisplay(cm, display_labels=classes_labels)

disp.plot(cmap="Greys")

plt.
plt.
plt.

title("XGBoost - Matriz de Confusédo")
tight_layout()
show ()

# ROC
proba = xgb.predict_proba(X_test_scaled)

plt.

for

plt

plt.
plt.
plt.
plt.

figure(figsize=(10,7))

i in range(y_bin.shape[1]):

fpr, tpr, _ = roc_curve(y_bin[:, i], probal[:, i])

roc_auc = auc(fpr, tpr)

plt.plot(fpr, tpr, label=f"Classe {classes_labels[i]} (AUC={roc_auc:.2f})")

'plOt([®71];[®!l]y‘k__')

legend ()
title("XGBoost - ROC")
tight_layout()

show ()

similar, confirmando a robustez da metodologia. Em ambos os casos, a classe Alta (Saudavel) foi
prevista com alta confiabilidade, validando a capacidade dos modelos de identificar envios de
alta reputacdo. Em relacdo as classes minoritdrias, Baixa (Risco) e Média (Alerta), o XGBoost
apresentou métricas de Recall e F1-Score levemente inferiores em comparacao ao Random Forest
para cada uma delas. Contudo, a andlise de Importancia das varidveis seguiu um padrdo similar
para ambos os algoritmos, embora 0 XGBoost tenha atribuido um peso significativamente maior

a features especificas, como o impacto da Tag e o Nimero de Dominios por IP, evidenciando

A comparagdo entre os modelos Random Forest (RF) e XGBoost revelou um desempenho global

diferentes estratégias de aprendizado entre os modelos.
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Email

Dominio

Tag

Persona

Email de encaminhamento
N. Dominios / IP

Provedor da inbox
Blacklist

ip

N. Inboxes / Dominio

Provedor ISP

Provedor do dominio
Contagem em blacklists
Status

dmarc_valid

spf_valid

0.0 0.1 0.2 0.3 0.4
Importancia

Figura 20: Importancia das varidveis - XBoost. Fonte: elaborado pela autora.

precision recall fl-score support

Alta (rep. = 100) 0.94 9.93 8.93 601
Baixa (Rep. < 81) 0.54 0.73 9.62 70
Media (82 < rep. < 99) 9.31 9.23 9.26 70
accuracy 9.84 741

macro avg 8.608 0.63 8.61 741

weighted avg 0.84 8.84 9.84 741

Figura 21: Avaliagcdo do modelo - XBoost. Fonte: elaborado pela autora.
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XGBoost - Matriz de Confusao

Alta (rep. = 100}

Baixa (Rep. = 81) 1 8

Media (82 = rep. = 99) 1 28
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18 24

400

51 11 300
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26 16 L o0

Alta (rep. = 100)Baixa (Rep. = BlEdia (82 = rep. = 99) —

Predicted label

Figura 22: Matriz de confusio - XBoost. Fonte: elaborado pela autora.

XGBoost - ROC

1.0

0.8 4

0.6 q

0.4 1

0.2 9

0.0

—— Classe Alta (rep. = 100) (AUC=0.88)
Classe Baixa (Rep. = 81) (AUC=0.94)
—— Classe Media (82 = rep. = 99) (AUC=0.69)

0.2 0.4

Figura 23: Curva ROC - XBoost.

0.6 0.8 1.0

Fonte: elaborado pela autora.
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Figura 24: Exemplo de arvore - XBoost. Fonte: elaborado pela autora.

4.2.5 Tomada de decisdao e implementacio: modelo de pontuacido por penalidade para

entregabilidade

Com base na visibilidade proporcionada pelos modelos, foi possivel transformar conhecimento
em agdo. Decidiu-se reiniciar as caixas de e-mail concentradas em um mesmo endereco IP ou
dominio, limitando a trés caixas por dominio e trés dominios por IP. Essas diretrizes sdo agora
comunicadas a todos os fornecedores de caixas de e-mail durante a configuracao.

Além disso, com o objetivo de converter os achados de Machine Learning em uma métrica
operacional continua, foi desenvolvido um sistema de pontuacao por penalidade. Cada conta
recebe uma pontuacdo inicial de 100 pontos, sendo aplicadas deduc¢des didrias conforme fatores de

envio e infraestrutura.

Calculo da pontuacao de envio (sending score)
Esta etapa foca na reputacdo de envio da conta de e-mail, calculada diariamente com base em

penalidades de Spam e Bounce.

* Pontuagdo inicial: 100.
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* Penalidades aplicadas diariamente:

) Contagem de Spam
Penalidade S = x Peso S 1
enatidace spam (Mensagens Enviadas) e80 Spam M
Cont de Rejeicd
Penalidade Rejeicao = omagem & eJ'elgoes X Peso Rejeicao (2)
Mensagens Enviadas

A pontuacao resultante é:

Pontuacdo de Envio = 100 — (1) — (2)

A partir dela, obtém-se a pontuacao diaria por persona (média entre contas da mesma persona).
A pontuagdo de arquitetura considera fatores de infraestrutura e concentracao que afetam entre-
gabilidade.

* Pontuacdo inicial de arquitetura: 100.

Penalidade Lista Negra = Contagem de Listas Negras X Peso Lista Negra 3)
Penalidade DNS = Problemas DNS x Peso DNS “4)
Penalidade MX = Problemas MX X Peso MX (5)
Penalidade DMARC = Problemas DMARC x Peso DMARC (6)
Penalidade SPF = Problemas SPF X Peso SPF (7)
Penalidade DKIM = Problemas DKIM x Peso DKIM (8)

* Penalidade por dominios no mesmo IP (IX): 0 se < 5 dominios; 5 se entre 5-10; 10 se
> 10.

* Penalidade por contas por dominio (X): 0 se < 5 contas; 5 se entre 5-10; 10 se > 10.

A pontuacdo resultante é:
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Pontuagdo de Arquitetura = 100 — (3) — (4) — (5) — (6) — (7) — (8) — (9) — (10)
Pontuacao final e fator temporal
Sao aplicados bonus ou penalidades adicionais com base em médias agregadas:
* (XI) Pontuacao Diaria por Persona: > 90 : +3; 70 < score <90:0; <70:-3.
* (XII) Pontuacao Diaria por Provedor: > 90 : +5; 70 < score <90:0; <70:-5.

* (XIII) Pontuacio Diaria por Hospedagem: > 90 : +5; 70 <score <90:0; <70:-5.

Pontuagdo Didria = 100 — (I) — (II) — (IIT) — (IV) — (V) — (VI) — (VII)—
(VII) — (IX) — (X) + (XI) + (XII) + (XIII)

A pontuacdo final incorpora um fator temporal, suavizando oscilagdes:

Pontuacdo Anterior + Pontuacio Didria

Pontuagdo Final do E-mail = 5

4.3 Fase 4: visualizacao e apoio a decisao (business intelligence)

A etapa final da arquitetura de dados, apds a modelagem e a aplicacdo dos modelos de Machine
Learning para obtengdo do score system (sistema de pontuacdo), é a criacdo de uma camada
de Business Intelligence (BI). A integracdo e a consolida¢do dos dados no Data Warehouse em
PostgreSQL permitiu a traducado de dados brutos e complexos em visualizagdes acessiveis, essenciais

para a tomada de decisao proativa e em tempo real dentro da gestdo de Marketing Outbound.

4.3.1 Dashboard em tempo real

Para operacionalizar a inteligéncia gerada pelos modelos, foram elaborados dashboards em
tempo real. A visualizacdo € construida a partir da base de dados estruturada em PostgreSQL e
utiliza a ferramenta Looker Studio como interface de BI.

Estes dashboards retinem, de forma centralizada, as informagdes cruciais para a gestdo da

estratégia de outbound, combinando dados de diferentes granularidades:
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* Desempenho das campanhas: Métricas de sucesso, taxas de resposta, e eficiéncia das sequén-

cias de e-mails.
* Meétricas de leads: Taxa de engajamento, histérico de contato e score de qualidade por lead.

» Estado das caixas de e-mail: O indicador de reputacdo (score system) gerado pelos modelos

de ML, juntamente com dados brutos de bounce rate, contagem de SPAM e status de conexao.

A figura abaixo ilustra um exemplo desta visualizagdo consolidada, permitindo que a equipe

operacional monitore a saide da infraestrutura e o desempenho da estratégia em uma tnica tela.

E-mail accounts
Nov 18, 2025 - Nov 18, 2025 -

Select the filters mpi_tags inboxes_setup - email status: Connected

Infra

Quick metrics

Sending capaaty Warmup SPAM rate Bounce rate Reply rate

Average reputation Number of accounts (active)

098.66 2,469 49,380 0.80% 2.45% 1.22%

Overall warmup reputation

I Cheapinboxediill ScaledMail Premiuminboxe{il] ZapMail

10 20 3 40 S &0
Overall warmup spam rate
R ZapMail I ScaledMail Premiuminboxe{ill Cheaplnboxes

Sapps10 | 2.3 1%
_GappsS | 1 26%
sappst’ . .57 %

_Gapps4

I 0 45%
3 I O.1%
¢ I 0.35%

Figura 25: Exemplo anonimizado de dashboard de acompanhamento em tempo real para métricas de

reputacdo e taxa de spam. Fonte: elaborado pela autora.
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Select the filters: Campaign - Date: 2025-06-26 {1 =

Overall

— rigue_sent_ooursilll bounce_ counc il reply_ cours [POSITIE TPy COUNE: DE M unsubscribed count

25K

[
=]
=

800

-
i
=
(]
[=]
(=]

-
=
=
&
(=]

bounce_count

i
=

unique_sent_count | reply_count |
positive_repty_count | DB | unsubscribed_count

Rates

EmailBison

unique_sent_count Bounce rate (combined) Reply rate (combined) DE rate (combined)

14,556 2.91% 5.16% 0.10%

SmartLead
unique_sent_count Bounce rate (combined) Reply rate (combined) DE rate (combined)

69,174 4.00% 3.71% 0.17%

Figura 26: Exemplo anonimizado de dashboard de acompanhamento em tempo real para métricas de
campanhas. Fonte: elaborado pela autora.
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Classification overview

B Record Count

NULL 9,392
blocked 4,637
authentication_failure 3,350
hard_bounce  EEE—————— 7 138
auro_reply  m—500
success  mmmm—336
techniczl_failure m—76
soft_bounce 145
irvalid_email 11
[ 1K 2% 3K K SK 6K 7K 8K 9K 10K
Successful replies
Per inbox setup host Per domain
B Record Count B Record Count
ning.com
A-lezds I, 2 ftact.com 10
=ty COm ————
Chespinboxes [N SO e g
Jany.com I——————
Premiuminboxes [ll-19 Zam.Com —
. HOn.COm ——— 7
Hypertide |2 |EUE.COM I———
S| ioNs.Com m———— ]
ISult com E——— 7
a 2 4 3 3 10 12 14

@ Record Count B R=cord Count

GoDADDY N 215
GAND! 26

HYPERTIDE |2 OUTLOOK m

NULL 1
a 50 100 150 200 250 300

Figura 27: Exemplo anonimizado de dashboard de acompanhamento em tempo real para métricas de

respostas. Fonte: elaborado pela autora.

Para garantir a eficiéncia da consulta, a conexao com o Looker Studio foi otimizada para acessar
diretamente as tabelas desnormalizadas ou views analiticas no PostgreSQL, conforme o exemplo de

query apresentado na figura 28.



81

SELECT
cmh.time,
cmh.message type,
cmh.classification,
cmh.error_detail,
cmh.email_body,

csl.name as “"campaign_name”,
cls.first_name,
cls.last _name,
cls.email,
cls.company_name,
es.created at,
es. from_name,
es.from_email,
es.message_per_day,
es.type,
es.total_sent_count,
es.warmup_reputation,
mpi.domain,
mpi.tags,
mpi.domains_purchase,
mpi.inboxes_ setup
FROM campaign_message_history_smartlead cmh
LEFT JOIN campaign_smartlead csl
ON cmh.campaign_id = csl.id
LEFT JOIN campaign leads smartlead cls
ON cmh.lead id = cls.id
LEFT JOIN email_smartlead es
ON cmh.email account_id = es.id
LEFT JOIN mail purchase info mpi
ON es.mail_purchase_id = mpi.id

WHERE cmh.message type = 'REPLY";

Figura 28: Exemplo de query para integracdo com base de dados. Fonte: elaborado pela autora.

4.3.2 Suporte a decisao

A camada de business intelligence transcende a simples visualiza¢do de dados; ela se estabelece
como um sistema de suporte a decisdo (SSD). Ao integrar o desempenho em tempo real com o
Conhecimento Explicito obtido dos modelos de Machine Learning (que identificaram os fatores
mais determinantes na entregabilidade), o sistema permite que a gestdo transforme insights em
acoes prescritivas.

Este suporte a decisdo € critico em um ambiente de Marketing Outbound volétil, onde o tempo
de reacdo a uma crise de entregabilidade ou a uma oportunidade de otimizag¢do de custos € um fator
decisivo para a rentabilidade.

O dashboard em tempo real permite uma gestdo proativa, ou seja, a capacidade de prescrever
a acdo correta antes que um problema se agrave ou para otimizar um ativo. O sistema fornece as

informagdes necessdrias para responder a questdes criticas de gestdo de ativos:

* Monitoramento e acao imediata: Ao identificar uma conta de e-mail que apresenta uma

queda subita nos indicadores de satude (ex: aumento da taxa de bounce ou de SPAM) — dados
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fornecidos pela tabela Conta_e-mail_Status_Diario — a equipe operacional pode tomar a

decis@o imediata de suspender temporariamente o envio daquela conta.

* Apoio ao ciclo de vida do dominio: Permite correlacionar a performance atual de um dominio
com seus custos histéricos de aquisi¢do e manutencdo (tabela Dominio_Info), fornecendo
uma base de dados para a decisdo de aposentar ou substituir um ativo que consistentemente

demonstre baixa eficiéncia ou alto risco de bloqueio.

* Otimizacao da alocacdo de leads: A partir da andlise da importancia das varidveis (como
o fornecedor da caixa de entrada), o sistema apoia a decisdo estratégica de priorizar o uso
das contas alocadas a fornecedores que demonstraram melhor desempenho para o envio de

mensagens a leads de maior valor potencial.

A estrutura relacional da base de dados, visualizada através do BI, facilita a realizacdo de
andlises de causaraiz (root cause analysis) de forma imediata. Se uma campanha ou conta especifica
repentinamente apresentar uma queda na taxa de respostas ou entregabilidade, o gestor pode rastrear

no dashboard:

* Problemas na infraestrutura: Verificar o estado atual da conta de envio (dados de entrega-
bilidade didria).

* Problemas na segmentacao: Avaliar a qualidade dos leads contatados naquela campanha

(dados da tabela Lead).

* Problemas na estratégia: Analisar o histdrico de sucesso da sequéncia de mensagens ou as

palavras-chave utilizadas naquela campanha (dados da tabela Campanha).

Ao permitir essa rdpida iteracdo entre os dados de performance e os fatores de infraestrutura
e estratégia, a plataforma de BI transforma o ciclo de Marketing Outbound de um processo de
tentativa e erro para um ciclo continuo de aprendizado e otimiza¢do baseada em dados, resultando

em alocagdo de recursos mais eficaz e em um aumento sustentdvel da taxa de conversao.

4.3.3 Integracao de scores

A integracdo do score de reputagdo - o resultado operacional dos modelos preditivos de Machine

Learning (classificacdo Good, Medium, Low) nas dashboards de visualizacao representa o ponto de
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convergéncia entre a ciéncia de dados e a gestdo operacional. Esta etapa transforma uma métrica
complexa composta por dezenas de varidveis em um indicador chave de performance (KPI) simples
e acionavel.

A pontuacgdo do e-mail € introduzida nas dashboards de BI através de um processo de conexao
direta ao data warehouse em PostgreSQL, onde o score predito ja foi reinserido apds a etapa de
inferéncia didria conforme os critérios estabelecidos.

A visualizagdo ndo se restringe a apresentar o valor do score, mas sim a utilizd-lo como um
filtro primario e um semaforo de alerta para toda a infraestrutura.

A integracdo do score de reputacao potencializa a funcionalidade do SSD ao permitir:

* Decisao imediata de suspensao/priorizacdo: Uma conta com status de baixa pontuagdo
aciona um protocolo de acao prescritiva imediata. O sistema apoia a decisdo de suspender

o envio dessa conta até que o score volte a médio ou alto.

* Correlacao rapida de performance: O gestor pode facilmente filtrar o dashboard para
visualizar apenas as campanhas que estdo sendo enviadas por contas com alta pontuacio e
compard-las com as enviadas por contas com baixa reputa¢do. Esta comparag¢do fornece uma

evidéncia empirica direta do impacto da reputacao na taxa de respostas € na conversao.

* Alocacao de leads otimizada: O score € utilizado como um parametro de priorizagao para
alocacao de leads. Por exemplo, leads de alto valor sdo direcionados exclusivamente para

contas com score alto, maximizando a probabilidade de entregabilidade e resposta.

Em esséncia, a integracdo visual do score é a materializacao da inteligéncia de dados, sim-
plificando a complexidade analitica e transformando os resultados do Machine Learning em uma

ferramenta de gestdo acessivel e eficaz.
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Average score per tag
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Figura 29: Exemplo anonimizado de relatdrios de score. Fonte: elaborado pela autora.
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4.4 Fase 5: automacao via LLMs e otimizacao de processos

A fase final do projeto concentrou-se na aplicacao de inteligéncia artificial generativa (Large
Language Models - LLLM) para otimizar os workflows operacionais de prospeccdo e o roteamento
de respostas comerciais. Enquanto as fases anteriores se focaram em engenharia de dados e andlise
preditiva, esta etapa visou a automacao da interacao e a escalabilidade da forca de vendas (SDRs).

Com o apoio da ferramenta de Vibe Coding (Lovable), que facilita a integragao de modelos LLM
em aplicagdes, foi desenvolvida uma solug@o personalizada para a gestdo das respostas recebidas

das campanhas.

Lovable soutions -  Enterprise Pricing  Community

New = Themes & Visual edits —>

Build something Lovable

vable to create a dashboard

Figura 30: Interface do Lovable. Fonte: Lovable.

4.4.1 Desenvolvimento de aplicacio com LLM

Foi desenvolvida uma aplicacdo baseada em LLLM cuja fun¢do primadria é centralizar respostas
recebidas em uma master inbox e redistribui-las automaticamente aos SDRs responsdveis, atuando
como um roteador inteligente.

O desenvolvimento da interface e do workflow de atribui¢do de respostas foi guiado por um
prompt de especificacao funcional detalhado. Este prompt serviu como um contrato técnico com a
ferramenta de Vibe Coding (Lovable), definindo a estrutura da master inbox, o fluxo de dados em

tempo real e todas as acOes operacionais disponiveis para o SDR.



20

21

22

23

24

25

26

w
=

35

36

37

38

86

Este nivel de detalhe garantiu que a aplicagcdo fosse construida com precisdo para atender aos
requisitos de centralizacdo, roteamento inteligente e eficiéncia operacional. O prompt inicial, em

Inglés, pode ser visualizado a seguir;

Layout & Navigation
Left Sidebar (Message Categories)
New Messages
Sent
Follow-up
Closed
Archived
Bounces
Notifications
Warmup
Top Bar
Company Logo
SDR Filter (Dropdown: filter messages by SDR)
Classification Filter (Dropdown: filter messages by classification)
Search Bar (Search messages by content, subject, lead e-mail, etc.)

Receiving Messages (via Webhook)
Messages are received through a \textbf{webhook} that provides the following fields:
sender\_account
lead\_e-mail
message\_id
subject
body
Webhook will populate the \textbf{New Messages} category initially.

Message View & Interaction
On Message Click:
Open a dedicated reply screen
Display full message history from the same e-mail (lead\_e-mail)
Allow message replying using the original \textbf{message\_id}
Submit Button (When Sending a Reply):
Sends back the response via API using the \textbf{same} message\_id

Message Classification & Filters
Available Classifications:
Already a Client
Booked a Demo
Out of Office
Wrong Person
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Features:
Classify individual or bulk-selected messages
Filter by classification on the top bar
Mass actions:
Change classification
Mark as Closed
Mark for Follow-up
Assign or remove SDR
Move to another category (e.g., Archived, Warmup)

Follow-Up Behavior
Marking a message for Follow-up:
Does not move the message
Adds the lead's name + e-mail to the Follow-up tab
Clicking the name/e-mail in Follow-up opens full message history

Additional Features
Search bar to filter messages by content, subject, e-mail, etc.
Responsive UI with tabs, filters, and sidebar for streamlined navigation

A solucao foi concebida para operar em tempo real, recebendo respostas do sistema de geren-
ciamento de campanhas via webhooks. O LLM, ap0s classificar a natureza da mensagem recebida
(ex: interessada, automatica, out of office), aplica regras de round robin aprimoradas por A para a
atribuicdo dos leads aos SDRs.

A arquitetura da aplicacdo foi desenhada para garantir a interoperabilidade e a integridade dos

dados:

* Sincronizacdo de dados: A aplicacdo estd sincronizada com uma base de dados externa
(Supabase) para a persisténcia das informagdes transacionais e com o CRM da empresa
(Salesforce) para manter o registro unificado do lead e do proprietdrio da oportunidade. O

esquema de dados no Supabase ¢ ilustrado na figura 32.

* Autonomia e substituicao de software: A solucdo substitui softwares de terceiros anteri-
ormente utilizados para a gestdo da master inbox e o roteamento de leads, fortalecendo a

autonomia tecnolédgica e promovendo a reducao de custos.

O fluxo de trabalho desenvolvido representa o coracdo da automagdo operacional, garantindo
que o tempo de resposta aos leads seja minimizado e a gestdo das oportunidades seja centralizada.
Este workflow € ativado pela recep¢do de novas respostas dos leads em tempo real, integrando

trés sistemas-chave: o sequenciador de e-mails, o CRM e a base de dados da aplica¢dao (Supabase):
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* Ingestdo de eventos em tempo real (Webhook - sequenciador de e-mails): O fluxo € iniciado
imediatamente apds a ocorréncia do evento de resposta, sendo acionado por um webhook

enviado pelo sistema de gerenciamento de campanhas (mail sequencer).

* Verificac@o e sincronizacdo com o CRM: Apds a ingestdo do evento, o workflow realiza
uma consulta a base de dados do CRM (ex: Salesforce) para verificar o status e a atribui¢ao
atual do contato (lead) e garantir que o processamento subsequente utilize a informagao mais

atualizada.

* Roteamento e atribui¢cdo: O Large Language Model (LLLM) classifica a resposta e, em seguida,
aplica regras de roteamento (ex: round robin aprimorado por critérios de [A) para redistribuir

a resposta ao SDR (Sales Development Representative) adequado.

* Persisténcia na aplicacdo e visualizacdo: O fluxo finaliza enviando requisicdes HTTP POST
para o backend da aplicacdo, criando ou atualizando os registros na base de dados Supabase.
A partir dessa persisténcia, a resposta € exibida na plataforma, tornando-a visivel para o SDR

responsavel.

Adicionalmente, a robustez do sistema € garantida por fluxos de trabalho complementares que
tratam da bidirecionalidade da informac¢do. Qualquer alteracio manual de status ou atribui¢do reali-
zada na plataforma desenvolvida é, por sua vez, comunicada ao CRM por meio de requisi¢des HTTP,
assegurando a sincronizacao continua e a integridade dos dados entre os sistemas operacionais € o

analitico.
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4.4.2 Otimizacao do fluxo de trabalho

A automacao do roteamento de respostas promovida pela aplicacdo LLM teve um impacto direto

e mensurdvel na eficiéncia operacional da equipe de vendas:
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* Otimizacao do tempo de resposta: Ao classificar e redistribuir as respostas em tempo real,
o tempo médio necessdrio para que um SDR iniciasse a interacdo com um lead interessado

foi drasticamente reduzido.

* Distribuicdo equitativa de oportunidades: A alocacdo de novas oportunidades entre os
colaboradores, baseada em regras de round robin e critérios de IA, garantiu uma distribui¢ao

mais equitativa de leads e, consequentemente, das comissoes.

* Reducao de perdas operacionais: A centralizacdo na master inbox e o roteamento automa-
tizado minimizaram as perdas de leads ou oportunidades comerciais que, anteriormente, se

perdiam em caixas de e-mail congestionadas ou sem monitoramento.

O uso do LLM abre caminho para futuras expansodes, como a automacao da qualificacdo de leads
e a criagdo de conteudo altamente personalizado. A base de dados de interagdes (chat logs) podera
ser utilizada futuramente para gerar respostas adaptadas ao contexto especifico do lead, utilizando
métodos de Retrieval-Augmented Generation (RAG) para otimizar a capacidade de atendimento

dos SDRs.
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5 Discussao

A solugdo proposta para a otimizag¢ao de processos de marketing outbound demonstra a aplicacao
pratica e integrada de diversas disciplinas da Engenharia de Producdo e da Ciéncia de Dados. A
metodologia adotada, que progrediu da Engenharia de Dados a Modelagem Preditiva, e culminou
na automacao por LLMs, valida a premissa de que a gestdo de processos complexos se beneficia da
estruturacdo rigorosa de informacdes.

Um aspecto central do estudo € o papel do manejo de dados. O contexto do Marketing Outbound,
caracterizado pela volatilidade da reputacao de envio e pela fragmentacao das fontes de dados
(multiplas APIs e sistemas legados), exigiu a implementacdo de uma arquitetura de dados robusta.
A modelagem relacional em PostgreSQL, com a defini¢do clara de esquemas, chaves primadrias e
chaves estrangeiras, foi essencial para estabelecer a integridade referencial e a coeréncia temporal
dos dados.

Este processo corrobora as premissas tedricas de que sistemas de informacdo devem ter a
capacidade de transformar dados dispersos em ativos estruturados para a andlise, conforme as
melhores préticas de engenharia de dados. A criacdo de um Data Warehouse na nuvem permitiu a
centralizacio da informacdo e a eliminac@o de redundancias, superando as limita¢cdes operacionais
da infraestrutura anterior, que dependia de planilhas e extragdes manuais.

A aplicacdo de modelos ensemble de Machine Learning (Random Forest e XGBoost) sobre o
dataset consolidado foi o mecanismo para a conversao de conhecimento tacito em conhecimento
explicito, um conceito central na teoria da criagdo do conhecimento organizacional (NONAKA;
TAKEUCHI, 1995)). A identificacdo das varidveis mais relevantes para a entregabilidade (ex:
fornecedor da caixa de e-mail, alocacdo de IP) quantificou percep¢des operacionais, fornecendo
evidéncias estatisticas para a tomada de decisdo.

O sistema de scoring preditivo, derivado dessa andlise, ndo € apenas um indicador; € um com-
ponente de Inteligéncia Competitiva (SCIP, 2007), pois fornece uma métrica interna e proprietaria
sobre a saide da infraestrutura, permitindo ajustes estratégicos antes que a degradagao da reputacao
se manifeste em perdas de receita.

A camada de Business Intelligence, com a integracdao do score, garante que esta inteligéncia
seja operacionalizada, movendo o processo de gestdo da infraestrutura de uma postura reativa (agir

apods o bloqueio) para uma postura prescritiva (agir com base na predi¢ao do risco).
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6 Conclusao

O presente estudo resultou na concep¢ao e implementagdo de uma plataforma integrada para
a otimizacdo de processos de marketing outbound, que conecta infraestrutura de dados, andlise
preditiva e automacao operacional.

O trabalho demonstra a viabilidade técnica de integrar disciplinas avancadas de dados em um
contexto de negdcio altamente volatil e dependente da qualidade da infraestrutura. A solucdo

oferece contribui¢des diretas em trés niveis:

* Gestao operacional e comercial: O sistema de scoring e as dashboards de Bl servem
diretamente aos gerentes de vendas e aos SDRs, fornecendo métricas para a alocacdo eficaz
de ativos. A automacgdo do roteamento por LLLM aumenta a eficiéncia e a equidade na

distribuicao de oportunidades.

* Engenharia de dados e TI: E entregue uma arquitetura de dados robusta, hospedada em
nuvem, que padroniza o fluxo de informagdes e elimina a dependéncia de processos manuais,

estabelecendo a base para o crescimento futuro.

* Anadlise preditiva: Os modelos de machine learning fornecem uma ferramenta para a com-
preensdo dos fatores de risco na entregabilidade, permitindo uma gestdo de ativos baseada

em risco mensurado.

O trabalho cumpre o objetivo de criar e avaliar uma infraestrutura que permite a integragao
abrangente e coerente da prospeccao, desde a saide do dominio até o atendimento da resposta do
lead.

O estudo pode ser replicado em diversos setores que dependem da prospec¢do e comunicagao
em escala. Empresas podem replicar a metodologia de engenharia de dados e modelagem preditiva
para otimizar suas operagoes de marketing outbound. O meio académico pode utilizar a arquitetura
e os resultados dos modelos como estudo de caso para pesquisa em integragdo de LLLMs e sistemas
de suporte a decisdo. O setor publico pode adaptar a 16gica do workflow e da anélise de dados para
otimizar a comunicacdo e a triagem de interacdes em servigos de atendimento ao cidadao.

Enfatiza-se que a transformacao digital impde o imperativo de conciliar a inovacao tecnoldgica
com o rigor ético e a governanga de dados. A protecdo da privacidade e a transparéncia algoritmica

sdo pontos de atencdo cruciais para a credibilidade corporativa. E fundamental neste contexto,
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portanto, considerar as exigéncias legais globais e locais - como a GDPR (Europa) e a LGPD
(Brasil) -, notadamente no que tange ao tratamento e uso responsavel de dados pessoais. Praticas
como o envio de comunicagdes em massa sem o consentimento explicito dos titulares sdo vedadas
por estas legislagoes (BRASIL, [2018) (UE, 2016), demandando que as organizagdes implementem
robustos mecanismos de compliance e absoluto respeito a privacidade.

O futuro do setor se estrutura na reinvencao estratégica, ancorada na simbiose inseparavel entre
dados, automacdo e inteligéncia artificial. Neste ecossistema, a exceléncia tecnolégica ndo € mais
um diferencial, mas sim uma condicao de sobrevivéncia em um mercado que preza pela relevancia,
agilidade e execucdo de alto impacto. Diante disso, o desenvolvimento de estratégias empresariais
deve ser pautado pela unido entre inovacado disruptiva e responsabilidade corporativa, garantindo a
plena aderéncia a todas as normativas vigentes de protecao de dados.

Para dar continuidade a pesquisa e ao desenvolvimento, diversas frentes de trabalho podem ser
exploradas, incluindo a implementaciao de RAG (Retrieval-Augmented Generation), utilizando a
base de dados conversacional para treinar um modelo capaz de gerar respostas contextualizadas para
os leads (SDR de IA); a modelagem de sobrevivéncia de leads, aplicando modelos estatisticos para
estimar o tempo 6timo de resposta ou a probabilidade de um lead se tornar inativo (churn), de modo
a complementar o score de reputacdo com um score de valor; e a integracao prescritiva, na qual o
score de reputacao € incorporado diretamente a l6gica do sequenciador de e-mails, permitindo que
o0 sistema ajuste automaticamente o volume e a cadéncia de mensagens em funcao do risco predito

pela IA, eliminando a necessidade de interven¢do humana.
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