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RESUMO

SANTOS, A. Modelo de Correg¢ao de Caracteres Reconhecidos Através de
Visao Computacional. 2024. 50 p. Monografia (MBA em Inteligéncia Artificial e Big
Data) - Instituto de Ciéncias Matematicas e de Computagao, Universidade de Sao Paulo,
Sao Carlos, 2024.

A informatizacao de dados é um processo essencial para armazenar registros mantidos
em papel e permite que o conteido destes documentos possa ser manipulado para extrair
informagoes através da computacdo. Para extrair textos de imagens, existem diversas
alternativas para reconhecer os caracteres que compoem a escrita, porém, por mais
avangados que estejam estes programas de reconhecimento 6tico de caracteres (OCR),
falhas podem ocorrer na obtencao das imagens antes do reconhecimento causando a
troca ou exclusao de caracteres. Uma proposta para corrigir erros de reconhecimento é
apresentada neste trabalho como etapa pds-OCR capaz de detectar e corrigir palavras
com erros através de métodos de andlise linguistica, de traducao estatistica (SMT) e
traducdo com aprendizado de maquina (NMT). A base de dados ICDAR 2019 foi utilizada
como amostras de treinamento e avaliacao dos modelos. Como resultado da pesquisa este
trabalho compila diversas medidas de desempenho para os modelos com destaque para
a precisao F'1 geral para deteccao de erros obtendo a marca de 60,7% e proporcao de

palavras corrigidas obtendo a margem de 15,71% para o conjunto de avaliacio.

Palavras-chave: OCR. Correcao de Erros de OCR. Correcao P6s-OCR. Neural Machine
Translation. NMT.






ABSTRACT

SANTOS, A. Correction Model For Character Recognition Through Computer
Vision. 2024. 50 p. Monograph (MBA in Artificial Intelligence and Big Data) - Instituto
de Ciéncias Matematicas e de Computacgao, Universidade de Sao Paulo, Sao Carlos, 2024.

The digitization of data is an essential process for storing records kept on paper and
allows the content of these documents to be manipulated to extract information through
computing. To extract text from images, there are various alternatives for recognizing
the characters that make up the writing. However, no matter how advanced these optical
character recognition (OCR) programs are, errors can occur in the image acquisition process
before recognition, leading to the replacement or omission of characters. A proposal to
correct recognition errors is presented in this work as a post-OCR step capable of detecting
and correcting misspelled words through linguistic analysis methods, statistical machine
translation (SMT), and machine translation with neural networks (NMT). The ICDAR
2019 dataset was used as training samples and for model evaluation. As a result of the
research, this work compiles various performance measures for the models, highlighting an
overall F1 accuracy for error detection of 60.7% and a word correction rate of 15.71% for

the evaluation set.

Keywords: OCR. OCR Error Correction. Post-OCR, Correction. Neural Machine Transla-
tion. NMT.
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1 INTRODUCAO

Neste capitulo serao apresentadas as motivagoes e o contexto de aplicagao de uma
camada de reconstrucao de palavras oriundas de um processo de reconhecimento 6ptico de
caracteres. Através do aprendizado de maquina, uma rede neural utilizando processamento
de linguagem natural pode reconstituir caracteres que nao foram corretamente reconhe-
cidos. Na secao 1.1 sera detalhado o estado da arte da visao computacional aplicada a
reconhecimento de escrita e como ela vém sendo aplicada. Na se¢do 1.2 serdo apresentadas
as motivacoes deste trabalho. Na secao 1.3 serao detalhados os objetivos do trabalho. Por

fim, na secdo 1.4 serd resumida a estrutura dos capitulos deste trabalho.

1.1 Contextualizacao

Apesar da maior integracao entre sistemas para circular informacoes, muitas
areas continuam utilizando papéis impressos como documentos oficiais ou comprovatorios.
Para facilitar o armazenamento e tratamento destes documentos, seus controladores
normalmente recorrem a digitalizacao destes papéis, entretanto, para agregar mais valor
a estes documentos armazenados apenas como registro, pode ser possivel extrair dados
importantes contidos neles. A principal técnica utilizada para extrair texto de imagens é
chamada de Optical Character Recognition (OCR), que sao modelos de reconhecimento
de visdo computacional capazes de reconhecer caracteres. Esta tecnologia avancou muito
e diversos modelos estao disponiveis para uso, porém, nem os mais avangados modelos
sdo capazes de lidar com desafios do trabalho de campo vinculado a informatizacao de
textos impressos (Thanki; Davda; Swaminarayan, 2021). Quando muitos documentos sao
escaneados em bateladas, ¢ comum que o resultado apresente falhas: a orientagdo da folha
pode acabar desalinhada, o papel pode ter uma dobra sobre os textos, a resolucao do
escaneamento pode ter sido baixa. Entre tantas possibilidades de falhas, torna-se necessaria

uma maneira de tratar a digitalizacao de documentos defeituosos.

1.2 Motivacao

As ferramentas de OCR vém auxiliando tarefas de digitalizacdo de documentos cada
vez melhor nos tltimos anos, entretanto, muitos dos principais softwares de reconhecimento
optico ainda nao sao capazes de lidar com problemas corriqueiros associados a tarefas
como: ma qualidade da digitalizacdo, baixa resolucao da digitalizacao, papel danificado,
ma qualidade de impressao do material. Para garantir que a digitalizagdo venha a fornecer
dados tteis, é preciso adicionar um tratamento para o texto gerado através do OCR
para ser devidamente armazenado ou seja processado por ferramentas para extragao de

informagoes textuais.



22

1.3 Objetivo

Este trabalho tem como objetivo desenvolver um modelo de I.A. capaz de reco-
nhecer e corrigir palavras com caracteres errados de documentos impressos que passaram
por processos de OCR. Sera verificado por fim a aplicabilidade deste modelo como um

microsservico.

1.4 Organizacao da Monografia

Esta monografia esta organizada da seguinte forma: No Capitulo 2 sera apresentada
a fundamentacao tedrica dos processos e tecnologias utilizadas. No Capitulo 4 sera discutida
a metodologia aplicada. O Capitulo 5 traz os resultados obtidos e uma analise sobre os

mesmos. Finalmente o Capitulo 6 apresenta as conclusoes sobre o trabalho.
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2 FUNDAMENTACAO TEORICA

Neste capitulo serao aprofundados os principais conceitos associados ao estudo da
correcao de caracteres utilizando inteligéncia artificial. Na Secao 2.1 sera apresentado o
funcionamento do reconhecimento de caracteres. Na Segao 2.2 sao abordados os principios
do aprendizado de maquina. A Secao 2.4 explica o que é processamento de linguagem
natural e suas ferramentas utilizadas neste trabalho. A Secao 2.5 traz o contexto dos

métodos de correcao palavras. Na Secao 2.6, as métricas de avaliagao sao descritas.

2.1 Reconhecimento Optico de Caracteres

O Reconhecimento Optico de Caracteres, em inglés, Optical Character Recognition
(OCR) é o processo de classificagao de padroes visuais contidos em uma imagem digital
(Chaudhuri et al., 2017). O processo consiste na segmentacao e classificagdo de trechos de
imagens que contém texto escrito com o objetivo de transpor a informacao classificada

para informagao textual capaz de ser armazenada e interpretada em computadores (Cabral,

2021).

Esta area de pesquisa vem aumentando seu uso devido aos bons resultados que as
técnicas de OCR apresentaram nos ultimos anos. Thanki, Davda e Swaminarayan (2021)
mencionam que existe uma demanda crescente para a digitalizacao de informagoes sensiveis,
escanear e armazenar estes dados como imagens seria custoso, portanto, para resolver este
problema, processar estes documentos e armazena-los como informagao textual serd mais
simples e rapido e possibilitaria também a utilizagao dos dados extraidos para analises

futuras.

Pessoas sdao capazes de reconhecer caracteres com 100% de certeza quando sao bem
escritos, entretanto nao existe ainda algum OCR capaz de se aproximar de tal precisao de
reconhecimento (Mori; Nishida; Yamada, 1999). Para Chaudhuri et al. (2017), caracteres
escritos a mao e impressos podem ser reconhecidos, mas a precisao sera diretamente
dependente da qualidade dos documentos utilizados e que quanto mais uniforme for a

entrada, melhor serd o desempenho do sistema de OCR.

No diagrama da Figura 1 é apresentada uma divisdo de diferentes escopos para
OCR. Com base na divisao proposta por Chaudhuri et al. (2017), este trabalho abordara
apenas o reconhecimento de caracteres alfanuméricos individuais do alfabeto romano em

letras impressas.
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Reconhecimento de Reconhecimento
Caracteres On-line
Reconhec_:lmento Texto Escrito a Mao

Off-line

Caracteres
Individuais

¢

Impresso Escrito a Mao

Reconhecimento Verificagao

Figura 1 — As Diferentes Areas do Reconhecimento de Caracteres.

Fonte: (Chaudhuri et al., 2017), tradugao livre.

2.2 Aprendizado de Maquina

Aprendizado de Maquina (AM) é um conjunto de técnicas que tem como seus
objetivos fazerem com que computadores sejam capazes de aprender sem necessariamente
serem programados (Samuel, 1959). O aprendizado, de modo geral, é o resultado de
diversas iteracoes sobre um modelo estatistico probabilista com o objetivo de otimizar
um critério de desempenho (Ayodele, 2010), a otimizacao se da convergindo os pesos ou
coeficientes do modelo para fornecer respostas contidas dentro do escopo dos dados de

utilizados como exemplo. (Grebovic et al., 2023).

2.2.1 Redes Neurais Artificiais

Redes neurais artificiais (RNA) compreendem uma gama de topologias de programas
baseados no AM envolvendo neurénios (Ayodele, 2010). Os neurdnios sao uma regra de
aprendizado desenvolvida por Rosenblatt (1958). A proposta do algoritmo, chamado de
perceptron, era imitar um modelo de ativagao das células neuronais, desta forma, cada
neurdnio artificial pode receber diversas entradas ponderadas que apds serem somadas,
tem seu resultado inserido em uma funcao de ativagdo que determina se o neurénio é
ativado ou nao. Tomando como exemplo a aplicacao inicial do perceptron, o neurdnio

tinha o objetivo classificar dois grupos de elementos linearmente separaveis.

Com o aprimoramento da capacidade de processamento dos computadores os
resultados obtidos por Rosenblatt puderam ser multiplicados em redes de neurénios

capazes de receber e produzir sinais para multiplas camadas de neurdnios interligados.
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Esta topologia ganhou notoriedade ao obter sucesso em encontrar solugoes para problemas
com nivel de maestria proximos aos de solugoes estatisticas para o reconhecimento de

padroes (Ayodele, 2010).

2.3 Transformer

Transformer é uma arquitetura de AM desenvolvida para processamento de textos
com o objetivo de reduzir custos computacionais através de uma funcao capaz de calcular
o contexto de palavras de uma sentenca (Vaswani et al., 2017). Os principais componentes
da arquitetura sao codificadores posicionais, camadas Multiplas de Atencao e camadas de
realimentacao conectadas através de subcamadas de normalizacao dispostas de modo a
gerar uma entrada de dados para um estimador Softmax para o calculo das probabilidades
de relacionamentos para entre tokens codificados (Vaswani et al., 2017) em forma tabular.

Esta estrutura pode ser observada na Figura 2.

Output
Probabilities

(| Add & Norm
Feed
Forward
e | A | Add & Norm I:
AEIEI MO Mutti-Head
Feed Attention
Forward D) Nx
— |
Nix Add & Norm
f->| Add & Norm | T —
Multi-Head Multi-Head
Attention Attention
1t 1
C— J \_ — )
Positional D @ Positional
Encoding Encoding
Input Output
Embedding Embedding
Inputs Outputs

(shifted right)

Figura 2 — Arquitetura do Modelo Transformer.

Fonte: (Vaswani et al., 2017).

Este modelo se tornou muito importante no campo de estudo de aprendizado de
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maquina voltado a linguagem pois, segundo Merritt (2022), 70% dos artigos do site arXiv
sobre IA mencionam o modelo Transformer e por ser uma peca fundamental do modelo

BERT, que é um modelos estado da arte de A voltado a interpretagao de textos.

2.4 Processamento de Linguagem Natural

A forma mais comum de processar informagoes em computadores é através de
dados estruturados, que por sua vez, sao dados que possuem um formato ou contexto
predefinido. Por possuirem uma estrutura fixa, transformar ou extrair informacoes destes
dados é uma tarefa mais previsivel quando comparados aos dados nao estruturados (Oracle,
2024). O processamento de linguagem natural (PLN) é uma éarea da computagao que
estuda métodos para analisar, modelar e entender a linguagem humana (Vajjala et al.,
2020). Dentre os diversos métodos e indices de manipulagao textual as técnicas utilizadas

neste estudo sao apresentadas nas secoes seguintes.

2.4.1 Segmentacao de Sentencas

De modo geral, sentencas de um texto podem ser separadas na presencga de pontu-
acgoes como pontos finais, interrogagoes ou exclamagoes, entretanto, pontos presentes em
abreviagoes e enderecos ou reticéncias por exemplo, podem corromper o contexto da sen-
tencas com uma divisdo erronea. As principais ferramentas de PLN contam com métodos
de segmentacao baseadas na deteccao de excegdes a separagao baseada em pontuagoes
(Vajjala et al., 2020).

2.4.2 Andlise Léxica

Técnica também conhecida pelo termo em inglés tokenization, é a etapa de ato-
mizacao do texto em tokens, ou seja, as palavras ou caracteres sao divididas com base
na separacao por espagos e outras regras definidas por cada ferramenta de andlise 1éxica
(Vajjala et al., 2020). A biblioteca spaCy por exemplo, segmenta uma sentenca como visto
na Figura 3, no primeiro passo os tokens sao divididos entre os espacos entre as palavras,

em seguida, os prefixos sdo separados depois os sufixos sao separados.

2.4.3 Similaridade de Jaccard

A Similaridade de Jaccard é uma medida de proximidade de conjuntos caracterizada
pela razao da interseccao pela uniao dos conjuntos (Chung et al., 2018), como pode ser
visto na Equagao 2.1. Esta medida é uma forma simples de medir a similaridade entre

caracteres de uma palavra.

_|ANB

J=——
|AU B

(2.1)
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“Let’s go | to NY.!” [ PREFIX ]
o
Let's go | to NY.!”
—

[ 1 1 I ——

-

Let | 's | go to NY.!” [ SUFFIX ]
[ SUFFIX

CHHE CHE

let 's | go || to N.Y.! "
[ T 1 1
let | 's | go | to "
C T T 1 1
Let 's g0 to ” [ DONE

Figura 3 — Separagao de tokens através do spaCy nativo.

Fonte: (spaCy, 2024).

2.4.4 Distancia de Levenshtein

A distancia de Levenshtein é uma forma de medir a diferencga entre dois conjuntos
através das substituicoes, adi¢oes ou exclusoes de itens de um conjunto com o objetivo de
se tornar idéntico ao outro conjunto comparado. Para cada operacao realizada, o custo
para a transformacao do conjunto aumenta em uma unidade (Grashchenko, 2024). A
defini¢do da distancia pode ser observada na Equagao 2.2, é possivel observar também que
a equagao é recursiva por definicao, onde i e j sdo a quantidade de itens dos conjuntos A e
B respectivamente, desta forma, a distancia para dada quantidade de itens é calcula pela
menor distdncia apresentada através da remocao de um dos itens de A, B ou de ambos
acrescido de 1. Caso a remocao faca um conjunto nao ter itens a quantidade do conjunto

que possui mais items ¢é utilizada.

max(i, j) se min(i,j) =0
- levap(i—1,j) +1
levap(i,j) =4 o (2.2)
min § leva g(i,j — 1) + 1 caso contrario

levA,B(i — 1,] - 1) + 1(a7$b)

2.5 Correcdo de Erros

Os métodos de corregoes textuais podem se dividir em geral em duas categorias:
estatisticos e de aprendizado de méquina (Singh; Singh, 2018). Modelos estatisticos sao
baseados na ocorréncia e semelhanca entre palavras comparadas a um dicionario conhecido.
Modelos baseados em AM se aproximam do modelo estatistico com a diferenca de nao

necessitar de um dicionario definido, as regras de correcao sao determinadas como resultado



28

do processo de aprendizado (Amrhein; Clematide, 2018). Um problema citado por (Vajjala
et al., 2020) é a corregao para sistemas especificos como textos obtidos através de OCR,
caracteres podem ser reconhecidos como outros visualmente semelhantes. Através do
AM seria possivel estabelecer regras de correcao de caracteres mais adequadas aos erros

oriundos do processo de reconhecimento visual (Amrhein; Clematide, 2018).

2.5.1 Traducdo Automatica Neural

Desde a antiguidade, estudiosos buscaram formas mais simples de traduzir linguas.
Em meados do século IX Al-Kindi relacionou a ocorréncia de vogais e entre a escrita do
arabe e do latim e as combinagoes entre vogais e as letras adjacentes para criar um sistema
de predi¢ao de possiveis tradugoes a partir de algumas palavras conhecidas (DuPont,
2022). O desenvolvimento do estudos de estatistica permitiram a criacdio de um novo
ramo no campo da tradugao automética (TA), através de andlises de frequéncia de letras,
assim como Al-Kindi, e utilizando n-gramas, Booth e Weaver criaram o que seria um dos
primeiros métodos de tradugao automatica estatistica, ou em inglés, statistical machine
translation (SMT) (DuPont, 2022).

A Traducao Automatica Neural utiliza ferramentas de AM para determinar as
regras de tradugao de um modelo através de exemplos. Devido ao aumento das aplica¢oes
de AM para tarefas de PLN, a area da TA observou bons resultados com a divulgacao dos
primeiros trabalhos utilizando redes neurais e atualmente os modelos baseados em AM
comecam a ser considerados mais avangados e com melhor precisao do que os métodos
estatisticos de tradugdo mais difundidos (Amrhein; Clematide, 2018). No decorrer deste
trabalho serao utilizados o nome e a sigla do processo em inglés: neural machine translation

e NMT, por serem mais difundidos.

2.6 Meétricas de Avaliacao

Para aferir a precisao de acertos e quantificar a melhoria dos tratamentos processa-

dos, as métricas utilizadas neste estudo sao apresentadas nas seguintes secoes.

2.6.1 WER

Uma das formas de medir a assertividade de sistemas de reconhecimento de texto
ou fala é a razao de palavras erradas ou word error ratio (WER), os valores obtidos para
essa medida podem ser obtidos através da Equacao 2.3 que define a medida como a razao

das palavra com erros sobre a quantidade total de palavras.

Quantidade de Palavras com Erros
Total de Palavras

WER =
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2.6.2 CER

Similar & medida WER, a medida da razao de caracteres errados ou character error
rate (CER) é utilizada para aferir a quantidade de caracteres erréneos em um texto. A
CER é comumente utilizada como medida de qualidade de sistemas de OCR. A Férmula
2.4 descreve como obter a razao. Na formula, S representa a quantidade de caracteres
substituidos, I a quantidade de caracteres inseridos ao texto, E a quantidade de caracteres

excluidos e T o total de caracteres no texto.

[+E
CER = S+T+ (2.4)

2.6.3 Mudanca Relativa

A mudanga relativa (MR) é uma forma de medir o impacto de uma mudanga em
um conjunto em relagdo ao seu estado original. A razao de mudanca pode ser obtida
através da equacao da Férmula 2.5 onde V' é o conjunto alterado e V o conjunto original
(Nguyen et al., 2020a).

V-V

MR =
%

(2.5)

Mais adequada para a comparacao entre palavras é a aplicagao da MR utilizando a
distancia de Levenshtein normalizada que pode ser vista na Equacao 2.6. Para distinguir
a MR da melhora relativa entre distancias de Levenshtein, neste trabalho sera utilizado a
nomenclatura em inglés para se referir a melhora relativa, ou em inglés, relative improvement

(Rellmp).

LVNoriginal - LVNcorm'gido

Rellmp = 2.6
camp LVNoriginal ( )

Onde LVN ¢ a distancia de Levenshtein normalizada, vide Equacao 2.7.
LUN — Sy pi % lev(w;, GTtoken;) 2.7)

N

Na equagao, p; é a probabilidade do candidato a correcao w; ser corrigido para o
token GTtoken;, n é o nimero de tokens errados em consideracao e N o total de caracteres

considerados (Nguyen et al., 2020a).

2.6.4 F1l-score

Sistemas de predicdo e classificagao utilizam amplamente a medida de F1, a
medida permite avaliar o desempenho de acertos do sistema, entretanto, a medida também

considera a ocorréncia de casos falsos positivos e falsos negativos permitindo avaliar desvios
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de no funcionamento esperado de determinado modelo. o F1-score pode ser obtido através
da Formula 2.8, onde VP é conjunto de valores verdadeiros-positivos, FN é o conjunto de

valores falsos-negativos e FP o conjunto de valores falsos-positivos (Nguyen et al., 2020a).

B 2V P
- 2VP+ FN+ FP

F1 (2.8)
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3 TRABALHOS RELACIONADOS

Neste capitulo serao apresentadas a metodologia de busca de trabalhos relacionados
ao escopo do problema levantado por essa monografia e as principais referéncias obtidas

para fundamentar a metodologia a ser aplicada.

3.1 Metodologias de Busca

A busca por trabalhos relacionados foi realizada através da pesquisa em quatro
plataformas de publicagoes cientificas: IEEE Xplore, Springer Link, ACM Digital Library
e DBLP. Todas as pesquisas foram criadas na lingua inglesa pois as plataformas hospedam
trabalhos apenas neste idioma. As palavras-chave utilizadas foram: OCR, post, correction
e NMT, como as plataformas possuem sintaxes distintas para a utilizacao de suas buscas
avangadas, as frases de pesquisa foram montadas de modo a procurar por conteidos que
contivessem diversas variagoes de forma de escrita das palavras-chave citadas exceto o

termo OCR. As frases de busca criadas para cada plataforma sao as seguintes:

« IEEE Xplore

("Document Title":"OCR") AND ("All Metadata":"correction"OR "All Metadata':"post-
correction"OR ("All Metadata':"post"AND "All Metadata':"correction") OR "All
Metadata':"post-ocr"OR ("All Metadata":"post"AND "All Metadata':"ocr")) AND
("All Metadata":"NMT"OR ("All Metadata':"neural" AND "All Metadata':"machine' AND
'All Metadata':"translation") OR "All Metadata':"neural-machine-translation")

e Springer link

(OCR AND (error OR error-correction OR (error and correction) OR post-ocr OR
(and and ocr) AND (NMT OR neural-machine-translation or (neural and machine

and translation)))
« ACM Digital Library

OCR AND (error AND correction) OR error-correction OR post-ocr OR (post AND

ocr)
« DBLP
OCR error NMT

O resultado das buscas pode ser observado na Tabela 1, foi possivel observar poucos

resultados exceto para a busca em Springer Link.
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Tabela 1 — Resultados da Pesquisa por Trabalhos Relacionados - Fonte: Autoria Propria.

Base de dados Quantidade de Resultados | Estudos Selecionados
IEEE Xplore 4 1
Springer Link 1179 1
ACM Digital Library 17 1
DBLP 1 1

3.1.1 Amrhein e Clematide (2018)

O trabalho de Amrhein e Clematide (2018) parte do questionamento sobre o
desempenho de modelos de tradugao automatica a nivel de caracteres, em especifico, se
modelos baseados em SMT tem desempenho superior aos modelos baseados em NMT para

detecgao e correcao de erros.

Os pesquisadores utilizaram a base de dados ICDAR2017 (Chiron et al., 2017). O
corpus ¢ formado por termos de origens e periodos variados igualmente distribuidos nas
linguas inglesa e francesa. Os dados da base sdo apenas textuais divididos entre o resultado

do processo de OCR e o texto esperado, ou no termo utilizado, ground-tuth (GT).

Dos principais pontos abordados na metodologia da publicacao se destacam: a
adocao de modelos de 10-gramas para modelos de SMT, o descarte do uso de redes
neurais convolucionais (RNC) para modelos de NMT, uso de uma estrutura de treinamento
chamada Nematus devido a possibilidade de ajustar parametros, utilizacao de tokens com
e sem erros de OCR na proporc¢ao de 75% de tokens com erros e a proposi¢ao de um
sistema combinado de SMT e NMT para detectar e corrigir erros. Um resumo do sistema

proposto pode ser visto na Figura 4.

O resultado do experimento mostrou que, para a base de dados utilizada, o melhor
modelo de SMT apresentou melhor desempenho na correcao de erros, enquanto o melhor
modelo de NMT teve melhor desempenho na detecgao de erros. Segundo os autores, eles
nao foram capazes de encontrar os melhores parametros de treinamento e ajuste dos

hiperparametros do Nematus, portanto existe a possibilidade de aprimorar o processo.

3.1.2 Nguyen et al. (2020b)

Nguyen et al. (2020b) estudam o uso de BERT, uma variagao pré treinada do
modelo transformer, para a deteccao e correcao de textos. A estrutura do modelo proposta
consiste em duas etapas: a primeira ¢ um modelo de reconhecimento de entidades adaptado
para classificar tokens como validos e invalidos. Os token sdo obtidos pelo processo de
tokenizagao WordPiece. A segunda etapa ¢ um modelo baseado na estrutura OpenNMT

com ajustes nos tamanhos das camadas ocultas.

Assim como Amrhein e Clematide (2018), os autores utilizaram a fatoragao de

caracteres para aumentar os dados de treinamentos evidenciando os tipos de fonte de
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f Dados e Resultados de Processos \
Resultado Sistemas
Resultado OCR: Resultado OQR fjo Combinados p/ token
) : token anterior: )
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tbe
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Sistema 1:
(Menor Distancia de Sistema 2: Sistema 3: Sistema 5: Sistema 4:
Levenshtein) ssrvioe service ssrvioe sarvice
ssrvioe
Tarefa 1: Tarefa 2:

Detecgao de Erros Corregao de Erros

Resultado do Sistema 1 é

Resultado do Sistema 1 &
diferente do OCR?

diferente do OCR?

Resultado mais INAO] :
frequente ¢é diferente :
do OCR? : [siM)

Resultado do OCR é
igual ao GT?

[NAO]
Considerar apenas
sistemas que
propdem mudangas

Nenhum Erro {"service™:1.0} { "sarvice":0.666,
: o "service":0.333 }

[SIM] [SIM]

Erro Detectado

[SIM]

Detectado

Tarefa 1 - Subtarefa:

Candidato atual + token '\ [yac; Uniao de Tokens

aterior (Res. Sistemas)

Candidato atual + token

[NAO]
aterior (Res. OCR)

"the" ndo esta no GT

Resultado OCR + token

[NAO]
E . .
ot A 5 aterior (Res. Sistemas
"service" ndo esta no GT tbe” nao ESta no GT ( ) Resultado OCR + token
E R . aterior (Res. OCR)
" - . tbe" ndo esta no GT
" ol aatd service" ndo esta no GT
theservice" esta no GT? E E e )
"theservice” esta no GT? "ssrvioe" ndo esta no GT tbe naoEesta no GT
E
SIM " P .
[siM] "thessrvioe" estd no GT? ssrvioe” néo esta no GT
[siM] E
"tbessrvioe" estd no GT?
Tokens devem ser unidos, Tokens nao devem ser unidos,
K erros detectados em ambos erros tratados como detecgdo comum J

Figura 4 — Diagrama de Sistema de Deteccao e Correcao.

Fonte: (Amrhein; Clematide, 2018), tradugao livre.

dados dos corpus ICDAR2017 que sao divididos entre periédicos e monografias e da base
ICDAR2019 (Chiron et al., 2017) (Rigaud et al., 2019).

Os resultados do trabalho foram comparados ao desempenho de outros trabalhos
sobre as mesmas bases de dados. Para a deteccdo de erro a métrica comparada foi a
pontuagao F1. O modelo de Nguyen et al. (2020b) teve um desempenho maior que os

demais trabalhos para as bases ICDAR2019 e ICDAR 2017 para periédicos e obtendo
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desempenho acima da média para monografias. Os resultados da correcao de erros foram
medidos pela Rellmp. O modelo de Nguyen et al. (2020b) obteve resultados acima da

média quando comparados com os demais trabalhos.

3.1.3 Nguyen et al. (2020a)

Diferente dos demais trabalhos relacionados, Nguyen et al. (2020a) estudam o
uso de algoritmos evolutivos como modelos de detecgao e correcao de erros através do

self-organizing migrating algorithm (SOMA).

O processo de correcao de erros é realizado do forma iterativa de modo que um
token que é detectado contendo erros é analisado por uma janela deslizante de um ou dois
caracteres em busca de padroes de correcao que substituirao caracteres do token. Para
cada padrao encontrado e substituido um candidato a substituicao ¢é criado de modo que
a o melhor candidato é avaliado através de uma pontuagao de uma soma ponderada que
considera a similaridade, frequéncia de unigramas, bigramas, trigramas e a probabilidade de
substituicdo do candidato. Como resultado, o modelo obtido de deteccao teve desempenho
dentro da média para monografias da base ICDAR2017 enquanto o modelo de correcao

teve resultados acima da média para a mesma base.

3.1.4 Mokhtar, Bukhari e Dengel (2018)

Os pesquisadores Mokhtar, Bukhari e Dengel (2018) partem da contestagao dos
métodos considerados estado da arte para correcao de textos obtidos via OCR contra 4
métodos de correcao apresentados: a nivel de palavra e a nivel de caracteres ambos com e

sem normalizacao das sugestoes de correcao.

O foco dos autores foi voltado para a correcao de erros, desta forma, os principais
pontos apresentados por sua metodologia foram: o reconhecimento do melhor desempenho
de modelos de correcao a nivel de caracteres e uso da normalizacao de palavras previstas
pelos modelos. A normalizacao é um processo proposto pelos autores para verificar através
da distancia de Levenshtein entre os tokens de uma sentenga se os tokens sugeridos pelo
modelo de correcao tem mais proximidade do que a sentenca original. As bases de dados
utilizadas no estudo abrangem trés linguas. Em inglés, as bases foram UNLV e UW-III que
sao formadas por documentos digitalizados de fontes variadas. Em alemao, a base de dados
foi criada a partir da raspagem de textos de paginas web, renderizados como imagens para
posteriormente serem processados por OCR. A base em latim que foi construida a com

base em livro digitalizado datado do século XV.

Os resultados do estudo diferem dos demais trabalhos relacionados, pelas bases dife-
rentes e pelas métricas observadas, os autores avaliaram o desempenho dos modelos através
da razao de erro entre caracteres (CER) e a razao de erro entre as palavras (WER). Para

cada idioma analisado, os indices de mudanca relativa foram calculados para cada razao,
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estas dados foram levantados para todos os modelos analisados. Comparando os resultados
entre os modelos, as principais observacgoes percebidas foram: o pior desempenho em geral
foi do modelo NMT baseado em palavras sem normalizacao, os melhores desempenhos
em geral foram obtidos pelos modelos de NMT baseados em caracteres. Os desempenhos
dos modelos SMT e NMT baseado em palavras normalizado, em geral, apresentaram

resultados préximos, o modelo SMT obteve um desempenho levemente menor.

3.2 Relacdes Entre os Estudos Selecionados

Dentre os trabalhos selecionados, todos tiveram como objetivo aumentar a Rellmp
para modelos de corregao e a precisao F1 dos modelos de deteccao, exceto para Mokhtar,
Bukhari e Dengel (2018) que nao utilizaram métodos de detecgao. A maior parte dos estudos
utilizaram as bases da competicao ICDAR, cada um abordou tipos de soluc¢oes distintas
para o problema central, para facilitar a comparagao das principais caracteristicas de cada
estudo bem como a proposta de pesquisa deste trabalho, um resumo das informacoes pode

ser observado na Tabela 2.

Tabela 2 — Relagoes Entre Estudos - Fonte: Autoria Prépria.

Base de , Método de Deteccao
Estudo Lingua )
Imagens de erros Método de | Métricas de| Métricas de
Correcao Deteccao Correcao
(Amrhein; ICDAR Francés e | NMT e SMT a nivel de caracteres | Idem & de- | F1 Rellmp
Clematide, | 2017 Inglés teccdo de
2018) erros
(Nguyen et | ICDAR Francés, Similaridade BERT F1 Rellmp
al., 2020b) 2017 e | Inglés, ajustado
ICDAR Tcheco, como cor-
2019 Alemao, retor
Polonés,
Espanhol,
Neer-
landés,
Eslovaco e
Finlandés
(Nguyen et | ICDAR Francés e | Verificacdo de unigrama no corpus | Substitui- F1 Rellmp
al., 2020a) 2017 Inglés cdo atra-
vés do
SOMA
(Mokhtar; UNLV e | Inglés, Ale- Nao utilizado OpenNMT | Nao wutili- | CER,
Bukhari; UW-III mao e La- como cor- | zado WER
Dengel, tim retor
2018)
Proposta ICDAR Francés, NMT e SMT a nivel de caracteres | Idem a de- | F1 Rellmp
de pesquisa | 2019 Inglés, teccdo de
Tcheco, erros
Alemao,
Polonés,
Espanhol,
Neer-
landés,
Eslovaco e
Finlandés







37

4 METODOLOGIA

Neste capitulo serao descritas as metodologia deste trabalho detalhando as bases
de dados e seu tratamento na Secao 4.1. Na Secao 4.2 serao apresentadas os algoritmos
e topologias do sistema de deteccao de caracteres erréneos, enquanto na Secao 4.3, sera
abordado como serao realizadas as corre¢oes dos erros encontrados pelo sistema. A forma
de avaliacao do desempenho dos componentes dos sistemas de detecgao e correcao erros

serao detalhados na Secao 4.4.

4.1 Base de Dados

A base de dados selecionada foi a disponibilizada no desafio ICDAR 2019 (Rigaud
et al., 2019) pois se aproxima dos trabalhos relacionados citados em 3.1. A base de dados
contém 22 milhdes de caracteres distribuidos em paragrafos em 10 idiomas diferentes. Cada
amostra contém primeiro um identificador do tipo da amostra entre colchetes seguido de
um paragrafo de texto. O primeiro paragrafo contém o resultado do texto obtido pelo
OCR. O segundo paragrafo contém o texto obtido por OCR alinhado, ou seja, caracteres
faltantes em relacao ao G'T sdao preenchidos com o caractere @. O dltimo pardgrafo contém

o texto esperado.

Tabela 3 — Exemplo de Amostra da Base de Dados.

[OCR__toInput] A Misfion are but chips or fhave- ings)do not onely keep our fins
lower,but also weigh against the tem poral penalty of those which are in the scale.
It may admit a que stion whither it be a more precious Chri stian exercise to do
good, or to endure evils : that state is certainly the best in which both are con
joy ned, when suf fering many grie vances,we act as much . good

[OCR__ aligned] @@@@A Misfion are but chips or thave- ings)do not onely keep
our fins lower,but also weigh against the tem@ poral penalty of those which are
in the scale. It may admit a que@ stion whither it be a more precious Chri@ stian
exercise to do good, or to endure evils : that state is certainly the best in which
both are con joy ned, when suf@ fering many grie@ vances,we act as much . good
[GS__aligned] 92 A Misffon are but chips or shave- ings)do not onely keep our
fins lower,but also weigh against the tem- poral penalty of those which are in the
scale. It may admit a que- stion whither it be a more precious Chri- stian exercise
to do good, or to endure evils : that state is certainly the best in which both are
con@joy@ned, when suf- fering many grie- vances,we act as much@@ good

A razdo entre tokens de treinamento contendo ou nao erros é um fator importante.
Para garantir que o modelo traduza os erros apresentados, serda montado um conjunto
de treinamento com a razao de 75% de tokens contendo erros e 25% de tokens sem erros
(Amrhein; Clematide, 2018).
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4.1.1 Tratamento da Base de Dados

Como visto na Secao 4.1 os textos de OCR alinhados possuem caracteres de
espacamentos, para manter a integridade das palavras, os caracteres de espacamento
foram substituidos pelos respectivos caracteres do GT. Com o objetivo de preparar as
amostras de treinamento e avaliagao, os textos foram divididos em pares de tokens através
do tokenizador da biblioteca NLTK. Para calcular as razoes de amostras com erro, cada

de token de OCR foi classificado como idéntico ou ndao ao GT.

Como a base de dados é composta por textos em diversas linguas, Amrhein e
Clematide (2018) propoem separar e fatorar os caracteres de cada token e tratd-los como

uma sentenca para o treinamento dos modelos de traducao. Os caracteres foram fatorados

adicionando um caractere "|" e um cédigo de duas letras referente a lingua original de

dado token. Alguns exemplos de fatoracoes estdo descritos na Tabela 4.

Tabela 4 — Exemplo de Conjunto de Dados Fatorados.

OCR GT Lingua
i|DE h|DE m|DE ihm Alemao (DE)
P|FR a|FR r|FR t|FR 1|FR ¢/FR Partie | Francés (FR)
SIEN O|EN U[EN R[EN C[EN E[EN | SOUR CE | Inglés (EN)

4.2 Modelo de Deteccao de Erros

Assim como proposto por Amrhein e Clematide (2018), o modelo de detecgao pode
se beneficiar da estrutura de combinacao de métodos de SMT junto do modelo de NMT.
Um resumo da estrutura proposta por Amrhein e Clematide (2018) pode ser vista na
Figura 4. O sistema apresentado utiliza 4 tokens de entrada: OCR, GT, OCR do ultimo
e resultado do sistema para o ultimo token. Foram utilizados 5 métodos de correcao,
sendo o principal, o método baseado na distancia de Levenshtein, mais trés sistemas de
correcao baseados em SM'T e um modelo de correcao NMT. O processamento de texto é
dividido em 3 tarefas: deteccao de erros, uniao de tokens e correcao de erros. Na primeira
etapa, o primeiro passo é verificar se o token OCR ¢é diferente do resultado do método
de Levenshtein, caso seja, o erro é detectado, caso contrario, ¢ verificado se os resultados
que apresentarem maior frequéncia sao diferentes do token OCR, caso sejam, um erro é
detectado, caso contrario, é verificado se o token de OCR ¢ igual ao GT, caso seja, o erro é
detectado, caso nao seja, nenhum erro é detectado. A correcao de erros é a segunda etapa
do processo, no caso do token OCR ser diferente do resultado do método de Levenshtein,
sera escolhido o resultado com a menor distancia de Levenshtein dentre os modelos que
apresentarem um resultado diferente do token OCR. A terceira etapa é a uniao de tokens,
0 processo que se resume em verificar se tanto os tokens de OCR quanto o candidato a

correcao fazem parte do corpus do GT quando unidos ao dltimo token de OCR ou ao



39

ultimo resultado de correcao. Caso nenhuma das unioes esteja no corpus, os tokens sao

tratados separadamente, caso contrario, os tokens sao unidos.

4.2.1 Detecgao por SMT

Os métodos selecionados para a etapa de detecgdo dos erros por SMT foram
alguns dos sistemas utilizados por Amrhein e Clematide (2018). A minima distancia de
Levenshtein entre cada token e o corpus Words da biblioteca NLTK atua como primeira
etapa de detecgao. Para os sistemas de suporte, inicialmente foi planejado utilizar o Moses
Toolkit (Koehn et al., 2007), que foi utilizado no sistema original, entretanto, devido a falta
de manutencao da ferramenta, sua utilizacao se tornou inviavel, levando substituicao deste
modelo pelo modelo de tradu¢ao IBM1 que é componente da biblioteca NLTK (NLTK,
2023). O ltimo modelo de tradugao é baseado na distancia minima de Jaccard comparada

com o corpus words da biblioteca NLTK.

4.2.2  Detecgao por NMT

O modelo de detecgao NMT foi baseado no algoritmo Transformer-NMT. Este
programa cria uma esteira de treinamento para um modelo de transformers (Munoz, 2020).
Este modelo permite a alteracao de diversos hiperparametros. Foi escolhido manter as
configuragdes iniciais do autor, sendo elas: 512 entradas e saidas e 6 camadas profundas
para encoders e decoders, 8 camadas paralelas de head, 512 unidades de feedforward e
dropout-rate de 0.2. Os parametros de treinamento também foram mantidos iguais aos

utilizados pelo autor.

4.3 Modelo de Correcao de Erros

Mantendo a proposta de um sistema integrado de Amrhein e Clematide (2018). A
correcao sera realizada a partir do célculo das distancias de Levenshtein dos resultados
obtidos na etapa de classificacao, o candidato que apresentar a menor distancia serd o

selecionado.

O diagrama da Figura 5 descreve a estrutura do sistema de detecgao e correcao

proposto para o estudo.

4.4 Avaliacao de Desempenho

As principais formas de aferir o desempenho dos modelos obtidos acompanharao
os trabalhos citados na Sec¢do 3.2 sendo as métricas: F1 para modelo de deteccao e para o
modelo de correcao a mudanga relativa, CER WER e Rellmp. Os resultados obtidos serao

comparados com os resultados apresentados pelas literaturas levantadas no Capitulo 3.
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Resultado OCR: Texto Esperado: Sistema 1:
) ’ : ’ (Menor Distancia de Levenshtein)
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00y |

{"service":0.0 }

Figura 5 — Proposta de Sistema de Detecgao e Correcao.

Fonte: Autoria Propria.
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5 AVALIACAO EXPERIMENTAL

Este trabalho teve como objetivo construir um sistema de correcao de caracteres
para textos extraidos de OCR. Os resultados do estudo estao dispostos neste capitulo de
modo que na Sec¢ao 5.1 sao discutidos como foram criados e treinados os modelos SMT.
A Segao 2.5.1 trata do treinamento do modelo NMT. A Secao 5.3 traz os resultados dos
testes realizados. A Secao 5.4 apresenta caracteristica do sistema utilizado para processar
os algoritmos. Para o experimento foi utilizada parte da base dados ICDAR 2019 com
cerca de 1.700.000 tokens de treinamento com a propor¢ao de 75% de tokens com algum
erro, para a avaliacao de resultados foram utilizados 50.000 tokens com a proporcao de

50% de tokens com erros.

5.1 Obtencao dos Modelos SMT

Dos quatro modelos utilizados neste trabalho, os modelos de Levenshtein e Jaccard
foram implementados a partir da ordenacao dos resultados dos calculos das distancias
entre um token em letras minusculas comparadas ao corpus words. Para cada palavra
corrigida foram selecionados as menores distancias de Jaccard e Levenshtein para cada
modelo respectivamente. O modelo IBM1 foi treinado utilizando as amostras de treino
nao fatoradas. Ao alimentar o modelo com um token para traduzir, a operacao é realizada
caractere a caractere através da selecao do caractere que apresentar a maior probabilidade
de acerto calculada pelo modelo. Os caracteres traduzidos sao armazenados em uma lista

e sao unidos em uma palavra através da funcao TreebankWordDetokenizer do NLTK.

5.2 Obtencdao do modelo NMT

O modelo que apresentou o treinamento mais complexo entre todos do sistema foi
o de NMT. A construcao do modelo de Transformer é realizada instanciando as classes das
camadas do modelo para que seja possivel definir uma func¢ao de treinamento utilizando
o modelo instanciado junto de um gradiente descendente para atualizagao dos pesos do
modelo e um gerenciador de modelos para armazenamento de versdes dos modelos em
arquivos. Foi feita uma primeira tentativa de treinamento com base no algoritmo original
com dez épocas de treinamento. Devido ao elevado tempo observado para processar as
primeiras épocas, o treinamento foi reiniciado com apenas uma época. Com uma época, o
processo de treino durou cerca de 3 horas, as especificacoes de hardware utilizadas estao
detalhadas na Secao 5.4.1. Foi observado pelas métricas de treinamento que as perdas
apresentaram uma grande variacdo para as primeiras bateladas de treino e a partir de
aproximadamente 15% das bateladas houve uma diminui¢ao muito pequena das perdas.

O mesmo comportamento foi observado para a precisao. Grande aumento no inicio do



42

processo e pouca variacao no restante do treino. A quantidade de épocas selecionada para
o treinamento definitivo foi de duas épocas devido a pequena elevagao linear observada
na Figura 6, o treinamento levou cerca de 9 horas e com base nas métricas apresentadas.
Nao houve uma melhora significativa nos indicadores que justificasse um processo com
mais do dobro de duracao de tempo, resultando na diminuicao das perdas na ordem
de 0,02 pontos e aumento de 0,005 de precisao. Apés treinar o modelo de Transformer,
o modelo de traducgao foi criado. O modelo foi programado para receber uma palavra,
separar e fatorar seus caracteres. A sentenca criada é processada pelo encoder posicional
de entrada, a tabela de itens processados é alimentada ao modelo que processa através de
encoding-decoding até atingir o marcador de fim de sentenca adicionado. Os resultados
para cada caractere sdo concatenados em um decoder. A tabela armazenada no decoder
¢é processada pelo decoder do corpus de saida para substituir os indices da tabela em

caracteres e uni-los em uma palavra.

Training Loss Training Accuracy

— loss 0.12 { =—— acc

0.8 0.10 4

0.08

0.6

0.06

0.4
0.04 4

0.02
0.2 1

0.00

Figura 6 — Evolucao do Erro e Precisao Durante Treinamento do Modelo NMT.

Fonte: Autoria Propria.

5.3 Desempenho dos Modelos e Sistema

Devido a estrutura do sistema construido utilizar as palavras traduzidas pelos
modelos para realizar tanto as detecgoes quanto as corregoes, inicialmente serao analisados
os desempenhos de correcao para discutir posteriormente os resultados dos modelos como
candidatos ao sistema de deteccao. O sistema de correcao e deteccao sera referenciado
apenas como sistema ao longo do trabalho. Cada modelo foi avaliado com base nas métricas

apresentadas na Secao 3.2.

Para verificar a capacidade de correcao de palavras foram obtidas as medidas de
CER para cada a base de dados original e para os resultados das corregoes para cada

modelo, a Figura 7 demonstra uma comparagao entre os resultados de CER obtidos.



43

Pode se notar que para apenas o modelo NMT foi capaz produzir uma MR positiva,
mesmo que pequena na ordem de 4,95% em relagao a literatura, o sistema teve a maior
MR, evidenciando que o sistema foi capaz de aproveitar os melhores resultados entre
os modelos. Comparando os resultados da Figura 7 com os resultados apresentados por
Mokhtar, Bukhari e Dengel (2018) que obtiveram como melhor resultado de MR da CER
uma reducao de 2,71% de caracteres errados, os resultado apresentados foram satisfatérios
tanto pelo modelo NMT quanto para o sistema que foi capaz de reduzir cerca de 12% dos

caracteres errados.

Mudanga Relativa da CER por Modelo

20 A

—20 1

—40 4

—60 A

—80 1

Mudanga Relativa (%)

—100 A

—120 A

-134.88 -134.89

—140 1

Levenshtein Jaccard NMT IBM1 Sistema
Modelo

Figura 7 — Mudanga Relativa das CERs por Modelo.

Fonte: Autoria Prépria.

A Figura 8 evidencia os resultados das MR para as WERs. Pode se observar que
assim como as CER, o modelo NMT obteve o melhor resultado entre os modelos e o
sistema o melhor resultado no geral. Dentre os estudos relacionados, o melhor resultado de
MR das WERs obtidas pelos estudos, foram de uma reducao de 25,4% de erros (Mokhtar;
Bukhari; Dengel, 2018). Nao se pode afirmar que o sistema apresentou um bom resultado

mesmo que tenha reduzido as palavras erradas em 15%.

Por conta do sistema construido utilizar todos os modelos na etapa da de deteccao,
foi possivel avaliar a precisdo F1 apenas do sistema como um todo, resultando no valor
de 60,7%. A precisao resultante do teste estd proxima dos resultados apresentados pelos

trabalhos relacionados como se pode observar no resumo dos resultados presentes na
Tabela 5.

A comparacao da efetividade das correcoes pode ser observada no grafico da Figura
9 que demonstra as Rellmps de cada modelo. Na Figura 9 é possivel notar os mesmos
comportamentos das MRs das CERs e WERs. O NMT apresentou o melhor resultado
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Figura 8 — Mudanca Relativa das WERs por Modelo.

Fonte: Autoria Prépria.

entre os modelos e o sistema superou todos os modelos atingindo a marca de 15,71%, um

resultado ainda abaixo dos resultados apresentados pela literatura que estao resumidos na
Tabela 5.

Rellmp por Modelo
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Figura 9 — Melhora Relativa por Modelo.

Fonte: Autoria Prépria.
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Tabela 5 — Resumo dos Melhores Resultados Experimentais.

Referéncia MR CER | MR WER | Rellmp | Precisao
(o) (o) (o) | F1 (%)
(Amrhein; Clematide, 2018) - - 43,0 73,0
(Nguyen et al., 2020b) - - 27,0 74,0
(Nguyen et al., 2020a) - - 33,7 68,9
(Mokhtar; Bukhari; Dengel, 2018) 2,71 29,44 - -
Resultados Obtidos 12,0 13,06 15,71 60,7

5.4 Caracteristicas Computacionais do Sistema

Algoritmos de treinamento de TA dependem da configuracao do ambiente de
programacao para viabilizar os processos de treinamento e execugao (Kim; Deka, 2021).
Esta secao a dedicada a apresentar pontos relevantes observados sobre as caracteristicas e

consumo de recursos pelo sistema de deteccao e correcao.

5.4.1 Especificacoes de Hardware

Todos os cddigos foram processados em linguagem python em uma maquina local
utilizando o sistema operacional Windows 10. O hardware da maquina consiste de um
processador AMD Ryzen 3600x com 6 nticleos de processamento, 16 GB de memoéria RAM
e uma placa de aceleracao grafica Nvidia GTX 1660 com 6 GB de VRAM. Para se adequar
a ultima versao da biblioteca Tensorflow, versao 2.10.0, que suporta o uso de GPUs, o
driver CUDA 11.8 foi utilizado (Tensoflow, 2020).

5.4.2 Custo Computacional

Foi observado um alto custo computacional para processar o sistema, partindo da
premissa apresentada na Se¢ao 1.3, com o objetivo de criar um microsservico, o software
obtido utiliza grande parte de VRAM disponivel, apresenta alto consumo de memoria e
por conta das bibliotecas e arquivos de bases de dados para uso no modelo NMT, também
ocupa consideravel espaco de armazenamento em disco. O custo computacional do sistema
foi considerado elevado quando comparado ao mesmo sistema sem o uso do tradutor NMT.

As informagoes dos custos computacionais estao detalhadas na Tabela 6

Tabela 6 — Resumo dos Custos Computacionais.

Componente Quantidade Consumida | Quantidade Consumida
com Modelo NMT sem Modelo NMT
RAM 1,5 GB 300 MB
VRAM 1,5 GB 0B
CPU 10 % 2%
Espaco em disco 6,54 GB 700 MB
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6 CONCLUSOES

Neste capitulo serao apresentados as conclusoes dos estudos realizados. O capitulo se
divide em 3 sec¢Oes nas quais a Sec¢ao 6.1 traz uma discussao dos resultados de desempenho,
a Secao 7?7 aponta particularidades da base de dados e do desempenho computacional

observadas e a Secao 6.2 propoe diferentes abordagens para o estudo da correcao pés-ocr.

6.1 Resultados

Através dos dados apresentados na Sec¢ao 5.3, pode se concluir que: o sistema foi
capaz detectar erros tdo bem quanto a literatura atingindo a marca de F1 de 60,7%, porém,
com indices de corre¢ao inferiores aos levantados pela literatura pois o sistema corrigiu

corretamente cerca de 15,71% dos erros da base de dados.

Ao verificar que para todas as métricas levantadas, os modelos SMT apresentaram
degradagoes das Rellmps. Os modelos nao corrigiram os erros e aumentaram a quantidade
de caracteres errados. Um melhor desempenho destes modelos poderia garantir o melhor
desempenho geral do sistema. Tanto o modelo Levenshtein quanto o modelo Jaccard
utilizaram o corpus words do NLTK. Estes modelos sao dependentes do corpus e é possivel
associar o baixo desempenho destes modelos com a referéncia que utilizaram. Seria possivel
utilizar os tokens do GT como referéncia, isto poderia produzir resultados melhores,
entretanto, esta decisao tornaria o modelo muito especifico para o tratamento da base de
dados utilizada e menos genérico. A proposta inicial da pesquisa foi de obter um sistema

de uso genérico.

O modelo IBM1 foi alinhado através do GT e nao produziu bons resultados. A
estratégia de traducao caractere a caractere nao parece ter produzido bons resultados para

esse modelo.

O modelo que obteve o melhor desempenho foi em geral foi o NMT, apesar do
resultado positivo, é relevante considerar a relagao entre a qualidade das corregoes do
modelo e seu custo computacional associado. Como o estado da arte dos algoritmos de
NMT estao baseados em transformers (Nguyen et al., 2020b), faz sentido recorrer a esta
estrutura quando se utiliza uma estratégia de traducao para a correcao de erros. Entretanto,
o custo de operacao do modelo NMT levanta duvidas sobre esta ser a melhor estratégia

para um modelo de correcao pos-OCR.

Observando que apesar do baixo desempenho dos modelos, a estratégia elaborada
por Amrhein e Clematide (2018) é efetiva pois foi capaz de gerar um indice positivo de

Rellmp mesmo com modelos apresentando altos graus de degradacao dos candidatos.

Sobre conjunto de dados utilizado pela literatura, a base foi planejada para uso
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em competigoes, ela contém boa quantidade de amostras e erros conhecidos para correcao
de OCR. Porém, assim como Amrhein e Clematide (2018) e Nguyen et al. (2020b)
reconheceram que as bases ICDAR2017 e ICDAR2019 sao muito especificas. Atingir bons
desempenhos na avaliacao destas bases nao garantem um bom modelo para uso geral. Por
exemplo, as bases ICDAR nao contém textos originados de formularios, os quais geralmente
nao possuem paragrafos mas informagoes dispersas, que apoés o OCR, sao unidas em uma

lista ou bloco de texto com pouco ou nenhum contexto entre si.

O trabalho de Amrhein e Clematide (2018) citam o uso de ferramentas como o Moses
Toolkit ¢ Nematus e Mokhtar, Bukhari e Dengel (2018) utilizaram OpenNMT, houveram
esforgos para reproduzir os experimentos com estes programas, porém estes projetos se
encontram sem suporte e com codigos defasados impossibilitando o funcionamento de

fungbes como uso da GPU ou do software por completo.

Importante pontuar que se nao existirem limitacoes de hardware para a utilizagao
do sistema de detecgao e correcao construido neste estudo é possivel utiliza-lo e obter
a margem mencionada anteriormente de capacidade de correcao de erros. Porém, se
limitacoes de hardware ou de ambiente de uso existirem, este modelo nao se mostra como

uma ferramenta viavel para correcao, devido ao seu custo de operacao e baixo desempenho.

6.2 Trabalhos Futuros

Ainda utilizando a estrutura de multiplos modelos, o sistema se beneficiaria virtu-
almente de qualquer tipo de modelo linguistico de correcao, assim, algumas abordagens
diferentes poderiam ser adicionadas para verificar a capacidade de correcao de erros como

modelos de linguagem massivos como ChatGPT, Llama ou Falcon.

Outra possibilidade de estudo seria avaliar a diferenca de desempenhos de uma base
de dados especializada contra uma base mais ampla de linguagem. A base especializada
seria composta de palavras e caracteres com erros mais comuns de resultados de OCR. A

base ampla seria mais proxima das bases ICDAR com mais amostras.

Caso utilizado um mecanismo de OCR permita obter a confianca do reconhecimento
dos caracteres, seria possivel elaborar um modelo nao-seméantico capaz de detectar erros
ou utilizar as confiangas de predigdo para aprimorar a precisao dos modelos de correcao a

nivel de caracteres.
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