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RESUMO

Palavras-chave: Variola dos macacos, aprendizado de maquina, rede neural,

diagnostico com auxilio de computador.

Introdugado: Em Julho de 2022 a Organizagdo Mundial da Saude (OMS)
anunciou a Variola dos Macacos, causada pelo virus mpox (conhecido anteriormente
como Monkeypox), como emergéncia de saude publica internacional. Uma das
dificuldades do controle da doenga € sua sintomatologia ser similar a doengas, como
Variola e Varicela, o que dificulta um diagndstico rapido e eficaz. Nos ultimos anos o
desenvolvimento e a aplicagdo de técnicas de aprendizado de maquina (Machine
Learning) ganharam destaque, pois apresentaram formas de aumentar a
confiabilidade, previsibilidade e performance no diagndstico de doengas, através da
analise de informacgdes clinicas. O uso desta tecnologia para a analise de imagens
de lesdes de pele da Variola dos Macacos e de outras doengas que geram erupgdes
cutaneas similares, pode permitir que padrdes nao reconheciveis por
dermatologistas sejam identificados, auxiliando o diagndstico diferencial de maneira

eficiente.

Objetivos: Desenvolver método para reconhecimento de lesbes causadas
por Variola dos Macacos através de aprendizado de maquina. Diferenciar lesdes
causadas por Variola dos Macacos de outras doencas que apresentam sintomas

similares apenas por analise de imagens de pele do paciente.

Material & Métodos: Uso de modelo computacional de Rede Neural
Convolucional (CNN) para a andlise de imagens previamente processadas de
lesdes de pele de Variola dos Macacos, Varicela, Herpes Simples, Impetigo, Sifilis e
Molusco Contagioso, obtidas de bancos de dados publicos. E posterior analise

estatistica dos resultados obtidos e desempenho do algoritmo.

Resultados: Foi relacionado os rétulos verdadeiros com os rétulos preditos
no Dataset de treinamento e de validagdo para se obter os resultados, de forma

binaria e de forma multiclasse One versus Rest, para os diferentes modelos.
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Conclusao: O método computacional desenvolvido ndo obteve resultados
desejados, devido ao tamanho limitado do Dataset, mas apresentou potencial para
estudos futuros sobre a utilizagdo de métodos computacionais para realizagao de

diagnosticos.

1. INTRODUGAO

A Variola dos Macacos (Mpox), doenga causada por um virus do género
Orthopoxvirus, da familia Poxviridae, é conhecida desde a década de 1970, quando
foi identificada pela primeira vez em um humano. Até o inicio de 2018, apresentou
aproximadamente 600 casos confirmados. Por se tratar de uma doenga
negligenciada, muitos outros casos nao foram confirmados, devido a subnotificagao
(SKLENOVSKA; VAN RANST, 2018)

Contudo, a atencdo devida a esta enfermidade foi dada apenas em 2022,
quando a Variola dos Macacos comegou a ser reportada em muitos locais ao redor
do mundo. Dos 110 paises que apresentaram casos no ano de 2022, 103 nao
possuiam histérico da doenca. E também o numero de casos reportados foi muito
acima do comum, 84.318 casos, sendo o desfecho de 110 destes casos a morte do
paciente, segundo o Centros de Controle e Prevencdo de Doengas dos Estados
Unidos (CDC) (2022 Mpox Outbreak Global Map, acessado em 5 de Janeiro de
2023). Isso fez com que em 23 de Julho de 2022, a Mpox fosse categorizada pela
OMS (Organizagdo Mundial da Saude) como uma Emergéncia de Saude Publica

de Ambito Internacional.

O virus ativa a resposta do sistema imunoldgico, portanto, alguns dos
sintomas dessa doenga sao febre, aumento dos linfonodos, e dores musculares.
Porém, aproximadamente 3 dias depois do aparecimento da febre, comecam a
surgir erupgoes cutaneas, que evoluem com o passar dos dias, até formarem

crostas e, ao cairem, podem deixar cicatrizes. (KALER et al., 2022)

A respeito da transmissdo, ocorre de roedores, os hospedeiros principais,
para seres humanos, sendo a transmissao de humano para humano, mais dificil
(KALER et al., 2022), contudo este surto recente demonstrou que, por mais
incomum que seja, esta forma de infecgdo pode causar um numero de casos

alarmante. Que além de significar um aumento no numero de enfermos e mortos,


https://www.zotero.org/google-docs/?broken=461o5S
https://www.zotero.org/google-docs/?broken=461o5S
https://www.zotero.org/google-docs/?broken=461o5S
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também pode apontar para a aparicbes de mutacdes, que, mesmo tendo pequenas
chances de acontecerem, podem levar a variantes do virus que sejam mais

perigosas para a populagédo (KOZLOV, 2022b).

Isto exposto, mostra-se necessario que exista um controle da doencga, e
devido a uma quantidade limitada de vacinas e medicamentos para o tratamento
(KOZLOQV, 2022a), este controle deve ser feito através da identificacdo de casos,
para que possam ser devidamente isolados, assim evitando posterior transmissao.
O método atual para se diagnosticar casos de Mpox €, a partir de uma suspeita de
um profissional da saude ao ver lesdes de pele no paciente, realizar testes para
diferenciar esta doenca de outras que causam sintomas de pele, como Herpes
Simples, Varicela, ou Sifilis. Contudo estes testes de especificidade, como PCR,
gPCR ou analise por microscopia eletrbnica, demandam tecnologias e recursos com
preco elevado, o que é problematico levando em conta que a Variola dos Macacos
€ endémica em muitos paises com dificuldade ao acesso a estes recursos (HRAIB
et al., 2022).

Nos ultimos anos, o uso de aprendizado de maquina (Machine Learning)
dentro da area da saude vem se expandindo, pois se mostrou uma forma inovadora
de desenvolver novos métodos para a resolucdo de problemas. Uma das principais
formas na qual esta tecnologia foi utilizada para auxiliar na realizagdo de
diagndstico de doencgas, de maneira mais eficiente e confiavel, foi através da
analise de imagens por computadores (SHEHAB et al.,, 2022). O fato da Mpox
apresentar um sintoma facilmente registravel em forma de imagem, o uso da
inteligéncia artificial pode apresentar uma nova forma de auxiliar no diagndstico da

doenga de forma especifica, sem a necessidade de testes de alto custo.

Propriedades que serdo levadas em consideracdo para a criagao deste
trabalho serdo a explicabilidade e a interpretabilidade do modelo computacional.
Este primeiro ponto se refere a capacidade do codigo de apresentar com clareza de
que forma obtiveram-se os resultados, demonstrando os dados e os algoritmos
utiizados para a tomada de decisdo. (DOSHI-VELEZ; KIM, 2017) Ja a
interpretabilidade trata da propriedade que o modelo tem de apresentar resultados
que possam ser interpretados por especialistas da area. (BURKART; HUBER, 2021)
Neste projeto em questdo, essas duas propriedades sdo importantes para que

meédicos possam garantir que os resultados obtidos pela rede sdo confiaveis e


https://www.zotero.org/google-docs/?8E6YoX
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https://www.zotero.org/google-docs/?iDtaSU
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poderdo ser usados para a tomada de decisdes. Além disso, a explicabilidade e a
interpretabilidade permitem que possiveis vieses do modelo sejam identificados.
(VELLIDO, 2019)

JUSTIFICATIVA:

Apesar de historicamente apresentar um pequeno numero de casos, e de ter
deixado de ser considerado como emergéncia de saude global pela OMS
(Organizagcéo Mundial da Saude) em 11 de Maio de 2023, o aumento repentino que
ocorreu no meio do ano de 2022 demonstrou que a Variola dos Macacos tem o
potencial epidemioldgico para causar uma proxima grande pandemia. Portanto,
deve ser devidamente notificada e controlada, principalmente considerando uma

escassez em tratamentos até o momento.

O desenvolvimento de métodos no auxilio diagndstico, através da tecnologia
do aprendizado de maquina, é imprescindivel para este objetivo, pois pode significar
uma maneira precisa e menos custosa para se diferenciar a Variola dos Macacos
de outras doencas. Como consequéncia, pode-se prevenir a ocorréncia de novos
surtos, independente do pais, assim impedindo possiveis mutacdes e que vidas

sejam perdidas.

Em paralelo, este projeto possibilita avangos na area da saude, através da
aplicacado de novas tecnologias de inteligéncia artificial, e pode servir de base para

novas pesquisas sobre o assunto no futuro.

2. OBJETIVOS(S)

Este trabalho tem como objetivo construir um modelo computacional,
baseado em Deep Learning, método de aprendizado de maquina que utiliza
multiplas camadas para transformacao dos dados, para identificar lesbes de pele
em imagens tiradas de pacientes com Variola dos Macacos. E através do modelo
desenvolvido, diferenciar feridas ocasionadas pela Mpox das lesbes de pele
causadas por Herpes Simples, Sifilis, Varicela, Molusco Contagioso ou Impetigo,

doengas com uma sintomatologia similar.



3. MATERIAL E METODOS

Para o desenvolvimento do algoritmo sera utilizado um banco de imagens
das lesbes de pele ja rotuladas com as respectivas doencgas. Neste trabalho, as
fotos de lesbes da Variola dos Macacos foram cedidas pelos préprios pacientes,
mediante pedido médico, e enviadas por clinica especializada do Hospital Israelita
Albert Einstein (HIAE) e Hospital das Clinicas da Faculdade de Medicina da
Universidade de S&o Paulo (HC, FMUSP). As imagens das outras lesdes foram
retiradas de atlas dermatolégicos online, o Hellenic Dermatological Atlas e o

Dermatology Atlas (Acessado em 20 de julho de 2022).

Tabela 1 - Quantidade de Fotos e Imagens Rotuladas no Dataset

Rétulo N° de Fotos N° de Imagens
Herpes simplex 88 99
Impetigo 95 107
Molluscum contagiosum 149 125
Sifilis 220 197
Varicela 63 116
Variola dos Macacos 35 57
Total 650 701

FONTE: Elaborado pelo autor


https://www.zotero.org/google-docs/?broken=5BmRU3
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Fig.1. A) Esquema de Pré-Processamento de Imagens B) Esquema de Treinamento do Modelo com
uso de Imagens Rotuladas C) Esquema de Reconhecimento de Lesao através do Modelo

previamente treinado

A)  Pré - Processamento B)  Treino
Modelo:
O\G O _.[ Modelo |
O/ \_Treinado |
Imagem da Leséao
s Imagens
Fotoda Lesdao  .Resolugao de 72x72 pixels Rotu?adas

- Formato da Imagem
- Imagem Rotulada

C) Modelo
Modelo Treinado:

o G\ Mpox: 96,5%

e e - sifilis: 1,7%
O—O — Herpes Simplex: 0,8%
| - > Impetigo: 0,4%

1 o~ o

Molusco Contagioso:
Imagem Nao Varicela: 0,2%
Rotulada

FONTE: Elaborado pelo autor

Para padronizar as fotos, que foram adquiridas de diferentes aparelhos
celulares, fizemos um pré-processamento das imagens digitais, alterando o tipo de
dado do arquivo, resolugéo e rotulando de acordo com a doenga (Figura 1.A). Além
disso, o pré-processamento também é necessario para aumentar a generalidade do
modelo, minimizando possiveis vieses causados pela montagem do Dataset (Tabela

1), além de, por questdes éticas, evitar a identificagado do paciente.

O método computacional projetado sera uma Rede Neural Convolucional
(CNN), atualmente muito utilizado no processamento e classificagcdo de imagens
digitais. Com auxilio do API (Interface de Programacao de Aplicagao) Keras, sera
feita, utilizando a linguagem de programacdo Python, um treino de diferentes
modelos de CNN, para definir aquele que € mais preciso e sensivel na identificacao
de lesbes causadas pela Mpox. Os modelos selecionados para serem estudados
neste projeto serdo VGG-16, VGG-19, Xception, ResNet50, MobileNet V2,
Inception_V3 e DenseNet 201
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O conceito de Cross-entropy Loss (Perda de Entropia Cruzada) consiste em
uma fungdo de perda, ou seja, uma fungdo para quantificar o quao proximo do
correto estdo os resultados obtidos pelo modelo. A Cross-entropy Loss é utilizada
para este estudo pois permite a analise da perda de mais de dois rotulos, e tem
como resultado um valor da perda total resultante de todos os outputs gerados pelo

modelo.

Quanto maior a perda obtida pela fungcdo, maior serd a diferenga entre as
probabilidades obtidas e as probabilidades reais, o que indica ao modelo que os
parametros devem se alterar. Portanto, € desejavel que o modelo apresente o

menor valor de perda possivel.

As imagens previamente rotuladas serdo utilizadas como input nos diferentes
modelos de CNN que serdo testados, assim regulando os parédmetros da rede
neural, gerando um modelo treinado, que resulte nos outputs mais préximos do

indicado em cada imagem de treinamento (Figura 1.B).

Os modelos seréao treinados a partir do cédigo previamente construido pela equipe
do CSBL.

Para garantir que o modelo treinado seja capaz de prever corretamente as doengas
em novas imagens, nao presentes no Dataset, também sera realizada a validagao
do modelo. Devido o tamanho limitado do Dataset utilizado, com apenas 701
imagens, sera utilizada a técnica de validacdo cruzada 5-fold (5-fold
cross-validation), que consiste na divisdo das imagens rotuladas em 5 partes de
tamanho similar, denominadas folds, o modelo sera treinado 5 vezes, em cada uma,
um fold diferente sera utilizado para validagdo, enquanto os outros serdao usados
como conjunto de treinamento. Por fim, é feita a média dos resultados obtidos para
se obter o desempenho do modelo (SCIKIT-LEARN, 2023)
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Fig.2 Esquema da Validacado Cruzada 5-Fold, indicando as divisdes do dataset

All Data

Training data Test data

Fold 1 | Fold 2 | Fold 3 Fold 4 Fold5 | ™\

Split 1 Faold 1 | Fold 2 Fold 3 Fold 4 Fold 5

split2 | Fold 1 || Fold2 || Fold3 | Fold4  Fold5

> Finding Parameters

Split 4 Fold 1 | Fold 2 Fold 3 Fold 4 Fold 5

|
|
Spit3 | Fold1l || Fold2 | Fold3 | Fold4  Folds
|
|

Spiit5 | Fold1 || Fold2 | Fold3 | Foldd4 | Folds

J
Final evaluation ‘ﬂ Test data

FONTE: Scikit-Learn, 2023

3.1. ANALISE ESTATISTICA

Apo6s o modelo ser treinado, serdo realizados testes com as imagens nao
rotuladas, que proporcionardo resultados, que podem ser analisados
estatisticamente (Figura 1.C). As métricas estatisticas que serdo utilizadas para
avaliar os diferentes modelos serdo a acuracia, precisao, recall (sensibilidade) e
F1-Score (BIOINFO, 2021).

Para a analise binaria, os resultados dos modelos serdo divididos 4

resultados possiveis:

- Casos rotulados como Mpox identificados pelo modelo como sendo Mpox
(Verdadeiros Positivos)
- Casos rotulados como nao Mpox identificados pelo modelo como nao sendo

Mpox (Verdadeiros Negativos)
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- Casos rotulados como n&do Mpox identificados pelo modelo como sendo
Mpox (Falsos Positivos)
- Casos rotulados como Mpox identificados pelo modelo como nao sendo

Mpox (Falsos Negativos)

Tabela 2 - Matriz de Confusao Binaria

Rétulo
Predito
Mpox Nao Mpox
Mpox Verdadeiro Positivo (VP) Falso Positivo (FP)
Nao Mpox Falso Negativo (FN) Verdadeiro Negativo (VN)

FONTE: Elaborado pelo autor

Estda sendo analisado 6 classes (Herpes Simples, Impetigo, Molluscum
Contagiosum, Mpox, Syphilis, Varicella), portanto, também sera realizada a analise
One versus Rest (OvR) dos parametros, para classificacdo multiclasse. Para isso
sera utilizada a biblioteca de cédigo aberto Scikit-Learn, que disponibiliza uma

variedade de ferramentas para calcular estes parametros.

Os cédigos em Python utilizado para as analises pode ser encontrado na segao

Apéndice.

3.1.1 ACURACIA

A acuracia avalia a performance do modelo com um todo, relacionando o
numero de resultados corretos (verdadeiros positivos e verdadeiros negativos) com
o numero total de resultados (verdadeiros positivos, verdadeiros negativos, falsos

positivos e falsos negativos)
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VP +VN
VP+VN+FP+FN

3.1.2 PRECISAO

A precisao € a medida da habilidade do modelo em prever corretamente os
resultados verdadeiros positivos, em relagcado a todos os resultados previstos como

positivos (verdadeiros positivos e falsos positivos)

43
VP + FP

3.1.3 RECALL (SENSIBILIDADE)

O recall representa a capacidade do modelo em identificar corretamente os
resultados verdadeiros positivos em relacdo a todos os resultados verdadeiros

existentes (verdadeiros positivos e falsos negativos).

VP
VP +FN

3.1.4 F1-SCORES

O F1-Score é a média harmdnica entre a precisao (P) e o recall (R), sendo

uma métrica que representa ambos esses valores.

2*P*R
P+R

FlScore =

4. RESULTADOS

Primeiramente foram gerados os resultados dos modelos utilizando a mesma
parte do Dataset que foi utilizada para o treinamento, obtendo-se as seguintes

matrizes de confusao:
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Tabela 3 - Relagao entre resultado predito do treinamento através do modelo “VGG-16” e resultado

esperado
VGG-16
Rétulo
Predicao

Herpes Impetigo Molluscum | Monkeypox Syphilis Varicella

Herpes 59,60% 19,20% 1,00% 0,00% 20,20% 0,00%

Impetigo 2,80% 87,90% 2,80% 0,90% 4,70% 0,90%

Molluscum 0,80% 6,40% 86,40% 0,80% 4,00% 0,90%

Monkeypox 0,00% 0,00% 0,00% 94,30% 5,70% 0,00%
Syphilis 1,50% 3,00% 1,50% 0,00% 93,90% 0,00%
Varicella 1,70% 2,60% 6,00% 0,00% 6,00% 83,60%

FONTE: Elaborado pelo autor

Tabela 4 - Relagao entre resultado predito do treinamento através do modelo “VGG-19” e resultado

esperado
VGG-19
Rétulo
Predicao

Herpes Impetigo Molluscum | Monkeypox Syphilis Varicella

Herpes 74,70% 12,10% 8,10% 0,00% 5,10% 0,00%

Impetigo 2,80% 86,00% 6,50% 0,00% 1,90% 2,80%
Molluscum 1,60% 4,80% 88,00% 0,80% 0,80% 4,00%
Monkeypox 1,90% 1,90% 1,90% 90,60% 3,80% 0,00%
Syphilis 5,60% 5,60% 3,00% 0,00% 85,30% 0,50%
Varicella 0,00% 3,40% 8,60% 0,90% 1,70% 85,30%

FONTE: Elaborado pelo autor

Tabela 5 - Relagao entre resultado predito do treinamento através do modelo “Xception” e resultado

esperado

Xception

Rétulo

Pradicio
—eaioao
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Herpes
Impetigo
Molluscum
Monkeypox
Syphilis

Varicella

Herpes Impetigo Molluscum | Monkeypox Syphilis Varicella
70,70% 9,10% 4,00% 2,00% 12,10% 2,00%
27,10% 62,60% 0,90% 0,90% 2,80% 5,60%
4,80% 38,40% 44,80% 1,60% 5,60% 4,80%
7,50% 24,50% 11,30% 49,10% 7,50% 0,00%
8,10% 18,30% 3,00% 0,50% 67,50% 2,50%
0,90% 15,50% 13,80% 0,90% 6,00% 62,90%

FONTE: Elaborado pelo autor

Tabela 6 - Relagdo entre resultado predito do treinamento através do modelo “ResNet50” e resultado

esperado
ResNet50
Rétulo
Predigao

Herpes Impetigo Molluscum | Monkeypox Syphilis Varicella

Herpes 77,80% 8,10% 6,10% 0,00% 8,10% 0,00%
Impetigo 0,90% 93,50% 0,90% 0,90% 0,00% 3,70%
Molluscum 0,00% 2,40% 93,60% 0,00% 2,40% 1,60%
Monkeypox 0,00% 0,00% 0,00% 94,30% 5,70% 0,00%
Syphilis 2,00% 0,50% 4,10% 0,50% 92,90% 0,00%
Varicella 0,90% 3,40% 3,40% 1,70% 0,90% 89,70%

FONTE: Elaborado pelo autor

Tabela 7 - Relagao entre resultado predito do treinamento através do modelo “MobileNet V2~ e

resultado esperado

MobileNet_V2
Rétulo
Predigao
Herpes Impetigo Molluscum | Monkeypox Syphilis Varicella
Herpes 66,70% 15,20% 7,10% 0,00% 11,10% 0,00%
Impetigo 8,40% 79,40% 2,80% 0,90% 4,70% 3,70%



Molluscum
Monkeypox
Syphilis

Varicella

2,40%
9,40%
8,60%
0,90%

4,80%
3,80%
3,60%
2,60%

79,20%
1,90%
4,10%
6,00%

0,80% 4,80%
69,80% 9,40%
1,50% 81,20%
0,90% 8,60%

8,00%
5,70%
1,00%
81,00%
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FONTE: Elaborado pelo autor

Tabela 8 - Relacao entre resultado predito do treinamento através do modelo “Inception_V3” e

resultado esperado

Inception_V3
Rétulo

Predigao
Herpes Impetigo Molluscum | Monkeypox Syphilis Varicella
Herpes 63,60% 5,10% 8,10% 0,00% 23,20% 0,00%
Impetigo 3,70% 71,00% 6,50% 2,80% 14,00% 1,90%
Molluscum 3,20% 4,80% 83,20% 0,00% 3,20% 5,60%
Monkeypox 1,90% 5,70% 3,80% 75,50% 11,30% 1,90%
Syphilis 2,50% 2,00% 4,10% 1,00% 87,80% 2,50%
Varicella 0,00% 3,40% 6,90% 0,90% 5,20% 83,60%

FONTE: Elaborado pelo autor

Tabela 9 - Relagao entre resultado predito do treinamento através do modelo “DenseNet_201" e

resultado esperado

DenseNet_201

Predicao

Herpes
Impetigo
Molluscum
Monkeypox
Syphilis

Roétulo

Herpes
84,80%
26,20%
10,40%
9,40%

12,70%

Impetigo
2,00%
57,00%
9,60%
3,80%
1,50%

Molluscum | Monkeypox Syphilis

1,00%
3,70%
66,40%
1,90%
4,10%

0,00% 11,10%
1,90% 8,40%
1,60% 9,60%
84,90% 0,00%
4,10% 77,20%

Varicella
1,00%
2,80%
2,40%
0,00%
0,50%
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Varicella 0,00% 3,40% 8,60% 1,70% 8,60% 77,60%

FONTE: Elaborado pelo autor

Posteriormente foi realizada a validagdo dos modelos.

Para cada resultado gerado pelos modelos, o rétulo predito € aquele que

apresentou maior probabilidade.

Relacionando os rotulos preditos (Predi¢do) e os rotulos verdadeiros (Rotulo), foram

obtidos os seguintes resultados:

Tabela 10 - Relacéo entre resultado predito pela validagao através do modelo “VGG-16” e resultado

esperado
VGG-16
Rétulo
Predicao

Herpes Impetigo Molluscum | Monkeypox Syphilis Varicella
Herpes 12,10% 13,16% 14,14% 8,09% 42,43% 10,06%
Impetigo 14,98% 11,21% 19,61% 4,69% 33,62% 15,90%
Molluscum 18,40% 11,99% 21,58% 4,80% 31,23% 11,99%
Monkeypox 9,46% 9,46% 32,06% 13,14% 24,57% 11,30%
Syphilis 12,70% 18,26% 18,79% 3,54% 27,42% 19,29%
Varicella 16,41% 10,34% 23,26% 8,59% 24,16% 17,25%

FONTE: Elaborado pelo autor

Tabela 11 - Relagao entre resultado predito pela validagéo através do modelo “VGG-19” e resultado

esperado
VGG-19
Rétulo
Predigao

Herpes Impetigo Molluscum | Monkeypox Syphilis Varicella
Herpes 19,23% 18,17% 20,21% 10,07% 20,21% 12,11%
Impetigo 12,17% 14,00% 21,48% 5,60% 31,77% 14,97%
Molluscum 14,38% 12,82% 21,57% 4,01% 31,22% 16,00%
Monkeypox 15,13% 18,82% 28,29% 9,47% 18,82% 9,47%
Syphilis 13,19% 16,24% 16,24% 4,07% 30,46% 19,81%
Varicella 8,60% 15,51% 14,67% 5,17% 37,94% 18,10%

FONTE: Elaborado pelo autor
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Tabela 12 - Relagao entre resultado predito pela validagao através do modelo “Xception” e resultado

esperado
Xception
Rétulo
Predicao

Herpes Impetigo Molluscum | Monkeypox Syphilis Varicella

Herpes 20,20% 14,14% 14,14% 5,07% 31,32% 15,13%
Impetigo 15,90% 9,32% 14,98% 1,89% 33,62% 24,30%
Molluscum 16,80% 7,98% 18,42% 4,80% 35,21% 16,80%
Monkeypox 13,16% 16,97% 22,63% 3,82% 35,92% 7,50%
Syphilis 17,27% 16,74% 16,24% 5,06% 27,42% 17,27%
Varicella 24,16% 20,67% 15,50% 5,17% 20,67% 13,82%

FONTE: Elaborado pelo autor

Tabela 13 - Relagao entre resultado predito pela validagao através do modelo “ResNet50” e

resultado esperado

ResNet50

Predicao

Herpes
Impetigo
Molluscum
Monkeypox
Syphilis

Varicella

Rétulo

Herpes
25,26%
16,81%
16,00%
11,32%
8,14%
6,01%

Impetigo
14,14%
14,98%
16,00%
18,82%
22,34%
25,86%

10,06%
10,29%
14,38%
20,79%
16,74%
18,10%

Molluscum | Monkeypox

5,07%
5,60%
6,41%

13,16%

2,02%
8,60%

Syphilis
25,26%
33,62%
33,61%
26,45%
28,42%
22,43%

Varicella
20,20%
18,70%
13,60%

9,47%
22,34%
19,00%

FONTE: Elaborado pelo autor



Tabela 14 - Relagéo entre resultado predito pela validagao através do modelo “MobileNet V2~ e

resultado esperado
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MobileNet V2
Rétulo
Predigao
Herpes Impetigo Molluscum | Monkeypox Syphilis Varicella
Herpes 28,29% 13,16% 16,19% 4,01% 35,33% 3,03%
Impetigo 16,81% 9,32% 23,39% 3,71% 39,28% 7,49%
Molluscum 12,82% 17,61% 24,80% 3,18% 34,39% 7,19%
Monkeypox 13,18% 22,66% 18,84% 11,33% 26,48% 7,51%
Syphilis 15,22% 23,36% 16,74% 3,54% 34,02% 7,12%
Varicella 19,83% 14,66% 26,74% 3,43% 26,74% 8,59%

FONTE: Elaborado pelo autor

Tabela 15 - Relagéo entre resultado predito pela validagao através do modelo “Inception_V3” e

resultado esperado

Inception_V3
Rétulo

Predicao
Herpes Impetigo Molluscum | Monkeypox Syphilis Varicella
Herpes 24,23% 17,18% 10,07% 5,07% 26,27% 17,18%
Impetigo 12,17% 6,51% 21,48% 4,69% 40,17% 14,97%
Molluscum 13,61% 9,59% 20,80% 4,02% 37,59% 14,39%
Monkeypox 9,47% 13,16% 16,97% 11,32% 37,76% 11,32%
Syphilis 15,22% 12,70% 19,29% 3,54% 30,47% 18,79%
Varicella 9,50% 16,41% 20,67% 6,91% 31,01% 15,50%

FONTE: Elaborado pelo autor
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Tabela 16 - Relagao entre resultado predito pelo modelo “Dense_201” e resultado esperado

DenseNet_201

Rétulo

Predicao
Herpes Impetigo Molluscum | Monkeypox Syphilis Varicella
Herpes 12,11% 18,17% 15,14% 5,07% 38,38% 11,13%
Impetigo 10,29% 14,01% 20,59% 4,69% 33,62% 16,81%
Molluscum 13,60% 14,38% 20,01% 7,19% 29,60% 15,22%
Monkeypox 9,46% 16,95% 26,41% 9,46% 24.57% 13,14%
Syphilis 12,70% 19,29% 14,72% 2,55% 32,48% 18,26%
Varicella 12,92% 24,16% 14,66% 6,91% 28,43% 12,92%

FONTE: Elaborado pelo autor

A partir destes resultados, a primeira analise feita para analisar a validagao

foi de forma binaria:

Tabela 17 - Métricas de desempenho da validagédo dos diferentes modelos, analise binaria

Modelo Acuracia Precisdo Recall F1-Score
VGG-16 5,16% 16,28% 13,21% 14,58%
VGG-19 5,02% 12,50% 9,43% 10,75%
Xception 4,16% 6,45% 3,77% 4,76%
ResNet50 4,73% 17,50% 13,21% 15,05%
MobileNet_V2 3,30% 20,69% 11,32% 14,64%
Inception_V3 4,30% 16,67% 11,32% 13,48%
DenseNet_201 4,59% 13,51% 9,43% 11,11%

FONTE: Elaborado pelo autor

Utilizando os dados que relacionam os roétulos preditos

e os rotulos

verdadeiros, foi feita a analise multiclasse OVR, obtendo os seguintes resultados:
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Tabela 18 - Métricas de desempenho da validagao dos diferentes modelos, analise multiclasse one

Vs rest

Modelo Acuracia Precisao Recall F1-Score
VGG-16 19,51% 17,95% 17,71% 17,38%
VGG-19 21,00% 16,24% 16,11% 16,14%
Xception 17,93% 15,32% 15,48% 15,29%
ResNet50 20,54% 19,76% 19,08% 19,31%
MobileNet_V2 21,69% 20,20% 19,26% 19,00%
Inception_V3 20,22% 18,44% 18,14% 18,16%
DenseNet_201 19,51% 17,18% 16,83% 16,90%

FONTE: Elaborado pelo autor

5. DISCUSSAO

Apesar das matrizes de confusdo dos treinamentos apresentarem o6timos
valores de acuracia, os resultados obtidos na validacdo, tanto na analise binaria
quanto na analise OvR, demonstraram um desempenho significativamente abaixo
do ideal, tornando inviavel a utilizagdo do cddigo construido em um contexto pratico.
Essa limitagdo pode ser atribuida, em grande parte, a inadequagcdo do Dataset
utilizado para treinar o modelo. Este conjunto de dados se mostrou inadequado
devido a sua escassez de imagens, pois se trata de um problema complexo, o que
necessitaria do modelo identificar padrdes e nuances em um grande numero de
lesbes para uma diferenciacdo mais precisa das doengas. Em outros estudos, como
o de Shams Nafisa (2022), que buscou apenas diferenciar a Mpox, o numero de
imagens utilizadas era similar, contudo foi feito a Data Augmentation, método para
aumento do Dataset de treinamento, com isso, os resultados apresentados foram

muito mais satisfatorios, com uma acuracia mais de 80% na validagdo do modelo.

Além disso, o conjunto de dados apresenta um desequilibrio notavel no
numero de imagens associadas a cada classe de doenga. Algumas doengas sao
representadas por uma quantidade muito maior de imagens em comparagao com
outras. Por exemplo, a classe da Syphilis abrange quase 30% de todas as
amostras, enquanto a classe de Mpox nao alcanca sequer 10%. Esse desequilibrio

tem o efeito de induzir um viés no modelo, levando-o a favorecer a rotulagao das



23

imagens em relagdo as classes majoritarias, resultando em resultados

desequilibrados e prejudicando a capacidade do modelo de generalizagao.

A abordagem de ensemble dos modelos, que consiste na jungao dos
diferentes modelos em um unico resultado, também poderia ter sido utilizado para
produzir melhores resultados, assim como feito no trabalho de Chiranjibi e Tej
Bahadur (2022), onde todos os parametros apresentaram mais de 85%. Superando

todos os modelos testados isoladamente.

Portanto, a aquisicdo de um volume maior de imagens, bem como a corregao
do desequilibrio entre as classes e a implementagdo de outras estratégias na
construcéo artificial de mais imagens (Data Augmentation), sdo necessarias para
melhorar o desempenho e a utilidade do modelo construido. Com essas medidas,
sera possivel explorar todo o potencial do modelo em um ambiente real e alcangar
resultados capazes de serem utilizados para o diagnostico diferencial da Mpox em

relagao a outras lesdes de pele.

7. CONCLUSOES

Neste trabalho buscamos desenvolver um método computacional que
pudesse auxiliar profissionais da medicina no reconhecimento de lesdes de pele
para diagnostico diferencial de pacientes com a Variola do Macaco, a fim de agilizar
a conclusao do diagnéstico. Contudo, € necessario que sejam realizadas algumas
das técnicas utilizadas em outros trabalhos, como por exemplo o uso de Data
Augmentation, para aumentar o numero de imagens para treinar o modelo. Por isso
€ de suma importancia que futuramente novos estudos sejam realizados,

analisando diferentes modelos e melhorando o cédigo.

Entretanto, mesmo obtendo resultados insatisfatorios, este estudo demonstra
a relevancia de utilizar abordagens tecnolégicas para desenvolvimento do campo da
medicina, de forma de promover o bem estar dos pacientes e prevenir potenciais

proximas pandemias globais.
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8. APENDICES

APENDICE A - Cédigo utilizado para obtengao dos resultados do modelo no

Dataset de treino

import os
import numpy as np

import keras

import matplotlib.pyplot as plt
from sklearn.metrics import confusion matrix, classification report
from sklearn.metrics import ConfusionMatrixDisplay

from load data import load dataset

model path "C:\\Users\\jgnca\\Downloads\\drive-download-
20230925T220732Z-
001\\results\\models\\Xception data_augmentation.keras"

model = keras.models.load model (model path)

print (model. summary ())

TRAIN DIR = "C:\\Users\\jgnca\\Downloads\\drive-download-
20230925T220732Z-001\\data\\train"

image dataset, labels dataset = load dataset(
dataset dir = TRAIN DIR,
image size = (72, 72),

shuffle= , random seed=42

y_pred = model.predict(image dataset)




y_pred classes = np.argmax(y pred, axis=l)

print(y_pred classes)

conf matrix = confusion matrix(labels dataset, y pred classes)

row_sums = conf matrix.sum(axis=1l, keepdims= )

norm conf matrix = conf matrix / row_sums

class names = ['herpes', 'impetigo', 'molluscum', 'monkeypox', '
lis', 'varicella']

print(classification report(labels dataset, y_pred classes,
get names=class names))

sample weight = (y_pred classes != labels dataset)
ConfusionMatrixDisplay.from predictions (

labels dataset, y pred classes,

normalize="true", values format=".1%",
cmap="Blues")
tick marks = np.arange(len(class names))
plt.xticks (tick marks, class_names, rotation=45)
plt.yticks(tick marks, class names)

plt.show ()

cl a, clb =20, 4
image dataset[ (labels_dataset cl a) & (y pred classes ==




image dataset[ (labels dataset cl a) & (y _pred classes
-1

image dataset[ (labels_dataset cl b) & (y_pred classes
-1

image dataset[ (labels_dataset cl b) & (y_pred classes

size = 3
pad = 0.2
plt.figure (figsize=(6, 6))

for images, (label col, label row) in [(X ba, (0, 0)), (X bb, (1, 0)),
(X aa, (0, 1)), (X ab, (1, 1))]:

for idx, image data in enumerate(images|[:size*size]):

idx % size + label col * (size + pad)

idx // size + label row * (size + pad)

.imshow (image_ data,
extent=(x, x + 1, y, v + 1))

.xticks([size / 2, size + pad + size / 2], ["herpes", "syphilis"])
.yticks([size / 2, size + pad + size / 2], ["syphilis", "herpes"])
.plot([size + pad / 2, size + pad / 2], [0, 2 * size + pad], "k:")
.plot ([0, 2 * size + pad], [size + pad / 2, size + pad / 2], "k:")
.axis ([0, 2 * size + pad, 0, 2 * size + pad])
.xlabel ("Predicted label")
.ylabel ("True label")

.show ()

threshold = 0.5

binary prediction = np.where(y pred > threshold, 1, 0)
Fonte: CSBL - USP

APENDICE B - Cédigo utilizado para obtengdo dos resultados do modelo no

Dataset de validagao

import pandas as pd



from sklearn.metrics import confusion matrix, accuracy score, preci-
sion_score, recall score, fl score, classification report

from sklearn.preprocessing import LabelEncoder

df = pd.read excel ('Xception Dados.xlsx')

verdadeiros = df['verdadeiros']

preditos = df['preditos']

label encoder = LabelEncoder ()
verdadeiros encoded = label encoder.fit transform(verdadeiros)

preditos_encoded = label encoder.transform(preditos)

matriz confusao confusion matrix(verdadeiros_encoded,
preditos_encoded)

acuracia = accuracy_ score (verdadeiros_encoded, preditos_encoded)

precisao = precision_score (verdadeiros_encoded, preditos_encoded,
average='macro')

recall = recall score(verdadeiros_encoded, preditos_encoded,
average='macro')

= fl score(verdadeiros_encoded, preditos encoded, average='macro')

print("Matriz de Confusdo:")

print (matriz confusao)

print ("Relatério de Classificagédo:")

print(classification_report (verdadeiros_encoded, preditos_encoded,
target names=df['verdadeiros'].unique()))

print ('Acuracia:', acuracia)
print('Precisdo:', precisao)

print('Recall:', recall)




print('Fl-score:', £1)
FONTE: Elaborado pelo autor



